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Abstract. In order to derive reliable insights or make evidence-based decisions, 
the starting point is to assess and meet a minimum quality of data, either by those 
that publish the data (preferably) or alternatively by those that prepare data for 
analysis and develop specific analytics. Much of the (open) data shared by gov-
ernments and different institutions, or crowdsourced, is in tabular format, and the 
amount and size of it is increasing rapidly. This paper presents the challenges 
faced and the solutions adopted while evolving the web-based graphical user in-
terface (GUI) of a tabular data preparation tool from in-memory fitting to Big 
Data sets. Traditional standalone processing and rendering solutions are no 
longer usable in a Big Data context. We report on the approach adopted to asyn-
chronously pre-compute the visualisations required for the tool, in addition to the 
applied visualisation aggregation strategies. The implementation of this approach 
has allowed us to overcome web-browsers’ client-side data handling limitations 
and to avoid information overload when using granular information charts from 
our existing in-memory data preparation tool with Big Data sets. The developed 
solution provides the user with an acceptable GUI interaction time. 

Keywords: Big data visualisation, data preparation, data quality, exploratory 
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1 Introduction 

With the advent of mobile technology and the Internet of Things, together with the 
trend to share, either publicly or under request, different datasets for research and anal-
ysis, has led to data sets that are too large and complex for traditional data processing 
and data management applications. 
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The Big Data era has brought massive datasets that are noisy and heterogeneous, 
requiring new processing and visualisation approaches, given that traditional databases 
and architectures are not able to efficiently store and process them. The heterogeneous 
data sources have to be accessed using different protocols, transmission rates, with dif-
ferent data quality levels and schema representations.  

In the field of Big Data information visualisation and data management, research has 
classified the wishful characteristics of a Big Data Visualisation tool [1]. The first de-
sirable characteristic is defined as scalable data management to handle and enable real-
time interaction over datasets with a huge number of objects. Coupled with data man-
agement, scalable and efficient visualisation of large and dynamic sets of volatile raw 
data is an advisable feature to have. Regarding the consumer of such tools, the other 
two recommended attributes are: visual scalability to avoid problems related to visual 
information cluttering, and customisation capabilities of visualisations to meet the ex-
pectations and analysis needs of different user types. 

Moreover, increasing data democratization, i.e. societal and technological evolution 
making data accessible to everyone, is leading to the availability of very diverse and 
large datasets for analysis, to people that might lack data analysis expertise (e.g. as 
research scientists, policy makers, or individuals). 

Visualisation techniques, used in data visualisation tools, provide users with intuitive 
means to interactively explore the content of the data, identify interesting patterns, infer 
correlations, and support sense-making activities.  

Currently, the challenge is to implement the best combination of underlying data-
management technologies and visualisation techniques to enable end-users to gain 
value and insights out of the data quickly, minimizing the role of IT-experts in the loop. 
This is especially critical in the Big Data context and for data preparation and Quality 
of Data (QoD) improvement tools, where users are not limited to exploration and ana-
lyse of data and therefore need to be able to transform the dataset to meet their goals.  

The contribution of this paper is the description of detected problems and imple-
mented solutions for the visualisations of a Data Preparation Tool for Big Data sets. 

In this paper, we first present related work in the visualisation and data preparation 
domains (section 2). Then, we introduce our original in-memory data preparation tool 
in section 3. In section 4, we describe the challenges faced and solutions adopted when 
evolving its visualisations from in-memory fitting to Big Data sets. Finally, we present 
our conclusions and discuss potential directions of future work in section 5. 

2 Related Work 

Traditional data visualisation tools are usually restricted to small datasets, processed 
offline and limited to accessing and visualising pre-processed sets of static data. 

In an attempt to handle the characteristics of the Big Data era, the research commu-
nity has proposed different visualisation approaches [1]. 

The most common techniques are those of data reduction, which aim to summarise 
the dataset by using different approximations. The approaches followed for data sum-
marisation include sampling (i.e. visualising a representative subset or filtering non-
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contributing sets of data) [2, 3] and aggregation (i.e. visualising an aggregated or ab-
stracted version of the dataset by using binning or clustering techniques) [4, 5].  

The next set of proposed techniques target the hierarchical exploration of a dataset, 
allowing the visual exploration of large datasets at different levels of detail [6, 7]. These 
are computed by a hierarchical aggregation of the dataset, which allows the user to get 
a synopsis of the dataset and retrieve details of the data at different levels.  

These two types of strategies (i.e. data reduction and hierarchical techniques) aim to 
contribute to the visual scalability characteristic discussed in the introduction. Other 
research has targeted the real-time interaction (with the dataset) feature by working on 
the progressive result delivery and different caching and prefetching strategies. Regard-
ing progressive techniques, these tend to combine both user interaction-based dynamic 
result calculations [8] and incremental computation and delivery of results [9].  

Moreover, visualisation approaches have been developed to tackle the dynamic na-
ture of datasets by implementing incremental and adaptive strategies that allow for an 
on-the-fly exploration of large and dynamic datasets [6, 10].  

Finally, regarding visualisation techniques, another area of research has focussed on 
assisting the user by recommending visualisations that are more appropriate for the 
specific characteristics of the data (or identified trends) [11], or the user behaviour and 
preferences [12].  

Regarding commercial tools, a body of research work has analysed some popular 
visualisation tools (i.e. Tableau, PowerBI, Plotly, Gephi and Excel) and techniques, and 
how well they fit into the size, heterogeneity and dynamism properties of Big Data [13]. 
These tools are more focussed on visualising data prepared for analysis.  

A recent market analysis report has analysed data preparation tools [14], studying 
the integration and exploration features, data manipulation features and user experience 
and user interface features among others, as part of the technical assessment of these 
tools. As the studied features prove, Big Data management and visualisation techniques 
are key to these data preparation and QoD improvement tools, whereas commercial 
tools are focussed on data preparation following the extract, transform, load (ETL) pro-
cedure, and not in the data exploration task for QoD assessment and improvement.  

In this state-of-the-art context, we report on our initially developed in-memory data 
preparation and QoD improvement TAQIH tool, and on the experience of enhancing 
this tool from in-memory dataset visualisation and preparation to Big Data sets. 

3 TAQIH – In-Memory Data Preparation Tool 

TAQIH [15] is a data preparation tool developed to support non-technical users on 1) 
the exploratory data analysis (EDA) process of tabular health data, and 2) the assess-
ment and improvement of its quality. A web-based tool was implemented with a simple 
yet powerful visual interface.  

First, it provides interfaces to understand the dataset, to gain an understanding of the 
content, structure and distribution. Then, it provides data visualisation and data quality 
improvement utilities for the dimensions of completeness, accuracy, redundancy and 
readability [16].  
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TAQIH was designed and developed with in-memory data preparation technologies, 
so visualisation, data management and data transformations are limited to a single com-
puter’s memory and web-browser capabilities. Experimentally we have been able to 
manage datasets under 200MB using a desktop machine with 8 GB of RAM, but for 
providing the end-user with an acceptable interaction time (10 seconds for keeping the 
user’s attention [17]), this is reduced to few tens of MBs. Data transformations are syn-
chronously applied as they are requested, and visualisations updated accordingly. 

TAQIH contains a main navigation bar at the top of the GUI, where items are placed 
from left to right following the usual iterative pipeline in EDA. First, ‘General Stats’ 
and ‘Features’ menu items provide global and detailed views of the data to gain insights 
about content, distribution and quality. Then, the ‘Missing Values’ section deals with 
the completeness dimension of data quality. After that, the ‘Correlations’ section pre-
sents the statistical relationship among variables, to help the identification of possible 
redundancies among variables or incoherent data, related to the redundancy and accu-
racy dimensions of data quality. Next, the ‘Outliers’ section identifies observations that 
differ significantly from others in the features and instances axes which is also related 
to accuracy, redundancy, readability and trust dimensions in data quality. All views 
include a small sample of the dataset (following data reduction by sampling) to help 
interpreting the dataset and identifying the transformation actions needed. 

TAQIH is composed of both pre-processed property visualisation and summary vis-
ualisation (histograms or density plots), but also includes binary heatmaps (for missing 
values) or boxplots (for outliers) representing instance level data, which can be cum-
bersome when moving to very large datasets. 

4 Enhancing Data Preparation Tool Visualisations for Big Data 

Volumes considered in the Big Data context (i.e. large datasets not fitting in a com-
puter’s memory and expected to be increasing) impose new challenges over traditional 
datasets which could be totally managed in a computer’s memory. When it comes to 
data preparation and QoD assessment, traditional Python-based or R-based methods do 
not directly handle datasets that do not fit into a computer’s memory. 

Additionally, many traditional general statistics or quality assessment algorithms 
need to keep global variables for their computation, for example, cardinality calcula-
tions might require expansion as large as the data source size. This makes existing data 
quality algorithms unsuitable for distributed parallel computing. 

We have also identified two more issues when moving QoD assessment to large 
datasets: the visualisations used to allow the users to explore the data to evaluate its 
quality and that data preparation tasks cannot be run synchronously anymore. 

Traditional visualisations (e.g. missing values or outliers) mainly work by plotting 
all the instances of the dataset, which requires pulling all instances from the dataset, 
and having the user’s client applications manage all the data to visualise and respond 
to users’ interactions. This is no longer feasible and it is unrealistic to expect the user 
to wait until a data cleansing task, over a large dataset that might require hours, is com-
plete. 
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4.1 Migration to an Asynchronous Distributed Architecture 

To overcome the data volume challenges identified, we have opted to use algorithms 
that provide approximations to evolve the TAQIH tool into an asynchronous processing 
framework. Big Data computing infrastructures have been used, for those algorithms 
which have distributable or parallelized versions, whilst for those requiring adaptations, 
state-of-the-art proposals have been implemented following Big Data computing ap-
proaches where possible, and per-chunk processing where more fine-grain control of 
shared global variables is required.  

Figure 1 illustrates the previous TAQIH architecture contrasted to the architecture 
redesign for the GYDRA architecture. 

 

 
Fig. 1. TAQIH solution single machine focussed architecture (top) and GYDRA solution dis-

tributed architecture (bottom) 

The GYDRA tool’s user interface has been developed using the Django framework, 
HTML5, Asynchronous JavaScript (AJAX) and Bootstrap responsive web library. Dis-
tributed asynchronous tasking is managed through the Celery Distributed Task Queue 
tool with RabbitMQ as a message broker to implement the real task queue. The Celery 
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worker (depicted as Worker Preprocess and Worker Pipeline in Figure 1) can either run 
data pre-processing or transformation tasks by using the GYDRA Python library read-
ing and handling HDFS stored datasets per chunks or by submitting applications to an 
Apache Spark cluster. 

4.2 QoD Assessment Visualisation Updates 

For the Big Data QoD indicators visualisation issues, approximations requiring a lim-
ited and controlled but representative amount of data to be displayed have been imple-
mented. The computation and generation of the visualisation is performed by the asyn-
chronous workers to reduce processing load and smooth the user experience on the 
client side. Subsequently, the different visualisation components of the GYDRA prep-
aration tool are analysed individually. 

Tab-Based Navigation Approach and General Stats 
GYDRA has retained the main tab-based navigation approach and sample of the dataset 
described for TAQIH, while a new data transformation pipeline section has been added 
across the different views, to better understand the dataset and dynamically add trans-
formations during EDA (since transformations have to be processed offline now).  

Information summarisation is provided through a navigation approach by providing 
a hierarchical view, starting from ‘General Stats’ and moving to the ‘Features’ section, 
and by including a raw data sample across all sections. Next, the ‘Missing Values’, 
‘Correlations’ and ‘Outliers’ sections are placed to assist the user through common 
EDA tasks. Figure 2 and Figure 3 depict the navigation approach and ‘General Stats’ 
sections  of TAQIH and GYDRA tools respectively. 

 
Fig. 2. TAQIH navigation and the ’General Stats’ section. This figure is reproduced from [16] 
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Fig. 3. GYDRA main application navigation and ‘General Stats’ section including transfor-

mations pipeline and a sample of the dataset 

Features 
Concerning the ‘Features’ section, visualisation remains quite similar, moving feature-
related transformations from a feature specific section to the common transformation 
specification pipeline section. Additionally, cardinality and the number of appearances 
per each feature variable has been dropped, considering the scalability limitations when 
moving to big data sets. We have replaced this feature with the visualisation of the Top 
10 values. Figure 4 and Figure 5 depict the feature analysis section of the TAQIH and 
GYDRA tools respectively.  
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Fig. 4. TAQIH per feature analysis section. This figure is reproduced from [16] 

 
Fig. 5. GYDRA per feature analysis section.  
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Missing Values 
For the Missing Values section, previously a binary heatmap with individual data was 
displayed, while in the GYDRA tool, percentages of missing values have been com-
puted and visualised. TAQIH had a specific Missing Value imputation section, while 
in GYDRA, this has been moved to the common transformation pipeline. Figure 6 de-
picts the TAQIH tool’s Missing values section, while Figure 7 shows the GYDRA 
tool’s implementation. 

 
Fig. 6. TAQIH tool’s Missing values section. This figure is reproduced from [16] 

 
Fig. 7. GYDRA tool’s Missing values section 
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Correlations 
The Correlations section remains similar considering its most important visualisation 
is a correlation matrix, displaying feature association values (see Figure 8). The density 
plot used in TAQIH to compare two features among their value set was dropped.  

 
Fig. 8. GYDRA tool’s Correlations section 

Outliers 
Regarding the Outliers section, in the TAQIH tool both a traditional box plot and a 
histogram with each different value occurrence (classified as in or out layer) were used. 
For GYDRA, a novel box plot visualisation has been proposed (see Figure 9). The out-
lier distribution is plotted as two histograms, one for low values and the other one for 
high values (suspected outliers and outliers according to Tukey algorithm). Multivariate 
outlier detection was dropped from TAQIH while an alternative for Big Data was im-
plemented. 

 
Fig. 9. GYDRA’s Outlier diagram with outliers binning 
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5 Conclusions And Future Work 

In this paper, we report on the enhancements implemented to a tabular data preparation 
and QoD improvement tool, focussed on its visualisation features, when moving from 
in-memory datasets to Big Data sets. Architectural and visualisation solutions adopted 
have been described accordingly. It was necessary to move from an in-memory syn-
chronous architecture to an asynchronous distributed processing architecture to be able 
to operate the datasets, as well as the remote creation of visualisations. Asynchronous 
pre-processing of visualisations was adopted instead of on-the-fly processing, given the 
need to compute general statistics and per feature indicators (e.g. top n values or corre-
lations). For Big Data sets it is not possible to calculate these indicators and provide a 
timely response to the user otherwise. Next, we have adopted different data reduction 
approaches to ensure visual scalability and meet local memory limitations for visuali-
sation, introducing a novel box plot for Big Data. 

Future work is planned on researching and implementing features lost in the transi-
tion from TAQIH to GYDRA. Next, the focus will be on the integration of streaming 
data and researching exploration techniques to help the user in understanding the dy-
namic of the sources to better define their ingestion pipelines. In line with this, enabling 
users to navigate through the dataset to find missing values should be enhanced to help 
users identify and understand underlying trends. Related to user assistance, machine 
learning techniques are being researched to support the user by suggesting appropriate 
preparation tasks. 
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