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a b s t r a c t

Liquid metal-cooled reactors use various passive safety systems driven by natural circulation. Investi-
gating these safety systems experimentally is more advantageous by using a simulant. Although
numerous experimental approaches have been applied to natural circulation-driven passive safety sys-
tems using simulants, there has been no clear validation of the similarity law. To validate the similarity
law experimentally, SINCRO-V experiment was conducted using Wood's metal and water for simulant of
the Wood's metal. A pair of SINCRO-V facilities with length-scale ratio of 14.1:1 for identical Bo’ was
investigated, which was the main similarity parameter in temperature field simulation. In the experi-
mental range of 0.2e1.0% of decay heat, the temperature distribution characteristics of the small water
facility were very similar to that of the large Wood's metal facility. The temperature of the Wood's metal
predicted by the water experiment showed good agreement with the actual Wood's metal temperature.
Despite some error factors like discordance of Gr’ and property change along the temperature, the water
experiment predicted the Wood's metal temperature with an error of 27%. The validity of the similarity
law was confirmed by the SINCRO-V experiments.
© 2020 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Passiveness of the safety system is one of the most important
lessons from the Fukushima accident. As a result, various passive
safety systems have been researched and applied to nuclear re-
actors. Changes in the nuclear safety regime have also been applied
to reactors under development, such as sodium-cooled fast reactor
(SFR) and lead-cooled fast reactor (LFR). The SFR and LFR employ a
liquid metal as their coolant, which has superior thermal charac-
teristics compared with the conventional coolant, i.e., water.
Therefore, liquid metal-cooled reactors (LMRs) have the advantage
of utilizing natural circulation, which could provide full passiveness
to the safety system.

Various passive safety systems for LMRs have been developed
based on natural circulation. The Experimental Breeder Reactor-II
(EBR-II) is an SFR with a natural circulation shutdown cooler that
can remove 0.6% of the total power [1]. In the event of accidents
Jerng), icbang@unist.ac.kr

by Elsevier Korea LLC. This is an
such as the loss of heat sink or flow, the shutdown cooler has
sufficient cooling capability for reactor safety [1e3]. Monju is a
prototype SFR. A passive safety system called auxiliary cooling
system (ACS), or intermediate reactor ACS is connected to the in-
termediate heat exchanger, which removes decay heat by natural
circulation [4,5]. Joyo, another prototype SFR (PGSFR), has also an
auxiliary air-cooling system in addition to the original dump heat
exchanger, and decay heat is removed by natural circulation of
sodium [6]. The prototype Generation-IV SFR has a passive decay
heat removal system (PDHRS) and reactor vessel ACS (RVACS) that
provide passive cooling in addition to active safety systems [7]. The
combination of active and passive safety systems can remove heat
sufficiently, even during an accident without reactor shutdown [8].
The Advanced Sodium Technological Reactor for Industrial
Demonstration (ASTRID) is under development, which is designed
to have multiple decay heat removal systems, including systems
using natural circulation [9]. Both the small, sealed, transportable,
autonomous reactor (SSTAR) and European Lead-Cooled Training
Reactor (ELECTRA) are LFRs that use natural circulation as the heat
transfer mode even in normal operations along with decay heat
removal to eliminate the need for pumps [10,11]. The Multipurpose
Hybrid Research Reactor for High-tech Applications (MYRRAH) also
open access article under the CC BY-NC-ND license (http://creativecommons.org/
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adopted an emergency cooling system that does not require pumps
for operation [12].

In summary, various LMRs have adopted safety systems oper-
ated by natural circulation, and their performance should be
analyzed. However, liquid metals have many problems such as
toxicity, high temperature, large systems, etc. Lead and lead alloy
are toxic and heavy. Because of this toxicity, additional protections
such as isolation and filtering systems are necessary. Heavy weight
requires the system to possess sufficient strength and thickness for
containing them. Sodium is extremely reactive to other materials,
including water and air. In addition to these practical difficulties, to
secure similarity, the scale of the liquid metal system cannot be
significantly reduced compared with the original system [13,14].
The large system corresponds to a high level of power and is also
expensive. Thus, few studies have experimented with liquid metal.
Ono et al. examined sodium in a plant dynamic testing loop facility
to analyze the performance of the DHRS [15] in the actual geom-
etry. For lead-bismuth, there have been only fundamental experi-
ments in the 1-D loop [16e18].

Owing to the aforementioned difficulties in liquid metal ex-
periments, most experimental research has been conducted using
simulants. The basis of similarity was proposed by Grewal et al.;
they suggested that water simulation of sodium natural circulation
is better than the scaled sodium test [19]. Preliminary analysis of
the design concept was conducted by comparing scaled and
working fluids in terms of nondimensional numbers [14]. It was
revealed that a similar experiment using water has many advan-
tages over liquid metal experiments in reduced scale. Eguchi et al.
evaluated the similarity law by comparing water experiments and
computational fluid dynamics (CFD) data. The temperature showed
7%e30% discrepancy with CFD data because of insulation [20].

Water simulation experiments on the natural circulation of so-
dium have been conducted based on the similarity law. RAMONA
and NEPTUN are two experimental facilities used to investigate
natural circulation in direct heat exchanger (DHX) operation condi-
tions, which were scaled-down by 1/20 and 1/5, respectively
[21e24]. Various simulations of upper internal structures were
conducted in RAMONA. The NEPTUN experiment showed similar
results as that of RAMONA except for the reverse flow in the outer
core region, which was called inter-wrapper flow.Water experiment
with the 1/8 scaled-down model showed good agreement with
temperature drop rate; however, the temperature gradient did not
match actual plant data [13]. Akutsu et al. experimented with the
same 1/8 model. The direct reactor ACS and primary reactor ACS
were tested, and the data were used to develop multidimensional
analysis codes [25]. Takeda et al. performedwater experiment on a 1/
20, 2-D slab model and observed the fluctuations of both velocity
and temperature [26]. After the 2-D model experiment, they
extended their work to the 3-Dmodel, which had 1/20 and 1/6 scale,
and compared the results [27]. They concluded that the effect of the
modified Grashof number (Gr’) was negligible, while that of modi-
fied Boussinesq number (Bo’) was not. In AQUARIUS, which has 2-D
slab shape in 1/20 scale, the effect of DHX location was investigated
[28]. Recently, the spatial distribution of the phenomena was
investigated by Mente et al. [29]. Flow distribution under DHX
operation was observed and fuel assemblies in the outer core were
more effectively cooled by direct downward flow from the DHX. The
similarity law was also applied to loop-type reactors. The primary
flow rate and temperature were investigated in a 1/10 scaled-down
facility of a reactor named Japanese SFR [30]. The PHEASANT facility
focused on velocity distribution as well as temperature, and visual-
ized flow during DHX operation conditions [31]. In the case of LFR,
theMYRRAHABELLE facility has been developed, which is a 1/5-scale
3D model of the MYRRHA, and temperature behavior in various
transient situations were investigated [32].
To date, numerous experiments have been conducted based on
the similarity law. However, the similarity law has not been suffi-
ciently proven. At first sight, it appears illogical to simulate liquid
metal, which has an extremely low Prandtl number (Pr), using
water which has high Pr. To address this issue, there has been some
research on the validation of the similarity law. Tanaka et al. and
Hoffman et al. compared water data and actual plant temperature
[13,22], focusing on qualitative phenomena and indirect parame-
ters such as temperature gradient or drop rate. Eguchi et al.
compared water data and numerical sodium data [20]. Although
data was quantitatively compared, sodium data had inherent lim-
itations and uncertainty because these were obtained by numerical
method. Moreover, these discussions on the similarity law were
conducted under DHX operation conditions. Therefore, the simi-
larity law should be validated experimentally. In the present study,
the similarity law between liquid metal and other fluids with
relatively high Pr was validated in terms of temperature distribu-
tion. The temperature obtained by the liquid metal experiment and
liquid metal temperature obtained by water experiment were
directly compared at the same points.

2. Experimental methods

The thermal hydraulic characteristics of natural circulation can
be characterized by several nondimensional numbers. In this sec-
tion, various nondimensional numbers from the non-
dimensionalization of the governing equation are discussed, and
the overall experimental design will be introduced.

2.1. Revisiting scaling law

The governing equations for natural convection are written
below. These are mass, momentum, and energy conservation
equations. Difference between equation (3) and (3-1) was existence
of the heat source term as Q0/rcp and sink term as Q”/rcpL, which
describes temperature change at the unit volume of the heating or
cooling region respectively. For the heating region or cooling re-
gion, (3) was applied, and for the other regions, (3e1) was applied.
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To conduct nondimensionalization of the governing equations,
the reference for each parameter was needed. However, unlike
forced convection, there is no reference for some parameters in
natural convection. Unlike the length scale which was clearly given,
parameters like temperature, time, and velocity have no clear
reference. To provide references for these parameters, the force
balance between kinetic energy and buoyancy potential energy,
and balance between heating and cooling by convection were
employed. From the balance between buoyancy potential energy
and kinetic energy, Richardson number was automatically deter-
mined as unity. And balance between heating rate and convective
cooling made non-dimensional heating term as unity. As a result,
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velocity, temperature difference, and time can be expressed as a
function of the properties of the working fluid, geometry, and
heating intensity in equations (4)e(6), respectively.
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Using these references, the governing equations can be non-
dimensionalized, resulting in equations (7)e(9), and (9-1). Here,
the heat source term could be treated as 1 (unity) if volumetric heat
generation rate was maintained. The volumetric heat generation
was set as the same for convenience. So that the heat source term in
equation (9) was automatically evaluated as unity by assumption
that Richardson number was unity, convective cooling is balanced
with heating rate and the identical volumetric heat generation rate.
The heat sink term could be considered in two ways. First, in the
aspect of the overall system, heat flux could be expressed in the
form of the total power over area if heat balance of the system
maintained, like (Q0L3/L2). And this term could be reduced to Q0L
and the heat sink term has the same form with the heat source
term. Here, isotropic scaling was assumed in the expression of Q00 in
another form and reduction. Thus, in the aspect of the overall
system, similarity of the cooling boundary condition could be
automatically achieved by isotropic scale reduction. Second, for
heat transfer phenomena near boundary, heat flux term could be
expressed as kDTref/L, using the concept of the Fourier's law.
Thereby, the heat sink term could be reduced to (a/urefL). By using
relationship between uref and tref, it could be changed to (atref/L2),
which is the same form with Fourier number. Fourier number
means the ratio between the amount of the heat transfer to heat
storage, thus, it should have value as 1 for both Wood's metal and
water under steady state. Even under unsteady state, it could have
the same value for both Wood's metal and water. By replacing uref

to its definition in equation (4), the heat sink term summarized as
Bo’3/2, which could be identical between Wood's metal and water
by matching the main similarity criterion for the similarity law, Bo’.
Here, DT and Dx term in the Fourier's law was expressed by the
DTref and L, which is reference temperature difference and length
scale. It means that temperature profile in the cooling boundary
should be linearly proportional to the reference temperature dif-
ference, and boundary layer thickness should be reduced in the
isotropic manner, having same reduction ratio with the general
length. In summary, similarity of the cooling region could be ach-
ieved by isotropic scale reduction, matching Bo’ and assumption of
temperature profile and thickness of the boundary layer. Even it
could be valid under unsteady state if heat balance of the system is
maintained.
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Two important numbers were derived from the diffusion terms
on the right-hand side of equations (8) and (9): the modified Gr’
and modified Bo’. Their definitions are given in equations (10) and
(11), respectively. Between Gr’ and Bo’, with regard to the tem-
perature field of natural circulation, Bo’ is more important because
it denotes the ratio of the amount of heat transferred by natural
circulation to that of conduction. It is known that identical Bo’with
compromised Gr’ condition ensures the similarity of the tempera-
ture field [13,20,22].

Gr0 ¼
�
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�2=3L4=3Q2=3
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In general, the Rayleigh number has been used for natural cir-
culation heat transfer. It indicates the intensity of natural circula-
tion and determines heat transfer characteristics. However, the
objective of this approach is the reproduction of the temperature
field and not heat transfer performance. Therefore, rather than
traditional natural convection, which focuses on the heat transfer
coefficient at the boundary, reproducing the temperature distri-
bution is the main objective of the Bo’-based similarity law. Thus,
Bo’ is more appropriate than the Rayleigh number, and the exper-
iment was designed based on Bo’.

Temperature data in the simulating experiment can be inter-
preted to that of liquid metal. In this experiment, Wood's metal
temperature was predicted by water experiment using reference
temperature in equation (6). As previously mentioned, the refer-
ence parameter is the representative magnitude of a certain
parameter. In other words, the temperature can be expressed by
multiplying the reference parameter and non-dimensionalized
temperature difference as in equations (13) and (14). The defini-
tion of the non-dimensionalized temperature difference q was
described in equation (12). It had basically the samemeaning to the
T* in equation (9), however, q had a specific temperature point for
calculation of the temperature difference, as boundary
temperature.

q¼ T � Tboundary
DTref

(12)

DTWood0s metal ¼DTreference; Wood0s metal � qWood0s metal (13)

DTwater ¼DTreference; water � qwater (14)

qWood's metal and qwater can be matched by identical Bo’. In this
regard, the Wood's metal temperature can be predicted by water
temperature using the ratio of the reference temperature. Finally,
temperature interpretation can be summarized as equation (15).

DTWood0s metal ¼
DTreference; Wood0s metal

DTreference; water
� DTwater (15)
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2.2. Selection of working fluid

As discussed in the previous section, Bo’ is the most important
non-dimensional number for simulating the temperature field in
natural circulation. In fact, in the definition of the Bo’, there were
two variables: the length scale and the total power. However,
volumetric heat generation rate and corresponding total powerwas
fixed in the SINCRO-V experiment. Because increase of the volu-
metric heat generation rate was limited by the specification of the
cartridge heater and decrease of the volumetric heat generation
rate provided only small advantage in scaling ratio and huge in-
crease in the error of the predicted temperature. Therefore, Bo’ is
the solely function of the length scale. Candidates for the repre-
sentative fluid for the liquid metal and nonmetallic fluid are shown
in Fig.1. The scale is defined as the relative length scale to obtain the
same Bo’ with water; therefore, water was set to 1 as reference. If
the relative length scale is less than 1, then the size of the system
should be smaller than that of the water and vice versa. Compared
with water, metals have much higher thermal diffusivity, which is
in the denominator of equation (11). The effects of other properties
are less significant than that of thermal diffusivity. Therefore, the
size of the metal system should be larger than the water system
because size is in the numerator in equation (11).

To reduce distortion by scale, the difference of the length scale
between two fluids should be minimized. Among liquid metals,
mercury has the smallest difference of the length scale with
nonmetallic fluid. However, mercury is toxic to the human body and
the environment. Field's metal was also excluded owing to an eco-
nomic issue. Between Cerrolow136 and Wood's metal, which have
similar values of the length scale,Wood'smetal was selected because
of previous operation experience. There are four kinds of simulation
fluid: heat transfer oil, heat transfer salt, refrigerant, and water. For
heat transfer oils, which are light brown in color as shown in Fig. 1,
the scale should be less than 1/50 tomatch Bo’. Moreover, the ratio of
the Gr’ number is much lower than that of other liquids so that the
flow regime is significantly changed. Because it has the highest
viscosity and lowest thermal conductivity among the candidate
fluids, heat transfer oil is not suitable as aworking fluid. Moreover, in
terms of visualization, liquid metal is worse than other candidates
because of its opacity. Heat transfer salts, which are green in Fig. 1,
require a smaller length scale than water and are also opaque. Re-
frigerants, written in blue, are transparent but require a smaller
length scale for identical Bo’. Ethanol has similar characteristics with
refrigerants. Thus, refrigerant and ethanol have no advantage over
water. Therefore, water is the best working fluid for simulating fluid
in the aspect of visualization and length scale. Finally, the length
scale difference betweenWood's metal and water is decided to 14.1 :
1. Thermal properties of water andWood's metal used in the present
study were summarized in Table 1.
Fig. 1. Relative length scale for identical Bo’.
2.3. Experimental facility

The experimental facilities were designed as a 2-D slab model
based on the RVACS operation conditions. The pair of facilities is
called SINCRO-V, which stands for simulating natural circulation
under RVACS operation-validation of the similarity law. As illus-
trated in Fig. 2, SINCRO-V simulates the characteristics of the
RVACS. The overall reactor pool and flow path were simplified as a
quarter circle pool and separator. Decay heat from the reactor core
was simulated by a group of cartridge heaters in terms of volu-
metric heat generation. Cooling at the reactor vessel wall was
simulated by the cooling wall in terms of temperature. Although
cooling was described as heat flux in equation (3), it is better to
represented as temperature in the aspect of its distribution and
practicality. Under steady state, without significant of heat loss, the
amount of cooling should be equal to heating amount so that
similarity about average non-dimensional cooling heat flux is
automatically achieved. Regard to heat flux distribution, tempera-
ture difference between the cooling wall and heat transfer coeffi-
cient are important. Temperature of the fluid is determined as
multiplication of the reference temperature difference and non-
dimensional temperature difference, as described in equation
(12). So that distribution of the temperature difference along the
cooling wall is automatically matched by the Bo’ based similarity
law itself. The local heat transfer coefficient is the function of the
position, the temperature difference, and material properties. For
its distribution, only temperature difference is matter because its
relative position is maintained under isotropic scaling. Relative
magnitude of the temperature difference could be maintained by
controlling temperature. Additionally, temperature boundary con-
dition has significant advantages in monitoring and controlling
than heat flux boundary condition. Therefore, temperature
boundary condition was used in the SINCRO-V experiment.

As illustrated in Fig. 2, the SINCRO-V facilities were designed in
two-dimensional, slab model. BothWood's metal and water facility
had the geometrically scaled cross sectionwith 14.1 : 1 of the length
ratio, while the distance between slabs are kept identical. In the
derivation of the similarity law, isotropic reduction of the scale
reduction was assumed. Because it is two-dimensional facility,
change of the phenomena could be neglected along thickness di-
rection. Phenomena at the cross section of the 2-D slab are
conserved while thickness of the slab changes. Therefore, the scale
reduction in the SINCRO-V facility could be treated as isotropic scale
reduction because change of the thickness and corresponding pa-
rameters did not affect two-dimensional phenomena. The specifi-
cations of each facility are summarized in Table 2. The radius of the
pool, the main design parameter in SINCRO-V, was 1128 mm and
80 mm, each with 14.1:1 of length ratio. The width was fixed at
100 mm. Richardson number was maintained as unity for both
facility by employing (4) and (6) under natural circulation. Pressure
drop coefficient was assumed identical for both facility because
cross sectional shape of the facilities was very similar, and their
design was quite simple. Because volumetric heat generation rate
was maintained for the convenience of the experiment, actual
Table 1
Summary of thermal properties of the water and Wood's metal.

Water Wood's metal

Melting point [oC] 0 80
Density [kg/m3] 998 9500
Volumetric thermal expansion coefficient [1/K] 0.000207 0.000025
Thermal conductivity [W/m.K] 0.5985 13.5
Specific heat [J/kg.K] 4184.8 190
Dynamic viscosity [mPa.s] 1.002 4.0



Fig. 2. Schematic of the SINCRO-V.

Table 2
Specifications of a pair of SINCRO-V.

Parameter Wood's metal Water

Radius 1128 mm 80 mm
14.1 : 1

Width 100 mm 100 mm
1 : 1

Power 20 kW 100 W
14.12 : 1

Bo’ 1.394 � 108 1.398 � 108

1.06 : 1
DTref 3.776 �C 0.442 �C

8.55 : 1
q"average at cooling wall 112.9 kW/m2 7.96 kW/m2

14.1 : 1

Table 3
Summary of the test conditions.

Decay heat (time after shutdown) Power in SINCRO-V

Wood's metal Water

0.2% (90 days) 4 kW 20 W
0.4% (6.8 days) 8 kW 40 W
0.6% (1.5 days) 12 kW 60 W
0.8% (12.6 h) 16 kW 80 W
1.0% (5.5 h) 20 kW 100 W
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power of each pair was proportional to their volume so that their
ratio is the squared length ratio. However, for the calculation of the
parameters, power of the Wood's metal facility was determined as
280 kW(~100 W x 14.13) according to the isotropic scaling
assumption. In this scale difference, two Bo’ were almost identical
at a ratio of 1.06:1. In this scale difference, two Bo’ were almost
identical, as a ratio of 1.06 : 1. The corresponding reference tem-
perature differences were 3.776 �C and 0.442 �C in the Wood's
metal and water facility, respectively, with ratio of 8.55:1. The po-
wer and average cooling heat flux showed good accordance in both
facility in the aspect of the non-dimensional heat source and sink,
which were described in equation (9). To fill the natural circulation
pool of the SINCRO-V Wood's metal facility, 970 kg of the Wood's
metal was required, while the water facility required only 0.5 kg.
2.4. Experimental condition

The RVACS is designed to cool decay heat, which is a function of
time after shutdown. From a long-term cooling perspective, a
maximum of 1% of the total power is assumed as decay heat. The
decay heat condition and corresponding power in the SINCRO-V
Wood's metal and water facilities are summarized in Table 3. The
time after shutdown and corresponding decay heat were obtained
from the decay heat under the loss of flow accident condition of
PGSFR [8].

Considering characteristics of the RVACS, cooling was per-
formed at the cooling boundary at almost constant temperature. In
both facilities, the authors focused on providing almost constant
temperature cooling. Especially in the Wood's metal facility, to
cover the large heat flux variations along the cooling wall, boiling
was selected as a cooling method. Boiling has the highest heat
transfer coefficient, which increases as heat flux increases. Owing
to the characteristics of boiling heat transfer, temperature varia-
tions along the cooling boundary were less than 5 �C in the
experiment. Temperature at the inner side of the cooling wall was
estimated approximately 16.7 �C higher than the outer tempera-
ture. However, only 110.59 �C was the maximum temperature
among 16 thermocouples (every 6�) sheathed near the pool-side
surface of the cooling wall, so that author used this value for the
boundary temperature calculation. Temperature variation with the
change of the angular position could be negligible due to charac-
teristics of the boiling. In the water facility, a high flow-rate water
jacket covered the cooling wall so that there was less than 5 �C of
temperature variations along the boundary, which was observed at
the three point at mid-plane of the cooling wall (10, 45, 80�).
Considering the magnitude of the heat flux and observing point,
temperature inside of the cooling wall could be treated as identical
so that the maximum temperature (24.6 �C) was used as boundary
temperature.
2.5. Uncertainty analysis

In this analysis, three parameters were used to analyze natural
circulation: power, flow rate, and temperature. Power was
controlled by the voltage, and the voltage uncertainty was 3.00%.
The uncertainty of heater resistance was 0.14%; thus, total uncer-
tainty in the power was 6.00%. Uncertainty of the heater resistance
was 0.14%, thus, total uncertainty in the power. The flow rate is the
flow rate of the coolant, which was used in the heat balance
calculation. Uncertainties of the flowmeter, interface, and (analog



Fig. 3. Insulation rate in the Wood's metal facility at various power levels.

Table 4
Summary of uncertainty analysis.

Category Contributor Magnitude

Power Voltage 3.00%
Resistance 0.14%
Total 6.00%

Flowrate Flowmeter 0.30 L/min
I/O interface 0.04%
AD conversion 0.02%
Total 0.30 L/min

Temperature Thermocouple 0.40%
Compensation wire 1.50 K
Room temperature 0.50 K
I/O interface 0.04%
AD conversion 0.02%
Total 1.88e2.63 K
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to digital) AD conversion were 0.30 L/min, 0.04%, and 0.02%,
respectively. The total uncertainty of the flow rate was 0.30 L/min.
For the temperature, the uncertainty factors were the thermo-
couple, compensation wire, room temperature, interface, and AD
conversion with values 0.40%, 1.50 K, 0.50 K, 0.04%, and 0.02%,
respectively. The total uncertainty of the temperature was
1.88e2.63 K.

Obviously, uncertainty range could be negligible for the high
temperature. Regard to low temperature case, approximately 1.9 �C
of the uncertainty range could be applied. Water temperature was
translated to the Wood's metal temperature by equation (15), thus,
temperature difference is important, not the temperature itself.
Small temperature differences could be observed in the water case.
For the 1.0% of the decay heat case, approximately 18 �C of the
temperature difference was observed so that 1.9 �C of the uncer-
tainty could be treated negligible. However, in case of the 0.2% case,
approximately 5.7 �C of the temperature was observed. Here, un-
certainty range was about 30% of the reading value. Although
fraction of uncertainty was large, characteristics of both tempera-
ture and q showed similar tendency to the other cases. Therefore, it
was assumed that all the measured value was independent from
the measurement uncertainty.

3. Results and discussion

3.1. Heat balance test

In the Wood's metal facility, the heat was intended to be
removed only from the cooling surface, which was cooled by
boiling heat transfer. It is well known that heat transfer perfor-
mance under boiling is proportional to the cube of the superheat. In
other words, the thermal resistance of the cooling wall significantly
decreased as the system temperature increased. The thermal
resistance of natural circulation decreased as the temperature dif-
ference increased, although the magnitude of decrease is much
smaller than that of boiling. Considering the heat transfer charac-
teristics of each surface, the amount of heat loss in the Wood's
metal facility was smaller than in the high-power operation;
however, the heat loss fraction was smaller during high-power
operation. Heat loss was calculated by measuring the time it
takes to consume 1 L of water for cooling. Originally, the facility had
insulators with uniform thickness on all surfaces. However, insu-
lation performance was poor; hence, insulators were added to the
upper part of the facility. After the insulation was increased by
more than 90%, as shown in Fig. 3, the following experiments were
conducted under this condition.

Unlike theWood's metal facility, thewater facility was cooled by
water cooling jacket and forced convection. Thus, the thermal
resistance of the cooling side was almost constant, while the heat
loss fraction was the largest in the highest-power case. Heat loss in
the water facility was calculated by flow rate and temperature in-
crease through the coolant at the water jacket. Considering the
uncertainty range in Table 4, the uncertainty of heat loss calculation
increased as the power level decreased. For these reasons, heat loss
was evaluated only in the 100 W case, which was expected to have
the highest heat loss. The observed heat loss rate was approxi-
mately 90.3%.

3.2. Temperature distribution characteristics in the pool

Fig. 4 shows the representative temperature distributions under
1% of decay heat condition, 20 kW, and 100 W in the Wood's metal
and water facilities, respectively. Overall, both facilities showed
similar temperature distribution characteristics. The temperature
was stratified in the whole pool and was clearly observed in the
temperature of a group of vertically-arranged thermocouples. In
terms of natural circulation flow, the hot regionwas generated after
the heating zone and expanded into the upper plenum. The hot
fluid in the upper plenum flowed downward near the cooling wall
while cooling down. This downward flow entrained the stratified
temperature profile; therefore, all the temperature points near the
cooling wall showed slightly higher values than those at the
vertically-arranged observation points with the same height. The
downward flow continued along the cooling wall, and then sepa-
rated from the wall at the same height as the bottom of the sepa-
rator. Separation of the downward flowwas indicated by the drastic
change in temperature distribution at the bottom of the pool. At the
end of the vertically-arranged temperature points, in the case of the
Wood's metal, the temperature was 141.9 �C. This is a decrease of
over 45 �C from the temperature point above of 187.9 �C, while
other temperature differences between next above points were
approximately 20 �C. These vertically-arranged temperature points
were installed at the same pitch; thus, the temperature gradient
drastically changed in this region. Temperature change history
along the cooling wall showed a similar tendency as the vertically-
arranged points: significantly larger temperature decrease was
observed between two points at the bottom. Finally, at approxi-
mately 185 �C of inlet temperature, it was reasonable to exclude the
lowest temperature point from the natural circulation flow path.
The estimated flow including separation of the downward flow
from the wall is illustrated in Fig. 4 with gray arrows. The water



Fig. 4. Temperature distribution in the pool under 1% of decay heat condition.
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facility had some limitations with regard to the installation of
thermocouples because of its small size, resulting in the small
number of observation points. Nonetheless, the following temper-
ature distribution characteristics of the Wood's metal facility were
also observed in the water facility: hot region in the upper plenum,
temperature stratification, and entrainment of stratified tempera-
ture field by natural circulation flow near the cooling wall. How-
ever, separation of the downward flow from the wall was not
clearly observed in the water facility. The sudden decrease in
temperature was not observed, and the temperature at the inlet of
the heating zone was lower than that at the lowest and vertically-
arranged observation point of the wall. This could be attributed to
the effect of non-identical Gr’. As illustrated in Fig. 5, at the length
scale of 14.1, the Bo’ in the Wood's metal facility and water facility
are identical, as intended. However, Gr’ in the Wood's metal facility
was approximately 16,000 times larger than that in the water fa-
cility. This means that the effects of buoyancy force and corre-
sponding inertia of natural circulation were stronger in the Wood's
metal facility. In other words, the intensity of natural circulation
flow was lower in the water facility. Therefore, flow separationwas
delayed by the weak deriving force of natural circulation, and
reduced thermal mixing was achieved in the lower plenum of the
Fig. 5. The behavior of important nondimensional numbers along the length scale.
water facility. With regard to the natural circulation of liquid metal,
the water showed good agreement with liquid metal qualitatively,
except for phenomena related to flow inertia.
3.3. Effect of decay heat

To compare temperature more quantitatively, some represen-
tative points were selected, and the temperatures were compared
at these points. The locations of the points are illustrated in Fig. 6.
The core inlet and outlet were selected for observation of the
minimum and maximum temperatures. Four points in the middle
of the pool and four points in the cooling wall region were selected
to observe the stratification and change history of temperature
during the cooling process, respectively.

Fig. 7 shows the temperature distribution in the pool with
different decay heat levels. In both theWood's metal and water, the
temperature distribution characteristics did not change even with
changes in decay heat level. When the decay heat changed, the
Fig. 6. Location of selected temperature point for the graph.



Fig. 7. The temperature and normalized temperature at the selected points with various decay heat levels.
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magnitude of the temperature also changed while its tendency was
maintained. Therefore, the decay heat only influenced the magni-
tude of the temperature; it did not affect the temperature distri-
bution characteristics under the given decay heat level conditions.

Overall trend was the same to its temperature graph, however,
some additional points could be observed by the normalized graph,
effect of the boundary condition and the property change. The
SINCRO-V experiment intended to have constant temperature
boundary condition, however, it was not fully achieved due to
practical limitation. Boundary temperature was determined as the
maximum temperature observed in the experiment in all cases. If
boundary temperature was overestimated than actual, according to
equation (12), normalized temperature (q) would be under-
estimated and vice versa. In (b) of Fig. 7, there was significant
decrease of the normalized temperature. The maximum qwas 49.4
and it decreased to 19.9 at the core inlet in the 1.0% power case,
while maximum q was 38.0 and minimum q was 12.5 in the 0.2%
case. The q difference between the maximum and the minimum
was decreased, and overall magnitude of the qwas decreased more
in 0.2% power case.

Change of the overall magnitude was the global phenomena. As
described in the above, underestimation of the boundary temper-
ature made q increase. Informed in section 2.4, boundary
temperature was determined as the maximum cooling wall tem-
perature observed in the experiment, which was lower than
calculated value. Order of the error was approximately 20 �C in the
1.0% case and it corresponds to 5.5 of q, which was still not enough
value to explain such a large q difference. It suggested that there
was still disagreement of q, although boundary temperature was
perfectly given. Exclusion of the near wall heat transfer could be
suggested as another reason for the overall magnitude change.
Temperature increase at the near wall region, especially cooling
wall, became more considerable in the higher power case. It could
be negligible in the lower power case, which had small heat flux at
the cooling boundary. However, it was neglected for the all case,
therefore, it made significant error in the higher power case.
Change of the thermal properties of the working fluid also caused
increase of the overall temperature. Generally, thermal conductiv-
ity of the metal decreases as temperature increases. This also
caused more temperature increase in the high-power case.

Change of the q difference between the maximum and the
minimummeans less thermal mixing by the natural circulation. As
temperature increase, viscosity of the Wood's metal decrease,
which made more intense natural circulation and thermal mixing.
Current similarity law focused on the temperature, and flow related
parameters were not considered. Therefore, increase of the thermal



Fig. 8. Actual and predicted Wood's metal temperature in 1.0% of decay heat.
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mixing and intensity of the natural circulation was neglected. In
addition, properties change along the temperature also made q
difference larger. As discussed in the previous paragraph, decreased
thermal conductivity at the higher temperature cause additional
temperature increase.

Different to Wood's metal, (b) in the water facility (d), discor-
dance among the different power case was not significant. For the
change of the overall magnitude of the q, several effects discussed in
the Wood's metal case, could be negligible. In water case, boundary
temperature was determined as almost same with actual boundary
temperature so that the error from the determination of the
boundary temperature could be removed. For the near wall heat
transfer, although magnitude of the heat flux was much lower than
that of theWood's metal, thermal conductivity of the water was also
much lower. Different to Wood's metal, thermal conductivity of the
water slightly increases about 7% as temperature increases, in the
current experimental range. It provided adverse effect to q increase
at the high power. Therefore, overall q increase in the high power
was much less significant compared to Wood's metal.

Regard to change of the q difference between the maximum and
the minimum, its magnitude was smaller than that of the Wood's
metal. As temperature increases, decreased viscosity made more
intense natural circulation and thermal mixing. However, thermal
conductivity of the water slightly increases as temperature in-
creases. Therefore, two factors acted in the opposite direction,
magnitude of the q difference increase along the power was less
significant than that of the Wood's metal. However, magnitude of
the change of the viscosity was much significant compared to the
change of the thermal conductivity, q difference was still increased
as temperature increases.

3.4. Prediction of the Wood's metal temperature and validation

As described in Section 2.1, theWood's metal temperature could
be predicted by the water experiment and the reference tempera-
ture in each system using equation (15). Specifically, the tempera-
ture difference between a certain point in the Wood's metal and its
boundary could be predicted by the temperature difference be-
tween the corresponding point in the water and the boundary of
the water pool, as expressed by equation (16).

�
TWood0s metal � Tboundary; Wood0s metal

�
¼DTreference; Wood0s metal

DTreference; water

�
�
Twater � Tboundary; water

�
(16)

Both the Wood's metal and water facility were designed to have
constant boundary temperature on the cooling surface. However,
heat flux variations along the angular direction caused fluctuations
of the boundary temperature. In case of 1.0% of decay heat condi-
tion, temperatures from 101.6 �C to 110.6 �C were observed along
the angular position in the Wood's metal facility, while
19.1 �Ce24.6 �C were observed in the water facility. The boundary
temperature was lower at the lower part of the cooling boundary.
Here, the boundary temperature was assumed to be the maximum
temperature along the angular position. This is because the
maximum temperature point is the temperature at the main
cooling point and could reflect the change in boundary tempera-
ture along the decay heat level. As discussed in the previous sec-
tion, the effect of decay heat on temperature distribution tendency
could be negligible; hence, the 1.0% of decay heat condition was
analyzed as a representative.

The actual temperature of the Wood's metal in the experiment
and predicted temperature by the water were compared at selected
points. As shown in Fig. 8, the water experiment predicted the
Wood's metal temperature accurately. The maximum temperature,
which was observed at the core outlet, was 297.1 �C in the Wood's
metal experiment, while the water experiment predicted 325.6 �C,
an overestimation of 14.4%. The minimum temperatures observed at
the core inlet were 186.1 �C and 170.2 �C in the Wood's metal
experiment andwater simulating experiment, respectively. This is an
underestimation of 18.5%, and this point had the largest error. The
stratified temperature field could be observed by the points in the
middle of the pool. Point 1 in the middle of the pool showed similar
temperature with the core outlet. In this region, the temperature
decreased as the point went down. The thickness of the hot region in
the upper plenum was underestimated in the water experiment. In
the Wood's metal experiment, the temperature at points 1 and 2 in
the middle of the pool was similar. However, in the water facility,
temperature greatly decreased at the point 2 compared with point 1.
Thismeans that hot flow from above the core to the coolingwall was
shallower in the water experiment. At points 3 and 4, the predicted
temperature showed good agreement with the Wood's metal data.
The temperature gradient was smaller in the water experiment;
however, considering the overestimated upper plenum temperature
and underestimated thickness of the hot region, the temperature in
the middle of the pool at point 4 showed good agreement with the
actual Wood's metal temperature. Point 1 in the cooling wall was in
the hot region in the upper plenum; hence, it showed overestimated
temperature like the core outlet and point 1 in the middle of the
pool. The temperature change at the points along the cooling wall
indicates the cooling rate along the cooling wall. The rate of tem-
perature decrease along the wall was overestimated in the water
experiment such that the temperature at point 4 was under-
estimated, while point 1 was overestimated. There were few local
errors in prediction: overestimation of the maximum temperature
by 14.4% and underestimation of the minimum temperature by
18.5%. Despite these local errors, it can be concluded that the overall
temperature was accurately predicted, and the tendency of tem-
perature distribution was accurately reproduced. Local errors were
further discussed in the following section.

Errors at each point and various decay heat levels are shown in
Fig. 9. As discussed in the previous figures, the decay heat did not
affect the characteristics of natural circulation, which was
confirmed by the error graph. In all power ranges and hot regions
such as the core outlet and upper plenum, point number 1 in the
middle of the pool and cooling wall was overestimated. The core



M.H. Lee et al. / Nuclear Engineering and Technology 52 (2020) 1963e19731972
inlet was always underestimated, which means that the tempera-
ture distribution was more polarized. The hot points were over-
estimated, and cold points were underestimated, which can be
attributed to the difference in the Gr’. As shown in Fig. 5, Gr’ in the
Wood's metal facility was larger than in the water facility. Smaller
Gr’ caused an increase in the pressure drop coefficient (Ri) as well as
reduced thermal mixing due to the less intense natural circulation
flow. Theoretically, the pressure drop coefficient is inversely pro-
portional to the Reynolds number, which can be translated as the
Gr’ in natural circulation in terms of flow inertia. The water facility
had smaller Gr’ than in theWood's metal facility; thus, it can be said
that the water facility had a larger pressure drop than the Wood's
metal facility. Therefore, the temperature difference at the inlet and
outlet was slightly exaggerated.

Overall, the temperature was overestimated as decay heat level
decreased. As discussed in the normalized temperature section,
there were a greater number of temperature increasing factors in
the Wood's metal case: boundary temperature determination,
ignorance of the near wall heat transfer, property change especially
thermal conductivity, thermal mixing intensity change by decrease
of viscosity. However, in case of the water, boundary temperature
determination factor became less significant and increase of the
thermal conductivity acted in the opposite direction. Therefore,
water experiment tended to relatively underestimateWood's metal
temperature in the higher power condition. This caused an upward
shift of graph as the power level decreased in Fig. 9. The constant
boundary assumption and the representative value for boundary
temperature is the main reason for this kind of error.

The effect of the error in the boundary condition also changed
with decay heat level. With regard to decay heat, 1.0%, 0.8%, and
0.6% of decay heat levels showed similar error distribution ten-
dency. However, 0.4% and 0.2% exhibited slightly different error
behavior, which is related to the temperature distribution along
the cooling boundary. For theWood's metal facility, the maximum
temperature difference along the wall was in the order of a few
degrees, from 2.3 �C to 9.0 �C along the power level. It could be
negligible compared with the temperature difference between the
boundary and the pool, which was approximately 50 �C and
200 �C in maximum in 0.2% and 1.0% of the decay heat, respec-
tively. However, in the water facility, the wall temperature varia-
tions ranged from 1.1 �C to 4.6 �C. The maximum temperature
difference between the boundary and the pool was approximately
10 �C and 25 �C in 0.2% and 1.0%, respectively. Comparing the order
Fig. 9. Local prediction error with the various decay heat level.
of the pool temperature distribution and temperature variations
along the cooling wall, temperature variations along the cooling
wall became more significant as the power level increased.
Therefore, high-power conditions like 0.6%, 0.8%, and 1.0% led to
the underestimation of pool temperature in the lower plenum
because of temperature variations along the cooling wall. In low-
power cases, 0.4% and 0.2%, the magnitude of boundary temper-
ature variations was less significant than that in high-power
cases; hence, underestimation of temperature in the lower
plenum was not observed. In conclusion, the overall temperature
gradient at the top and bottom of the pool was influenced by
uneven boundary temperature, which caused overprediction of
the temperature difference between the top and bottom of the
pool in high-power cases.
4. Conclusion

To validate the similarity law of natural circulation with two
fluids having extremely different Pr, a pair of SINCRO-V facilities
were designed as the two-dimensional slab model. Wood's metal
was selected as the representative fluid for liquidmetal while water
was selected for the simulation of liquid metal. The Bo’ was the
main similarity parameter. The length scale difference between the
Wood's metal facility and water facility was 14.1:1.

In the SINCRO-V, the following temperature distribution char-
acteristics in the pool under natural circulation were observed: hot
region in the upper plenum, entrainment of temperature field by
downward flow, and overall temperature stratification. Changes in
the decay heat caused changes in the temperature distribution and
it could be more clearly recognized from the normalized temper-
ature (q). The temperature distribution characteristics did not
change significantly at decay power levels from 0.2% to 1.0%,
however, overall magnitude of the q and the maximum q difference
in the pool was changed significantly in the Wood's metal case.
Underestimated boundary temperature, ignorance of the near wall
heat transfer, and ignorance of the property change of the material
with temperature caused increase of the q in the highWood's metal
case. Themaximum q difference decreased at the high power due to
increase of the thermal conductivity and due to more intense
natural circulation and thermal mixing. In contrast, for the water
case, boundary temperature effect could be negligible. Near wall
heat transfer was still significant, however, change of thermal
conductivity with temperature acted oppositely, so that overall
magnitude of the q increase along the power was much smaller. For
change of the maximum q difference, property change and increase
of thermal mixing acted in the opposite direction, thus, magnitude
of the q difference increase along the power was smaller than that
of the Wood's metal.

Quantitatively, the water experiment predicted the Wood's
metal temperature with acceptable errors. The smaller Gr’ in the
water facility increased the relative pressure drop, and led to the
overestimation of the temperature difference between the core
inlet and outlet. There were a greater number of temperature
increasing factors in the Wood's metal case: boundary temperature
determination, ignorance of the near wall heat transfer, property
change, thermal mixing intensity change. However, in case of the
water, boundary temperature determination factor became less
significant and property change acted in the opposite direction.
Therefore, water experiment tended to relatively underestimate
Wood's metal temperature in the higher power condition. Despite
these errors, the water experiment predicted the Wood's metal
temperature with an error of less than 27%. Therefore, the natural
circulation of liquid metal can be simulated by water despite
extreme difference of Pr.
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Nomenclature

Bo’ modified Boussinesq number [1] Bo0 ¼
�

bg
rcp

�2=3
L4=3Q2=3

a2

Gr’ modified Grashof number [1] Gr0 ¼
�

bg
rcp

�2=3
L4=3Q2=3

n2

L characteristic length [m]
P pressure [Pa]
Q heat generation rate [W]
Q00 heat flux [W/m2]
Q0 volumetric heat generation rate [W/m3]
T temperature [K]
T0 temperature at the arbitrary reference point [K]
T* non-dimensionalized temperature [1]

T *¼ ðT � T0Þ =DTref
cp specific heat [J/kg.K]
g gravitational acceleration [m/s2]
t time [s]
t* non-dimensionalized time [1] t* ¼ t=tref
ui velocity [m/s]
ui* non-dimensionalized velocity [1] ui* ¼ ui=uref
xi Cartesian co-ordinates [m]
xi* non-dimensionalized Cartesian co-ordinates [m] xi* ¼

xi=L
a thermal diffusivity [m2/s]
b volumetric thermal expansion coefficient [1/K]
dij Kronecker's delta [1].
q Non-dimensionalized temperature [1].
n kinematic viscosity [m2/s]
r density [kg/m3]

Appendix A. Supplementary data

Supplementary data to this article can be found online at
https://doi.org/10.1016/j.net.2020.03.005.
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