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Abstract

Collaborative intelligence in the context of information management can be defined as "A
shared intelligence that results from the collaboration between various information systems".
In open environments, these collaborating information systems can be heterogeneous,
dynamic and loosely-coupled. Information systems in open environment can also possess a
certain degree of autonomy. The integration of data residing in various heterogeneous
information systems is essential in order to drive the intelligence efficiently and accurately.
Because of the heterogeneous, loosely-coupled, and dynamic nature of open environment, the
integration between these information systems in the data level is not efficient. Several
approaches and models have been proposed in order to perform the task of data integration.
Many of the existing approaches for data integration are designed for closed environment,
tightly-coupled systems and enterprise data integration. They make explicit, or implicit,
assumptions about the semantic structure of the data. Because of the heterogeneous and
loosely-coupled nature of open environment, such assumptions are deemed unintuitive. Data
integration approaches based on model that are extensional in nature are also inadequate for
open environment. This is because they do not account for the dynamic nature of open
environment. The need for an adequate model for describing data integration systems in open
environment is quite evident. Intensional based modeling is found to be an adequate and
natural choice for modeling in open environment. This is because it addresses the dynamic
and loosely-coupled nature of open environment. In this work, an intensional model for the
conceptualization is presented. This model is based on the theory of Properties Relations and
Propositions (PRP). The proposed description takes the concepts, relations, and properties as
primitive and as such, irreducible entities. The formal intensional account of both Ontology
and Ontological Commitment are also proposed in light of the intensional model for
conceptualization. An intensional model for ontology-driven mediated data integration in
open environment is also proposed. The proposed model accounts for the dynamic nature of
open environment and also intensionally describes the information of data sources. The
interface between global and local ontologies and the formal intensional semantics of the
query answering are then described.
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Summary for Lay Audience

In today’s world, data can be found anywhere, databases, web pages, email inboxes, and
many more types of data sources. Some of these data sources are structured, i.e. they have
tables and fields, like the case with databases. Other data sources are unstructured. This is the
case with information that reside on a webpage or in your email inbox. This means that these
data sources are heterogeneous. Another factor that affects the heterogeneity is the fact that,
even the structured data sources are created by different parties. These various parties created
their data sources with different needs in mind. And so, they tailored the data source to
satisfy these particular needs. When it comes to generating intelligence for the purpose of
driving decision making, one should attempt to take advantage of all available data sources.
For example, it has been found that most of the information about customer
satisfaction/frustration with a business can’t be found in an enterprise database. Rather, most
of this information is on web pages, blogs, forums, or in the email inbox of a customer care
representative. Nowadays also the communication on the web is very dynamic. Agents,
computers, phones, servers, and other equipments can connect/disconnect from the web at
anytime. This is an example for what we refer to as an open environment. In open
environment agent can enter and leave the environment at anytime and the environment
should still continue to function. As mentioned earlier, in order to generate intelligence, one
should attempt to utilize the data from various data sources. In order to do so, the data from
the various data sources need to be aligned and combined somehow. This can be referred to
as data integration. In this work, we propose a model for data integration that accounts for the

characteristics of what is referred to earlier as open environment.
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Chapter 1

1 Introduction

Intelligence is the main driver for decision support, forecast, and business process
management. It does play a very crucial rule on both the commercial and scientific levels.
Extracting intelligence from various heterogeneous data sources in open environment
requires the integration between these data sources. Because of the heterogeneity and
dynamic nature of open environment, the integration approaches need to account for the
heterogeneous and dynamic nature. In this chapter, we will shed some light on the
definitions of collaborative intelligence, data integration and the elements of data
integration systems. We will also, briefly, discuss related work in the area of semantic

data integration. Research issues and objectives will then be identified.

1.1 Collaborative Semantic Intelligence

In the context of knowledge modeling, the definition of intelligence is based on three

principles. These principles are; Data, Information, and Knowledge (Makhfi 2007).

= Data is defined as, the measures and symbols of the world around us (Makhfi
2007). It is presented as external signals and picked up by various sensory
instruments and organs. In order to make it clear, think about raw signals,
voltages, number, distances, positions, or other physical quantities. They all

represent data. For example; beeps in Morse code are considered data.

= Information, is produced when meanings are attached to data. In that sense, data
becomes information when it becomes relevant to our decision-making process
(Makhfi 2007). For example; the beeps in Morse code stand for “S-O-S”.

= Knowledge, is the subjective interpretation of Information in effort to recognize
the applications and approach to act upon in the mind of perceiver. As such,
Knowledge attaches purpose to Information, resulting in the potential to generate
action (Makhfi 2007).



= Intelligence is wisdom which embodies awareness, insight, moral judgments, and
principles to construct new knowledge and improve upon one’s existing

Knowledge.

Example: Think about a measure, “8,848 meters” is data. It is not very meaningful,
probably not something you can reason about. You can attach a meaning to this data by
saying “The height of Mount Everest is 8,848 meters”. Now the statement “The height of
Mount Everest is 8,848 meters” is information. It is clear that the statement informs you
about the height of Mount Everest. As such, it is something you can reason about and is
relevant to decision making. We can attach a purpose to the above statement by adding
the rule “If the height of Mount Everest is more than 5,000 meters, then do not climb”.
Now there is a purpose attached to the information that made it relevant to making a
decision, to climb or not to climb. This is what we call knowledge. As for intelligence, it
is reasoning, judging, and making a decision given the knowledge. In this case, and give
n the knowledge above, the result of reasoning is “To not climb”. This example helps
understanding the relationship and differences between data, information, knowledge,
and intelligence.

The intelligence defined above is associated to one individual or agent. However, there
are other types of intelligence that involve more than one agent or more than one
individual. For instance; collective intelligence is defined as the ability of a group to
solve more problems than its individual members (Heylighen 1999). In that sense, the
organizations and teams are built on the assumption that their members can do together
more than each member would do alone. Collective intelligence is also defined as, a
groups of individuals acting collectively in ways that seem intelligent (Malone 2008).
Another type of intelligence that characterizes distributed systems is the collaborative
intelligence. Collaborative intelligence characterizes multi-agent, distributed systems
where each agent is uniquely positioned with autonomy to contribute to a problem-
solving network (Gill 2012). In open environments, the collaborating agents can be
heterogeneous, dynamic, and possess certain degree of autonomy. In the context of
information systems, the integration between various information systems is necessary in

order to achieve the goal of collaborative intelligence. Some data integration techniques



and frameworks the integration between various data sources is done at the data level. In
open environment, however, the integration between various information systems at the
data level is not efficient. This is because of the heterogeneous nature of the environment.
As such, in open environment, there is no control over the data residing in data sources or
the beliefs of agents. And so, a mechanism is required in order to collaboratively drive
intelligence from the carious heterogeneous information systems efficiently and
accurately. This can be done through the use of semantics. And if we assume that the
different information systems are built for the same domain, then the integration between
the various information systems, in the semantic level, is possible (Xue 2010). And in
turns, driving the intelligence collaboratively in the semantic, or conceptual, level can
also be attainable. The assumption here is that various information systems share the
same conceptualization for some domain of interest. Each information system may have
different representation for that conceptualization. However, despite the different
representations, the semantics work as the common ground between these information
systems. The semantics can be implicit or explicit. For example; the schemas of a
relational database contains implicit semantics. The semantics extracted from a database
schema, however, are not as accurate as the explicit semantics. On the other hand,
ontologies do provide explicit semantics. Explicit semantics are indeed more accurate and

up to date as opposed to implicit semantics.

1.2 Ontology-Based Data Integration

Data integration is a very important tool for driving collaborative intelligence. It is the
process of combining data residing at various data sources and presenting the user with a
collaborative view of the data. The integration of data can be physical or virtual. Physical
data integration techniques tend to create a common physical data store or data repository
in which data are consolidated. In this type of integration, the common data repository
needs to be updated as soon as one of the data sources is updated. This is important for
the integrity of the data. On the other hand, virtual data integration creates unified, logical
virtualized views. When virtual data integration is used, there is no need to move the data
to a common data store. Instead, the schemas or ontologies of various data sources are

aligned so that a unified view of the data is possible. This can save the troubles associated



with the need to keep the data repository up to date when the data sources are updated.
Also, because of the dynamic nature of open environment, there is no guarantee that data
sources are going to be available at all times. As such, the system needs to continue to
function given whatever data sources available. Because of the dynamic nature of open
environment, virtual data integration techniques are more appropriate for the task of data
integration in open environment. Data integration can also be achieved at the data level or
at the conceptual layer. Because of the heterogeneous nature of open environment, there
IS no control over the data residing at each data source. As such, data integration at the
semantic level is more appropriate for open environment settings. And finally, the
semantic data integration can be done in various ways. Some technique use schema
matching techniques. Other techniques perform the integration at the level of ontology.
Even though a data source schema contains semantics, the semantics derived from a data
schema is implicit and not maintainable. On the other hand, semantics are the main focus
of ontologies. As such, the semantics in ontologies are explicit, maintainable, and up to
date. For the reasons mentioned above, this research focuses on the ontology-based

semantic data integration.

1.3 Formal Treatment of Conceptualization and Ontology

For the purpose of this research, Ontology is defined as specification of a
conceptualization. Conceptualization is about concepts. It is an abstraction that consists
of the relevant concepts and the conceptual relations that exist in a certain domain. A
concept is a mental representation that picks out a set of entities, or a category. And
conceptual relations do not depend on the existence of concrete instances in order to be
true. Formal treatment of conceptualization is essential and a fundamental aspect of
knowledge representation, Ontologies and information engineering. This is because,
conceptualization is essential for the formalization of knowledge. There have been
several attempts to formally model a conceptualization (Genesereth and Nilsson 2012),
(Guarino and Giaretta 1995), (Guarino 1998), and (Guarino, Oberle, and Staab 2009).
Some of these models are extensional models while others are of an extensional reduction
nature. Because of the intensional nature of a conceptualization, it is very important that

the conceptualization be modeled intensionally. Chapter 3 discusses the formal treatment



of conceptualization and ontology in more details. It also proposes an intensional model
for describing conceptualization and ontology that overcomes the limitations of the
extensional and extensional reduction models. Since open environment is the main
subject of this research, Chapter 3 shows that an intensional description of
conceptualization and ontology is more appropriate for describing systems in open

environment.

1.4 Ontology Mapping

Because of the heterogeneous nature of open environments, the use of ontology can help
overcoming the heterogeneity issues. This is because ontologies provide explicit
semantics about an information system. However, it is not to forget that even ontologies
can be designed and maintained by different entities or individuals. As such, ontologies
designed for the same domain can be heterogeneous. And so, a mechanism is required in
order to bridge the heterogeneity gap that is an inherent in the definition of open
environment. There needs to be a way to align these various ontologies and facilitate the
interaction between them. This can take place by mapping the concepts of one ontology
to the concepts of another ontology. The mapping process usually takes place after the
components of one ontology are matched to the components of another ontology. After
the matching takes place, the two ontologies can be aligned. The matching and alignment
processes will make use of the semantics provided by the ontologies. This is one of the
reasons why the use of ontologies is more powerful than the use of an information system
schema. This is because the semantics provided by a database schema are not explicit and
are usually outdated. On the other hand, an ontology is all about semantics and provides
explicit semantics that are maintainable which can help making sure that the semantics
are easily attainable, accurate, and up to date. When we say “semantic data integration”,
we are referring to the fact that the mapping between various data sources makes use of
semantics. This mapping is essential for the interoperability and interaction between
various agents or information systems. Several frameworks and techniques are addressing
the issue of ontology mapping, matching, and alignment (Bouquet et al. 2003), (Bouquet,
Serafini, and Zanobini 2003), (Silva and Rocha 2003), (Maedche et al. 2003), (Besana,
Robertson, and Rovatsos 2005), and (Giunchiglia, Yatskevich, and Shvaiko 2007). These



techniques are critically reviewed in Chapter 2 and a conclusion is reached as which type

of ontology mapping mechanisms is more appropriate for open environment.

1.5 Research Issues and Objectives

1.5.1 Formal modeling of Conceptualization and Ontology

The work investigates intensional logic, extensional logic and semantic integration
principles to provide an intensional formal model for conceptualization and ontology.
This formal model should be the base for the integration of various heterogeneous
information systems. This integration will be derived by the mapping between the

explicit ontological views of these information systems.

1.5.2  Surveying the Ontology Matching Algorithms

Various mapping algorithms have different characteristics and are suitable for different
settings for data integration systems. This work surveys the structural and elementary
algorithms for ontology matching in order to provide a matching algorithm to support
discovering a rich set of semantic relations between various ontologies. The mapping

algorithm should support the integration of various ontologies in open environment.

1.5.3 Modeling the Semantic Data Integration Framework in Open
Environment

A pure intensional framework for ontology driven semantic integration should be
ultimately developed. This framework will be empowered by the Formal Model and the
Matching Algorithm. The proposed framework also should extend and improve the
previously proposed solutions. Under this framework, the user should be provided with
information residing in different data repositories. The user should be able to query
against one ontology whereas, there answers will be calculated from various data sources
in the environment. These data sources are assumed to be developed by different parties
for the same domain. However, because the domain is fixed, the conceptual integration is

possible.



1.5.4  Addressing the Dynamic and Loosely-Coupled Nature of
Open Environment

In open environment, there is no centralized control. There is also no control over the set

of participating entities or the number of participating entities. Each entity does not

necessarily have knowledge of all other entities in the environment, rather each entity

will have knowledge of the entities for which it has direct access. The proposed model

needs to address the characteristics of open environment including the loosely-coupled

nature and the dynamic nature of open environment.

1.6 Thesis Organization

The rest of the thesis is organized as follows:

Chapter 2 reviews previous work proposed in the area of Data Integration and related
topics. Chapter 3 proposes the formal intensional account for conceptualization,
ontological commitment, and ontology. Chapter 4 presents the Intensional Model for data
integration in open environments. Chapter 5 provides a Case Study analysis for the
proposed intensional model. And finally, Chapter 6 concludes the theses and highlights
some of the open issues that need to be addressed in future work.



Chapter 2

2 Literature Review

Data integration is considered to be the backbone for collaborative intelligence. It is
essential for data mining, decision support, forecast, and business management. The
subject of data integration has recently gained a lot of focus. And several approaches
models, and architectures have been proposed in order to perform data integration. This
chapter will present previous work that has been done in the field of data integration.
More focus will be given to semantic integration, and in particular ontology-driven
approaches especially the approaches that address open environment.

2.1 Data Integration

Data integration is the process of combining data residing at different sources, and
providing the user with a unified view of these data (Lenzerini 2002). There are different
paradigms and forms for data integration with different approaches and architectures.
Some approaches perform the data integration task at the data level; others carry out the
task of data integration at the conceptual level. Also, while some data integration
approaches are physical in nature, other approaches are virtual in nature. (Bertossi 2007)

Summarized some of the data integration forms as follows:

= Materialized: materialized data integration is physical in nature. In this form of
data integration a physical, integrated repository is created, usually called a data
warehouses. A data warehouse is a physical repository of selected data which is
extracted from a set of databases and/or other information sources. Data are
usually extracted from the data source, undergo some transformation process, and
then loaded to the data warehouse through a process called known as Extract
Transfer Load or ETL. As the naming suggests, in this type of data integration
there has to be a mechanism to update the data warehouse, as soon as the data
sources are updated, in order to maintain the integrity of the data. This form of
integration is more suited for enterprise data integration or data sources that are

created by the same agent. In this form of data integration, knowledge about the



structures of the data and the technologies used to build each data source need to

be available in order to facilitate the task of mapping and integration.

= Mediated: This form of integration does not extract the data from the data source.
However, the data integration system makes use of the structure of the data or the
semantics of the data to create a virtual unified view of the data. With the use of a
global schema or an ontology that acts as a mediator, a virtual integration system
is created. The mediator facilitates the interaction between various information
systems while the data stays at the sources.

= Federated and cooperative: This form of data integration aim to integrate
multiple distributed, heterogeneous, autonomous, database management systems
or DBMSs. It maps a group of databases into a federated database by trying to
create a balance between autonomy and information sharing. The group of

federated databases in the federation is coordinated to collaborate.

= Data Exchange: This is a simple form of data integration in which data that is
structured under one schema, called the source schema, are taken and transformed
into data structured under the destination schema. In this form of integration, the
actual data is taken and restructured. As such, there can be data loss in the data

exchange process.

= Peer-to-Peer data exchange: the Peer-to-Peer or P2P data integration form is
another form of virtual data integration in which data stays at the sources. The
main difference between this from and the mediated data integration is the
absence of a mediator. As such, several peers can exchange data without the need
for a central control mechanism. Data is usually passed from peer to peer upon
request, as query answers. In this sense, each peer is acting as a data integration

system or a DIS on its own.

As mentioned above, some of these various techniques for data integration are physical
and other approaches are of a virtual nature. When we say “physical ”, we mean that the
data is physically transferred from one data source to a data destination, a central
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repository or a data warehouse. During this transfer process, the data can undergo some
transformation or restructuring as needed. And queries are usually answered by one
single system or repository that holds all the integrated data. On the other hand, “virtual”
data integration means that the actual data does not get transferred from one location to
another. The data stays at its original source, and extracted upon request, i.e. as a query is
being answered. As such, there must be a mechanism to map data sources to one another.
In open environment, there are no constraints on the set of data sources or the number of
data sources. The assumption is that, the system will allow data sources to enter and leave
the environment at any point of time. As such, the data at each data source can be
available to the system while the data source is part of the system. When a data source
leaves the system in open environment, the data of such data source becomes unavailable
to the system. As such, Physical data integration techniques not suited for such type of
environment. And so, they will be out of scope of this work. Below, data integration

approaches that are of virtual nature are described in more details.

2.1.1 Federated Data Integration

Federated Database Systems (FDBS) map multiple autonomous database systems into a
federated database. An architecture for federated database systems in office information
environment is proposed in (Heimbigner and McLeod 1985). The architecture proposed
in (Heimbigner and McLeod 1985) aims to minimize the central authority of
participating, possibly, autonomous data base systems while supporting partial sharing
and coordination between database systems. The authors used the term federation to refer
to the collection of constituent databases participating in a federated database. According
to (Heimbigner and McLeod 1985) , the federation consists of the participating
components and a single dictionary. The dictionary maintains the topology of the
federation and keeps track of new components that enter the federation. The authors in
(Heimbigner and McLeod 1985) argue that the federated database system should make a
balance between autonomy and information sharing. This is because the entities
participating in the federation need to maintain as much autonomy as possible while
being able to share and receive information with other participating components. For this

reason, the federated architecture need to support these two conflicting requirement of the



11

federation. Four aspects of autonomy and three aspects of information sharing are
discussed in (Heimbigner and McLeod 1985).

The four aspects of autonomy are as follows: the first aspect is that a participating
component of the federation must not be forced to perform an activity for another
component. Because a centralized authority overrides autonomy, a centralized authority
cannot be a solution in a FDBS. Instead, there should be cooperative activities between
components and supporting protocols need to be implemented. The second aspect of
autonomy is that, each database should be able to determine the data to be available to
other databases in the federation. That is to say, each database decides what data it wishes
to share with others. Not only this, but also each component of the federation should be
able to decide what components are allowed to access the information that is made
available to the federation. The third aspect of autonomy is that, each component
database should be able to determines how it will view and combine existing data. In
other words, there should not be a single global schema, as is the case with composite
systems, which is dictated by the federation. Instead each database should build its own
global schema that is best suited for its needs. The forth aspect of autonomy is what the
authors call “freedom of association”. The freedom of association is what maintains the
dynamicity of the federation. The freedom of association allows each participating
component to be able to enter or leave the federation at any point of time. Not only this,
but also the participating components should have the authority to change their shared

data interface by sharing new data or removing access to previously shared data.

As for the information sharing aspect of the federation, the authors, as mentioned earlier,
discussed three ways for communication between data sources that the federation needs

to support. These three ways of communication are summarized as follows:

1- Data communication: Components of the federation may be interested in
accessing portion of the data that are owned by other components. As such,
sharing information is an essential activity of the federation. And so, there need to
be a way to share information in the federation.
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Transaction sharing: In some cases, components of the federation may not want to
share the row data; instead it may wish to share a processed version of the data.
For this purpose, the federation must allow a mean by wish components are able
to share transaction over the data instead of sharing the data directly.

Cooperative activities: Cooperative activities in this context refer to the ability of
a component to negotiate data sharing with other components. Because the
components of the federation are autonomous, cooperation is an essential

requirement for the federation to be able to function correctly.

The architecture proposed in (Heimbigner and McLeod 1985) assumes homogeneous

federation. That is to say, all the component databases of the federation have the same

model. The model used is object-oriented database model. The federated database model

in (Heimbigner and McLeod 1985) is based on three data modeling primitives. These

three modeling primitives are namely; Objects, Types, and Maps. These three primitives

are defined by the authors as follows:

Object: An Object corresponds to a real world entity or a concept. Objects are
divided into two categories: descriptor objects and abstract objects. As for
descriptor objects, they are atomic strings of characters, integers, or Booleans, and
generally serve as symbolic identifiers in the database. Non-descriptor objects are
abstract objects. They are not directly displayable, except in terms of related
descriptor objects (such as unique identifiers).

Types: Types are time-varying collections of objects that share common
properties; the objects of a given type are called the instances of that type. Some
types are designated descriptor types in that they may only contain descriptor
objects. All other types are designated abstract types. A type maybe a subtype of
another parent type if it is defined so that its set of instances is always a subset of
the instances of the parent type. Associated with any subtype is a predicate that
determines which objects that are instances of the parent type are also instances of

the subtype.
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Maps: Maps are “functions” that map objects from some domain type to sets of
objects in the power set of some range type. A number of simple integrity
constraints may be specified with each ‘map; for example, a map may be
specified to be single-valued (i.e., its value for all objects in the domain type has
cardinality of zero or one) or multi-valued, and a map can be declared to be a

unique identifier (key).

Each component database of the federation has three different schemas associated with it.

These schemas are described as follows:

Private Schema: describes the portion of the component’s data that is local to that
component. Some of this information will remain local to the component itself,
other parts will be exported to other components. The private schema also
contains information and transactions relevant to the component’s participation in
the federation. This information is exported by other components. This contains

descriptive information about the component and its export and import schemas.

Export Schema: describes the information the component is willing to share with

other components.

Import Schema: specifies information that the component would like to use from

other components.

In order to access an object from another component, the importing component needs to

request access to the type of this object from the exporting component. After the access is

granted, the importing component can add this type to its import schema and will have

access to the objects of this type. This happens through a negotiation mechanism and

after the request is granted, the importing component can access the objects of the

imported type without further negotiation.

It is clear from the above discussion that the proposed architecture in (Heimbigner and

McLeod 1985) assumes a homogeneous set of data bases in the sense that they are all

built based on the same model. Not only this, but also the proposed model is very specific

to a single database model; the object-oriented database model. In addition to this, the
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types are defined as a set of objects. This reflects the extensional nature of the proposed
architecture. This can also be noticed from the mapping which is defined to be a function
on the objects and not the types. As can be noticed, the proposed architecture can be
applied in a closed environment or enterprise information environment. The proposed
model in (Heimbigner and McLeod 1985) does not, however, address the issues of an

open environment.

FOBMS

ComponentDBV ComponentDES 2 Wpon entDBSn

Component DBEMS 1 Component DBMS 2 Component DBMS n
(A Centralized DEMS) (A Distributed DEMS) fAncther FDEMS)

Component Component Component

Database 1 Diatabase 2-1 Database 2-2

Figure 1: An FDBS and its components (Sheth and Larson 1990)

(Sheth and Larson 1990) defined the federated database system to be a collection of
cooperating but autonomous, and may be heterogeneous component Databases. Like the
database system has management system (DBMS), the authors in (Sheth and Larson
1990) called the coordinator of the component databases, Federated Database
Management System (FDBMS). The authors called out three main characteristics of a
FDBS. The three characteristics are namely; distribution, heterogeneity, and autonomy.

These three characteristics are described as follows:

= Distribution: Data may be distributed among multiple DBSs in different ways,
horizontal, or vertical. In D-DBSs, distribution may be induced to seek the

benefits of distribution, which are increased availability, increased reliability, and
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improved access time. In FDBSs, much of the distribution is due to the existence
of multiple DBSs before the FDBS exists.

= Heterogeneity: Heterogeneity can be due to differences in DBMS, or they can be
due to differences in semantics of Data. The Difference in DBMS can be due to
representational aspects or use different languages to manipulate the data.
Representational aspects can be divided into difference in structure or support
different types of constraints. An example for the difference in structure is the
tables in the relational model vs the record type in an object oriented database
system. Semantic heterogeneity can happen due to disagreement on the meaning,

interpretation, or the intended use of same or related data.

= Autonomy: DBSs are always autonomous. The autonomy can be classified into:
Design, communication, execution, and association autonomy. The design
autonomy refers to the ability of a component database to choose its own design.
And this is the primary reason for heterogeneity in FDBS. Communication
autonomy gives the component DBS the right to decide whether to communicate
with other component DBMS. The execution autonomy preserves the right of
every component DBMS to execute local operations. This means, the FDBMS
cannot enforce an order of execution of the commands on a component DBMS.
The association autonomy requires that each component DBMS decides how
much to share its functionality with others.

According to the authors in (Sheth and Larson 1990), a multi database system (MDBS)
supports operations on multiple component DBS each of which is managed by different
DBMS. MDBS can be federated or non-federated based on the autonomy of the
component DBSs. In that sense, a FDBS is a compromise between, no integration and
total integration. And so, FDBS support both local and global operations. But a FDBS
users, cannot access local DBSs directly, rather they can access them through global
operation. The component DBSs, though, should not differentiate between local and
global operations. If it is the user’s responsibility to create and maintain the federation, an
FDBS is said to be loosely coupled. However, in tightly coupled FDBS, the federation
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and its administrators, have the responsibility for creating the federation and controlling

the access to all component DBSs.

As shown in Figure 1, the authors in (Sheth and Larson 1990) proposed a general

architecture for FDBS which consists of some components; namely: Data, Database,

Commands, Processors, Schemas, and Mappings. The authors defined different types of

processors and schemas in their reference architecture for FDBS. There are four different

types of processors defined in (Sheth and Larson 1990) as follows:

Transforming processors: Translate commands from one language to another
(command translation) or translate data from one form to another (data

transformation).

Filtering Processors: Contain the commands and associated data that can be
passed to other processors. They only allow commands and data conversions that
do not violate these filters.

Constructing Processors: Are used for partitions and/or replication of an
operation submitted by a single processor into operations that can be accepted by
two or more processors. It also merges data produced by more than one processor

into a single dataset that can be consumed by a single processor.

Accessing Processors: Accept commands and produce data by executing the

commands against the database

The authors in (Sheth and Larson 1990) describe a five-level schema architecture that

extends the three-level architecture in the centralized DBMSs. The five-level schema

architecture is defined as follows:

Local Schema: the local schema is the conceptual schema of the component DBS.

Component Schema: derived by translating the local schema into the data model
called the common data model, or CDM for short, of the federated schema. They

are used to facilitate negotiation and integration.
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Export Schema: represent the portion of the component schema that is available to
the FDBS. It facilitates and manages the association autonomy. A filtering
processor can be used to provide the access control as specified in the export

schema.

Federated Schema: is an integration of a multiple export schemas. The
constructing processors translate commands on the federated schema into
commands on one or more export schemas. There might be more than one

federated schemas in FDBS, one for each class of federation users.

External Schema: schema for a user or an application or a class of users or
applications. Reasons for the external schemas are: customization (as the
federated schema is very big and complicated), additional integrity constraints,
and Access control (just as the export schema provide access control for data

managed by component database).

As discussed in (Sheth and Larson 1990) there are two different approaches to build the

federation. When the component DBS exist and it is required to integrate them, a bottom-

up approach is used. On the other hand, if the FDBS already exist, and it is required to

extend it to add a new component database, a top-down process is used. Below is a brief

description of each approach:

Bottom-up approach: This methodology is used to integrate several existing
databases. This process involves, translate schemas to a CDM, define export
schemas from a component schema, integrate schemas, and define external

schemas.

Top-down approach: This methodology is used when an FDBS already exists and
additional user requirements are required. This process involves, defining or
modifying external schemas, analyzing schemas by federated schemas to the
external schemas, and integrating schemas. While doing the analysis step, the
parts of the external schemas that are not supported by the federated schemas are

captured in a temporary schema.
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The authors in (Sheth and Larson 1990) also defined four major tasks for developing the

federation, namely; schema translation, access control, negotiation, and schema

integration. These four tasks are explained below:

Schema translation: Schema represented in one data model is mapped into
another schema represented in different data model. This is needed in two
situations: translating a local schema into a component schema, and translating
part of the federated schema into an external schema when the external schema is
expressed in data model different than the CDM.

Access Control: An FDBS should be designed to control access to component
database by federation user. The system architecture has filtering processors at
two levels, each of which can provide access control. The filtering processor
between external and federated schemas control access to component DBSs.
Likewise, the filtering processor between the external and federated schemas
control access to federated schemas. Negotiation between component and
federation DBSs may be necessary to reach an agreement on how to control the
data a component database want to keep secured from some federated users while

allowing access to other users.

Negotiation: A federation DBAs and a component DBAs must reach an
agreement about the contents of the contents of the export schemas such that
federated schemas can be defined over them to support federation users. This
dialog is called negotiation and follows certain protocols to govern message

exchange.

Schema Integration: Unlike view integration which refers to integration multiple
user views into a single schema, schema integration integrates multiple database
schemas into a single schema. It is divided into five steps. These steps are: pre-

integration, comparison, conformation, merging, and restructuring.

It is quite evident that the approach proposed in (Sheth and Larson 1990) is based on

schema matching. As mentioned earlier, even though schemas can provide us with some
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semantics, the main focus of database schemas is the structure of data and not the
semantics. As so, the semantics in a database schema are not maintainable, and thus, are
lost or outdated. That is why applying this approach to open environment can yield very
poor matching quality even if we assume that the integrated databases are addressing the

same domain.

2.1.2 Mediator-Based Data integration

A mediator-based data integration system usually consists of a global schema or ontology
and a set of data sources (Lenzerini 2002). A general architecture for a mediator-based
data integration system is shown in Figure 2. The mediator-schema is considered as a
virtual data source. That means, data does not physically reside in the mediator-schema,
rather, the mediator-schema serves as a unified schema for the integrated data sources.
The data sources, on the other hand, contain the real data. And as such, there should be a
way to determine the relation between the sources and the global schema. This relation is
usually described as a mapping or interface between the local data sources and the global
schema or ontology. Mediated data integration systems have gained a lot of attention in

the last few decades.

A mediator-based data integration system is proposed in (Chawathe et al. 1994) and
(Garcia-Molina et al. 1997). The proposed system is called TSIMMIS which stands for
The Stanford IBM Manager for Multiple Information Sources. The proposed approach
aims to help enterprises make decisions based on the integration of structured and
unstructured data. A description of the main architecture of the system proposed in
(Chawathe et al. 1994) can be seen in Figure 3. As can be seen in Figure 3, there is a
collection of information sources, each of them is connected to a translator, or a wrapper.
The translator’s job is to convert the data objects to a common model. This happens by
converting the queries of the common data model into a query over data source. This
way, each data source can understand the query and execute it. After the query is
executed, the translator converts the resulting data set, or the answer of the query, into the

common data model.
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It can also be noticed in Figure 3 that there are mediators above the translators. The job of
the mediator in this approach is to direct the queries, merge the resulting answers to the
queries, and also carry out some refinement process on those results. In that sense, the
input to the mediator is a query written in terms of the common model, and the output is a

data set in terms of the common model as well.

a Mediator R

T

Wrapper Wrapper Wrapper

Figure 2: General architecture for mediated data integration system

Another component of the TSIMMIS approach is called the constraint manager. The
constraint manager manages integrity constraints in order to guarantees the integrity of

the data set returned from various data sources.

In (Levy, Rajaraman, and Ordille 1996), another mediator-based data integration system
is proposed in order to integrate several relational databases. The proposed model also
uses some object-oriented features in order to describe and reason about the contents of
the relational data sources. In order to avoid modifying the global schema very often, the
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authors describe the data source objects as views or a query over the global schema. This
makes the query answering very difficult since the mapping associates to each object of
the source a query or a view over the global schema. As such, it is not straightforward to

realize how to use each source in order to answer queries that are expressed in terms of

T T

! Apphcahoni -
S .
PO

Constraint |, i
Manager i

/ Mediator

Local
Cons. Mgr.

the global schema.

Mediator
Generator

.
Local
Cons. Mgr.
' ) Translator
Generator

Definition

Classifier/Extractor

Figure 3: The TSIMMIS architecture (Chawathe et al. 1994)
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Another system called Tukwila is proposed in (Ives et al. 1999). This system, which is
displayed in Figure 4 focuses on the optimization of the query answering process through
the proposal of a mechanism for query answering. The authors tried to address issues
including, the absence of statistics about the data, unpredictable data arrival statistics, and
overlap and redundancy among sources. The authors addressed these issues through the
design of an adaptive technique. According to the authors, the Tukwila system is adaptive
at two levels. While the first level is between the optimizer and the execution engine, the
second level is within the execution engine itself. As shown in Figure 4, the main

architecture of the Tukwila consists of the following components:
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= Query: a query written in terms of the mediated relational schema.

= Data Source Catalog: The catalog contains metadata about the data sources

participating in the data integration system.

= Query Reformulation: the query reformulation process takes as an input the user

query and produces a union of queries that refer to the various data sources.

= Query Optimizer: Transforms the reformed queries into an execution plan for the

execution engine.

= Query Execution Engine: The query execution engine executes the plan produced
by the query optimizer.

= Wrappers: The wrappers facilitate the communication between the query
execution engine and the data sources. They also translate the data from the form
used by the data source schemas to the format of the mediator or global schema.
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Figure 4: The Tukwila architecture (lves et al. 1999)

It can be inferred from the previous description that the Tukwila system is using a
traditional mediated based architecture in which there is a mediator, a global schema, set
of sources with local schemas, and a set of wrappers. This comes with some enhancement
in the query processing and execution. It is also clear that the set of data sources share the
same model and as such are homogeneous in that sense. It can also be seen that the model

that is used in (Ives et al. 1999) is a relational database model.
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(Lambrecht, Kambhampati, and Gnanaprakasam 1999) and (Kambhampati et al. 2004)
proposed another optimization algorithm that makes use of heuristics that guide a greedy
optimization algorithm. While the use of a greedy minimization algorithm optimizes the
data gathering plan by removing redundant and overlapping data sources, the use of
heuristics guides the greedy minimization algorithm to remove costlier information
sources first. The authors used a traditional mediated-based data integration algorithm
with an improved query answering technique. Another thing to note is that, the authors in
(Lambrecht, Kambhampati, and Gnanaprakasam 1999) use a LAV approach in which the
objects of the source schemas are described as views over the global schema. As
mentioned earlier, this approach is challenging when it comes to query answering. The
problem of rewriting a user query expressed over the global, mediator, schema to a query
over the source schemas becomes a problem of answering queries using views. The LAV
approach in general has the advantage of not modifying the global schemas when a new
source is added to the data integration system. However, as explained above, the query

answering process becomes very challenging with the use of a LAV approach.

2.1.3 Peer-to-Peer Data integration

As described in the previous section, the mediator-based architecture requires the
existence of a centralized control in the form of a mediator that is connected to all the
data sources in the data integration system. On the contrary, a Peer-to-Peer P2P
architecture does not require the existence of a centralized control. Rather, each data
source connects to other data sources in the network and exchange queries and answers
without the involvement of a mediator. In that sense, each data source acts as a data
integration system on its own. As such, each peer exports data in terms of its own
schema, and data interoperation is accomplished through mappings between the schemas
of these peers (Calvanese et al. 2004). While the mediated data integration systems
architecture is centralized by nature, the P2P data integration systems adopt a completely
decentralized approach (Calvanese et al. 2004). This can be seen when comparing the
network in Figure 5 to the one in Figure 2. In this section, some of the data integration

techniques that are based on the P2P architecture are reviewed.
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Figure 5: General architecture of a P2P Network

P2P architecture was introduced in file sharing systems. Several system that use P2P in
file sharing can be found in (“Freenet” n.d.), (“LOCKSS” n.d.), and (Yang and Garcia-
Molina 2002). (Ng, Ooi, and Tan 2002) introduced a generic P2P system called BestPeer
in order to serve as a platform on which P2P applications can be implemented. The
BestPeer network consists of two types of different entities the first type of entities is the
node. Here nodes represent computing entities and there can be a large number of nodes
in the network. The second entity is a location independent global name lookup or what is
referred to as (LIGLO). Each participating node in the P2P network must run the
BestPeer through which the node, or computational entity, can share resources with other
participating peers in the BestPeer network. The platform introduced in (Ng, Ooi, and
Tan 2002) integrates two main technologies; namely mobile agent and P2P architecture.
The main purpose of using P2P architecture in BestPeer platform is to facilitate resource
sharing amongst participating peers in the network. The authors also employed mobile
agent technology in order to further extend these functionalities. According to the
authors, the use of mobile agents enables the peer to share more than just files; rather
peers can use mobile agents in order to collect processed information such as summaries
or even collect statistics on the entire P2P network. Peers can also share information on a

coarse-granularity or fine-granularity level. Here the coarse-granularity level may refer to
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sharing an entire file, for example. On the other hand, a fine-granularity level may refer
to the partial sharing of a file. Another interesting attribute of the platform proposed in
(Ng, Ooi, and Tan 2002) is that, it enables the sharing of resources, or computational
power. For example, if a peer is requesting a file from another peer, the requesting peer
can send an algorithm along with the request. The peer that is providing the information
can run the algorithm on the file before sending a response to the requesting peer. As
such, not only the requesting peer acquires information from the peer that is providing the
information, but also the requesting peer used the computational capabilities of the peer
that is providing the information. The algorithm sent with the request can be some sort of
filtering or any processing on the requested information. The Independent Global Names
Lookup Server (LIGLO) mentioned above provides each peer with a unique global
identity. This server is itself a node in the network that has a fixed IP address and is
running special software to serve its purpose. The server generates what is called a
BestPeer Global Identity or (BPID) for each participating peer in the P2P network. It also
keeps track of each peer’s current status such as IP address and whether the peer is

currently online or offline and so on.

In order for the P2P architecture to be used for data management, (Daswani, Garcia-
Molina, and Yang 2003) as mentioned in (Calvanese et al. 2004), suggested several
requirements including; Autonomy, Expressiveness of query language, Efficiency,
Quality of service, and Security. For more details about these requirements, we refer the
reader to (Daswani, Garcia-Molina, and Yang 2003) and (Calvanese et al. 2004).

(Ng et al. 2003) proposed a P2P distributed data management system which supports
context-based search. The system introduced in (Ng et al. 2003) is called PeerDB and is a
database application that is implemented on top of BestPeer (Ng, Ooi, and Tan 2002) .
More precisely, the authors implemented a SQL database system op top of the BestPeer
network. Each node, in the system proposed in (Ng et al. 2003) consists of four main
components. Namely; the data management system, the database agent system, the cash
manager, and the user interface. These four components are displayed in Figure 6.
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The first main component of the node in a PeerDB network is the data management
system. The main job of the data management system is to facilitate storage,
manipulation and retrieval of the data at the node. The authors use MySQL Database as a
storage server. Thus, the system can be used on its own as a standalone DBMS outside of
the P2P network. There are also two sub-components associated with this component.
These components are called the local dictionary and the export dictionary. Since the
PeerDP is P2P a relational database management system, the local dictionary stores
metadata associated with the relations in the database. On the other hand, the export
dictionary stores the metadata of the objects that are made global in the network. As such,
the other nodes in the network won’t have access to all the relations in the relational
database schema. Rather, only objects that are exported are made sharable to other nodes
in the P2P network. In that sense, the metadata associated with the export dictionary is a

subset of the metadata in the local dictionary.

The second main component of a PeerDB node is the database agent system or DBAgent.
This component provides the environment for mobile agents to operate on. Each node in
the network has an agent called the master agent. The master agent manages the query of
the user, clone and dispatch agents to neighboring nodes in the P2P network, receive
answers to the queries, and present the answers to the user. The master agent also
manages what is called reconfiguration policies and monitors the statistics about the
node.

The last two are the component of a PeerDB node are the cash manager and the user
interface. The cash manager cashes remote data in a secondary storage that is local to the
node. It also determines the policies for cashing and replacement. On the other hand, the
user interface provides a user-friendly environment for user to submit user queries,

maintain sharable objects, and insert/delete objects in the database.

In (Kementsietsidis, Arenas, and Miller 2003), the authors discuss the issue of data
mapping between heterogeneous data sources residing on various peers in a P2P network.
As the authors described, in a file sharing system where there is no heterogeneity,

searching for a file on a P2P network is not very challenging. The search usually takes
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place using a file name or the name of an album in a music sharing system for example.
This is because these songs or albums have agreed on names that are homogeneous
across all peers in a P2P network. The issues discussed in the work proposed in
(Kementsietsidis, Arenas, and Miller 2003) are mainly focused on domain where such
common agreements do not exist. Such systems are heterogeneous in nature and each
peer may have its own naming convention for its own files. Since each node, peer, can
have its own local applications that depend on the local naming convention at the node, it
is not realistic to force a global naming convention for the files residing at different nodes
in the P2P network. As such, in order to be able to search data in such heterogeneous
environments, traditionally, mapping tables are employed. These mapping tables store the
correspondence between values. The simplest form of a mapping table is a binary table
that contains pairs of corresponding identifiers from two different peers. Those mapping
tables represent expert knowledge and are usually created and maintained by domain
experts. Because the manual creation and maintaining of the mapping table can be a very
expensive process, the authors in (Kementsietsidis, Arenas, and Miller 2003) present
alternatives semantics for the mapping tables and a language that allow the specification
of the mapping tables under different semantics. The authors proposed the treatment of
mapping tables as constraints that can be reasoned about on the exchange of information
between various peers in the P2P network. The reasoning will help inferring new
mapping constraints or check if a set of mapping constraints is consistent.

(Halevy et al. 2003), (Halevy et al. 2004) and (Taylor and Ives 2006) proposed P2P
techniques for information sharing in which peers publish their data on an ad hoc basis.
In (Halevy et al. 2004), the authors proposed a P2P data management system called
PDMS for the integration of several relational databases. The proposed system takes
advantage of the HTML web and the semantics of the data management applications. The
system consists of a set of data sources. Every single data source is represented by a peer
in the P2P network. Each peer defines its own relational peer schema and various peers
are related to one another through a set of mappings. Users can place a query to any of
the peers in terms of the relational schema of the peer. The main focus of the work

presented in (Halevy et al. 2004) is to allow for scalable data integration system as
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opposed to mediated data integration systems in which the mediator schema may be

required to be updated with the addition of new data sources.

PeerDB PeerDB
DBAg,eni-».______ Node
PeerDB node
*—{ DBAgent ‘H| Cache Manager |
Query 4] User
Interface |__|  Object _"| Export Dictionary |
B Management
System H| Local Dictionary |

Figure 6: PeerDB node architecture (Ng et al. 2003)

Another issue in the data integration systems is querying the various data sources in the
network. In (Huebsch et al. 2005) the authors developed a general purpose relational
query engine for relational P2P data integration system. The proposed query processor
targets the very large scale P2P data integration networks of thousands or even millions
of nodes on the internet. The proposed query engine adopts a relational data model in
which data values are fundamentally independent of their physical location in the
network. In order to achieve a high level of scalability, the authors used distributed hash
table in order to provide location independent naming and network routing. The
execution environment of the proposed query engine consists of a virtual runtime
interface and an event-handler. The virtual runtime interface encapsulates the basic
execution platform. On the other hand, the multiprogramming is achieved via an event-

based programming model running on a single thread.
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The authors in (Milo et al. 2005) address the issue of guiding the materialization of
intensional data in XML documents. In order to understand the problem we quote the

following paragraph from (Milo et al. 2005).

Intensional data is provided by programming constructs embedded inside documents.
Upon request, all the code is evaluated and replaced by its result to obtain a fully
materialized HTML or XML document, which is then sent. In other terms, only
extensional data is exchanged. This simple scenario has recently changed due to the
emergence of standards for Web services such as SOAP, WSDL and UDDI. Web
services are becoming the standard means to access, describe and advertise valuable,
dynamic, up-to-date sources of information over the Web. Recent frameworks such as
Active XML, but also Macromedia MX and Apache Jelly started allowing for the
definition of intensional data, by embedding calls to Web services inside documents.
Since Web services can essentially be called from everywhere on the Web, one does not
need to materialize all the intensional data before sending a document. Instead, a more
flexible data exchange paradigm is possible, where the sender sends an intensional
document, and gives the receiver the freedom to materialize the data if and when needed.
In general, one can use a hybrid approach, where some data is materialized by the sender

before the document is sent, and some by the receiver.

A benefit that can be seen immediately is that the user can get some information, like the
local weather forecast just by activating the corresponding service call, without having to
reload the whole document. The authors then used an ActiveXML P2P news exchange

system to implement their approach.

In (Adjiman et al. 2006), the authors are interested in P2P inference systems in which
each peer can answer queries by reasoning from its local theory but also can ask queries
to some other peers to which it is semantically related. In doing so, each peer needs to
have some partial knowledge about some other peers in the network. As such, when a
peer is asked to perform a reasoning task, if the peer cannot solve the task completely on
its own, using its own local knowledge, the peer will distribute some reasoning subtasks

among other peers in the P2P network. The output of all the subtasks must then be
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recomposed in order to construct the output to the initial task. The authors then applied

their algorithm to reasoning in the semantic web settings.

In (Lumineau, Doucet, and Gancarski 2006), the authors proposed a system in which
each node in the P2P network can represent a peer or a set of peers. When a node
represents a set of peers it is called a super peer. The super peer is a node that can
represent a company, for example, with each computer or user in the company
representing a regular peer. This technique is used in order to enhance the accessibility
between peers in a network that has a very large number of nodes.

(Yang and Garcia-Molina 2002) discussed three different techniques to optimize search
in a P2P network. These techniques are namely; Iterative Deepening, Directed BFS, and

Local Indices.

The iterative deepening initiates multiple breadth-first searches with successively larger
depth limits. The search continues until either the query is satisfied, or the maximum
depth is reached. This technique is good when satisfying the query is important. On the
other hand, when minimizing the response time is more important, the Direct BFS is
recommended in (Yang and Garcia-Molina 2002) to be the choice. In Direct BFS search
technique, the queries are sent directly to a subset of nodes that are expected to yield
many results in a short period of time. The Local Indices search technique however aims

at maintaining the satisfaction while keeping the search cost low at the same time.

For more comprehensive review of several P2P techniques, the reader is referred to the
survey in (Androutsellis-Theotokis and Spinellis 2004).

2.2 Semantic Data Integration

In order for two individual to interact successfully, there are explicit or implicit
assumptions that they share the same semantics about the subject of interaction. Without
the shared semantics, the interaction is very likely to be unsuccessful. One of the goals of
information integration is to support interoperability among information systems. This is
why it is important to be able to tell when various statements are about the same subject.

If the different information systems use the same model and representation language to
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describe the domain, the integration task would be easy. But, when information systems
use different representation languages and/or different models, the use of semantics is
very important. The semantics used for data integration can be taken from the schemas of
the information systems or can be carried out by ontologies.

(Hull and King 1987) discusses the importance of the semantic database modeling and
described their view of the generic components of the semantic database model. The
authors also emphasized the need for a higher level modeling abstraction and the
reduction of the semantic overloading of the data type constructs. Recent research has
pointed out that, even though database schema contains semantics, database schemas are
mainly concerned about data and data structures. Moreover, the semantics in the database
schema are hardwired, lost, tossed, or out of date (Uschold 2015). Furthermore, the
semantics in the database schema are un-maintainable since they are implicit. On the
other hand, the main focus of ontologies is not the structure of some data. Rather, it is the
meanings and description of the conceptualizations, and subject matters. Ontologies also
provide explicit semantics and are maintainable. These are main reasons why ontologies
have gained acceptance as sources of semantics. Also, given that in open environments
data is not always structured, the need for explicit semantics becomes quite evident for
DI in open environment. Going forward, the focus of this work will be on ontology-

driven data integration.

2.2.1 Schema-Based Data Integration

Database schema integration is the process of integrating the schemas of existing
databases into a global unified schema. The schema-based data integration has been in
the community for longer time than the ontology-based data integration. Even though
both techniques can depend on semantics, the main focus of the schema-based data
integration is the structure of the data. This is because the inherent nature of a data
schema which cares mainly about the structure of the data. A study conducted in (Batini,
Lenzerini, and Navathe 1986) offers a unifying framework for the problem of schema
integration. The authors also provide a comparative analysis of other methods done in the
field of the schema-based data integration. The database integration produces a global

schema of a collection of databases. The global schema is a virtual view of all database
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schemas taken together in a distributed system. According to the authors, any schema

integration technique can be considered a mixture of four main activities. These activities

are:

1-

Pre-integration: This activity conducts analysis on the schemas before integration
in order to decide on some integration policies. This will control the order in
which the integration takes place. It also governs whether to integrate the entire
schema or a portion of the schema. For example, a preference can be given to a
financial schema over a production schema and so on. Other factors that can be
affected by the pre-integration activity is the amount of designer interaction and
the number of the schemas to be integrated at one time. These decisions are also
made during the pre-integration phase. Also, the collection of information
relevant to the schema-integration task is considered as part of this phase. This

information can be assertions and constraints among views, for example.

Comparison of the schemas: during this activity, the schemas are analyzed and
compared in order to determine matching amongst concepts and detect any

potential conflict that may exist.

Conforming the schemas: once a conflict is detected during the previous activity,
the real effort to resolve these conflicts is made during this activity. Resolving
detected conflicts makes possible the merging of various schemas. According to
the authors, automatic conflict resolution is generally not possible. As such, in
any real-life integration activity, designers and users are required to interact with

the system during this step.

Merging and restructuring: in this step, after the resolution of conflicts, the very
task of merging the various schemas takes place. This results in a unified global

integrated schema.

In (Spaccapietra, Parent, and Dupont 1992) however, the authors view the schema

integration as a two phase process. In the first phase, commonalities and discrepancies

among input schemas has to be found, the authors call this “the investigation phase”. The
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authors propose the usage of names, structures, and constraints in order to perform this
phase automatically. This will require the confirmation of a DBA in the end to approve or
deny the automatic findings. The second phase in the schema-integration process is what
the authors called the schema integration. This phase is a semi-automatic phase that takes
place based on the inter-schema correspondences and the integration rules. This phase is
semi-automatic because it also requires the interaction of a DBA in order to resolve
conflicts between input schemas every time the integrator does not have the knowledge to
do it.

Schema Matching Approaches

/ \

Individual matcher approaches Combining matchers
Schema-only based Instance/contents-based Hybrid matchers Composite matchers
Element-level Structure-level Element-level Manual Automatic
/ \ / \ composition composition
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Figure 7: Classification of Schema Matching Approaches (Rahm and Bernstein
2001)

Finding the proper matching between heterogeneous database schemas is in the core of
the task of integrating various database schemas. (Rahm and Bernstein 2001) conducted a
survey on various techniques used to achieve the task of schema matching. The authors in
(Rahm and Bernstein 2001) classified the schema matching approaches into two main
categories the individual matcher approaches or the combining matcher approaches. Each

of these main classifications is further classified into sub-classifications. This is partially
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captured in Figure 7. In their classifications the authors considered the following

classification criteria:

1-

Instance vs schema matching: This criteria looks into whether the matching
technique takes advantage of the data contained in the database or perform the

matching, only, based on schema-level information

Element vs structure matching: According to the authors, the matching can be
performed for individual schema element, such as a relation or an attribute, or on
the level of a combination of elements. As an example of a combination of
elements will be a complex schema structure that can include more than one

relation

Language vs constraint matching: The matching can take as an input the names
and textual descriptions of schema elements. This type of matching is what is
referred to here to be based on Language. In the contrary, the matching can ignore
the names and textual description of the elements and focuses on the constraints,
such as primary keys or foreign keys in the relations. This type of matching is
what the authors refer to as constrained-based matching

Matching cardinality: according to the authors, the cardinality distinguish
matching algorithm based on how the matching algorithm relate elements of one
schema to the elements of another schema. For instance, the matching results may
relate one or more elements of one schema to one or more elements of the other
schema. This will yield one of four casesl:1 mapping, 1:n mapping, n:1 mapping,

or n:m mapping.

Auxiliary information: This classification will distinguish matching algorithms
according to the inputs they consume. According to the authors, most of the
schema matching algorithms do not just take two schemas to match. Rather, there
are more inputs that go along with the input schemas. These inputs can be
dictionaries, global schemas, previous matching decisions, or the input of a user

or an expert.
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In (Mendling, de Laborda, and Zdun 2005) the authors discussed the issue of applying
schema integration in order to integrate XML schemas for business process modeling.
The authors classified the schema integration techniques into three main categories.
These three categories are, manual schema integration, semi-automatic schema
integration, and automatic schema integration. The manual schema integration leverages
the knowledge of domain experts. On the other hand, the semi-automatic schema
integration techniques rely on assertions to state semantic relationships between concepts
of various schemas to be integrated. These assertions can be thought of as integration
rules that are used by a so-called integrator to generate a unified global schema. Although
this approach is less time-consuming, it also depends on the knowledge of domain
experts or DBAS to state these assertions or integration rules. And finally, the automatic
schema integration uses techniques from information retrieval and artificial intelligence
to detect semantic relationships between elements of various database schemas. These
techniques are less time consuming and they do not require the involvement of a domain
expert or a DBA in the integration process. However, there is no guarantee that they yield

results that are as accurate as the manual and semi-automatic techniques.

There is a lot of effort that has been spent in the field of schema-based data integration.
The trend nowadays is, however, towards ontology-based semantic data integration. This
is because the semantics in the database schema is really not the focus of the database
schema. As such, there is a lot of hidden rules inside a database schema that makes it
more appealing for application use than it is for querying. On the other hand, those
hidden rules in a database schema are all made explicit in ontologies. This is because the
main focus of ontologies is the semantics rather than the structure of the data. The
following section will shed some light on ontology-based data integration techniques.

2.2.2  Ontology-Based Semantic Data Integration

Ontology based data integration has also gained a lot of attention in several fields
including; medical fields (Kama et al. 2012), biology (Sitterlin et al. 2013), enterprise
information systems (Song, Zacharewicz, and Chen 2013), document-oriented queries
(Coletta et al. 2012), (Castanier et al. 2013), (Canito, Maio, and Silva 2013), virtual

production (Reinhard et al. 2012), product development process (Woll, Geissler, and
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Hakya 2013), quality assessment (J. Wang 2012) , toxicology (Boyles et al. 2019), air

traffic management (Egami et al. 2020), and many more fields.

In (Coletta et al. 2012) and (Castanier et al. 2013) the authors developed an environment
for real-life data integration scenarios over public data called WebSmatch. The work in
(Coletta et al. 2012) and (Castanier et al. 2013) relies on an ontology matching and
alignment algorithm called YAM++ (Ngo and Bellahsene 2012) The integration
environment then consumes the matching output in clustering documents. The clustering
aims to classify documents in several categories. The work in (Coletta et al. 2012) and
(Castanier et al. 2013) used data integration and ontology matching to provide the users
with recommendations regarding documents they may be interested in. WebSmatch did
not follow a particular model for data integration; instead, it just relied on matching and
then clustering of the data. The inputs to the application are preexisting databases of
documents. The application then works in sequence to extract the metadata, match, and
then cluster. The addition of a new data source would require the application to run again
from the beginning and perform these three steps. That said, this algorithm assumes a
closed environment, and cannot be applied to open environment. The reason is that, in
open environment, entities need to enter or leave the environment at any time without

making an effect on the behavior of the system.

In (Kama et al. 2012), the authors used full domain ontology, schema mapping, and
reverse engineering mechanisms (D2RQ) (The D2RQ Platform — Accessing Relational
Databases as Virtual RDF Graphs n.d.) in order to generate a Data Definition Ontology
from database information. Doing so, the authors overcome the semantic gab that does
exist between data sources when explicit semantics are not defined. However, the reverse
engineering process will not generate accurate semantics, and cannot be fully automated.
In open environment, the database designs can be very diverse that it is very hard to
extract useful semantics from the database schema. The method proposed in (Kama et al.
2012) focuses on the generation of the DDOs and then defines some rules to align these
ontologies. Since it relies on the schemas in order to generate the semantics, the work in
(Kama et al. 2012) implicitly has a closed world assumption. The work in (Kama et al.

2012) also did not specify a model for the data integration system; instead it just relied on
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matching the generated DDOs. It is not clear how the queries are processed, and there

does not seem to be a way to account for new data sources.

The authors in (Reinhard et al. 2012) use data integration techniques in virtual production
process. Ontology based data integration techniques are used in (Reinhard et al. 2012) to
resolve inconsistency between different specialized simulation tools and to exchange
their resulting data. In (Hoehndorf et al. 2012) the authors employed phenotype
ontologies to integrate phenotype descriptions within and across species. The authors
relied on ontologies like Gene Ontology GO (Mungall et al. 2011) and a Phonotype
Quality Ontology (PATO) (Phenotype And Trait Ontology n.d.) and implemented their
axioms using OWL. In that work also, the existing data is used to drive the ontology.
That said, the ontologies used are DDOs. DDOs are not suitable for open environment
since the data schemas can be very diverse. Also, since there is no predefined ontology,
this method must have implicit assumptions about the structure of the input data sources.

These assumptions make it inappropriate to be generalized to open environment.

In the field of integrating enterprise data, the authors in (Song, Zacharewicz, and Chen
2013) proposed a semantic information layer (SIL). The SIL acts as mediation media
among heterogeneous information systems to overcome gaps of data and semantic
heterogeneity. The authors used reverse engineering to retrieve DDO from the relational
databases and used some ontology alignment and matching techniques to generate
mappings. The authors used the mappings between the recovered ontologies and the
relational database systems to support query answering. The ontologies are recovered
from the relational database schemas using reverse engineering. This reverse engineering
process can result in a non-accurate semantics fed to the ontologies, and in turns the SIL
layer. As mentioned earlier, using the schema to drive semantic is not appropriate for
open environment since the structure of the data can vary dramatically. It is also worth
mentioning that the authors in (Song, Zacharewicz, and Chen 2013) used a model for the
DIS that is similar to the one in (Lenzerini 2002) . This model is an extensional model

and does not account for the intensional nature of the open environment.
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In (J. Wang 2012) a framework to measure the quality of Data Integration Systems is
proposed. The proposed framework is ontology based and employed ontology reasoning
in order to generate an integrated quality view of the Data Integration settings. The author
also consumed some ontology matching algorithm to support the purpose of integration.
This framework assumes preexisting data sources that are termed: ITEM, METRIC,
QUALITY CRITERIA and USER. This is again an example of an extensional data
integration system designed for certain problem with a closed world implicit assumption.

In (Sutterlin et al. 2013) the authors extend the EPISIM platform (Stterlin et al. 2009) in
order to allow direct integration between System Biology Markup Language (SBML)
model and Cell Behavioral Model (CBM). The authors used semantics in order to
integrate cellular states like proliferation and differentiation expressed in (CBM)
represented by graphical process diagrams to biochemical reaction or gene regulatory
networks expressed in (SBML). It is quite evident that this method cannot be generalized

to open environment since it has assumptions about the structure of the data.

The authors in (Canito, Maio, and Silva 2013) used ontologies in order to describe
document repositories. The authors call their method Ontology-Driven Data Cleaning and
Enrichment ODCE. The algorithm in (Canito, Maio, and Silva 2013) is applied to the
output of a Natural Language Parsing (NLP) process over a set of documents. As the
authors in (Canito, Maio, and Silva 2013) described, the output of an NLP process is a set
of facts represented in a lightweight ontology. The objective of the proposed method in
(Canito, Maio, and Silva 2013) is to automatically integrate and enrich the output of the
NLP process into a knowledge base whose contents are described in terms of a richer
ontology that captures the same domain. In this method, the knowledge is physically
merged as opposed to virtually integrated. This is not appropriate for an open
environment in which the sources have autonomy and can have control over their
knowledge in terms of answering queries or changing the contents. It is also worth
mentioning that the users adopted the same model for data integration discussed in

(Lenzerini 2002) which is extensional in nature.
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In (Woll, Geissler, and Hakya 2013) the authors focused on integrating different
ontologies that are developed for several stages in the Product Development Process
PDP. The authors used ontology integration patterns in order to handle different relations
between ontology concepts. These integration patterns are mainly used in order to avoid
bloating ontologies with irrelevant concepts. The integration patterns used are:
integration as extension, ‘shared high-level concepts, and hybrid integration which is a
combination of the previous two patterns Figure 8. This framework is developed for an
organization that has control over its data sources. The framework assumes preexisting
ontologies for predefined data sources. These ontologies are: Project, Process,
Requirements, Product, Design Rationale, and Optimization ontologies. This assumption
is clearly a closed world assumption and the framework is design for a specific problem.
That said; the framework may not generalize to open environment as it has a closed

world assumption and is extensional in nature.
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Figure 8: Ontology integration patterns for linking elements from different
ontologies (Woll, Geissler, and Hakya 2013)

(Chen et al. 2017) used a goal driven learning process to construct an ontology that
evolves through a learning process. In doing so, the authors in (Chen et al. 2017) used
some Link Grammar Parse, and WordNet API in order to extract the semantics from the
text. As such, the technique results in a data driven ontology (DDO). The focus of the
work in (Chen et al. 2017) is the construction of a DDO rather than performing the data
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integration task. While it is important to drive ontology from the data when ontology is
lacking, it is important to note that textual data is not a reliable source of semantics. This

IS because the semantics are implicit, subjective, and not maintainable.

In (Calvanese et al. 2018) and (De Giacomo et al. 2018) the authors present a general
framework for ontology-based data access. The general architecture in (Calvanese et al.
2018) and (De Giacomo et al. 2018) consists of three main components, one ontology, a
set of data sources, mappings. The system presented in (Calvanese et al. 2018) does not
require each data source to have its own ontology. As such, the mapping is not between
the ontology of the data source and the global ontology. Rather, the mapping in
(Calvanese et al. 2018) is between the data that resides in the data sources and elements
of the ontology. The authors in (Calvanese et al. 2018) used relational databases to wrap
the data sources, a data federation tool, and descriptive logic for data access and query
answering. For ontology-data mapping, the authors in (Calvanese et al. 2018) used a

GAV approach. This is natural as the architecture used is mediated architecture.

(Ferreira et al. 2019) presented a collaborative environment which benefits from the
implementation of an ontology-based data integration architecture to provide the user
with an integrated view of the data. The proposed framework collects data from various
sensors and then standardizes the collected information in terms of subject-data-object
according to the Resource Description Framework (RDF) (Flesca et al. 2017). This is
implemented using the Apache Jena Framework (Louie et al. 2007). The Apache Jena
Framework is used to employ four ontologies to standardize the data based on their
context. A semantic integrator is used to add semantics to the data. It also sorts the
captured data to the mediation ontology. The mediation ontology integrates the data
sources requested by the user and provides a global integrated view. The architecture
provided is centralized in nature. It allows data to be collected from various sources and
integrates them through a mediation ontology. This addresses the issue of heterogeneity
between various data sources. However, it does not address the dynamic, distributed, or

the loosely coupled nature of open environment.
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In (Li et al. 2020), a framework for bridge health monitoring is proposed. The proposed
framework presented a semantic model called Bridge Structure and Health Monitoring
(BSHM) Ontology. The framework introduced in (Li et al. 2020) attempts to provide
global semantic schema that is more expressive than database schemas. It also attempts to
take advantage of the ontology-based reasoning to infer implicit knowledge as opposed to
just relying on the knowledge stored in a database. The architecture of the system
presented in (Li et al. 2020) has four main layers. The lower level layer is the data
acquisition layer. The data is then mapped through a mapping engine in order to be stored
in the data storage layer. The data storage layer does not have a specific model for data
representation. Various models for data representation can be used, which are then
unified through the use of a global ontology, the BSHM ontology. The user can query the
data through the application layer. This layer then passes the query to the query and
reasoning engine which represents the data access layer. The query and reasoning engine,
in turns, executes the query against the unified ontology, which sits on top of the data
storage layer to provide a unified view of the data. The framework proposed in (Li et al.
2020) addresses the issue of heterogeneity in the data structures. It offers a single unified
global ontology in order to standardize the data stored using various data models. The
framework in (Li et al. 2020), however does not address the semantic heterogeneity
which can exist between ontologies of various information sources (Alkhamisi and Saleh
2020). It also has a centralized view and does not address the issues of open environment
including; the distributed, loosely-coupled, or dynamic nature of open environment. It is
also worth mentioning that, according to the authors in (Li et al. 2020), the scope of the
proposed work is limited to bridge structure division, structural properties, management
information, SHM systems, sensors and sensory data.

It is interesting that none of the work referenced above has provided a solution that
addresses the data integration in open environment. We know that the use of explicit
ontology helps bridging the gap between heterogeneous data sources. However, the use
of ontology alone cannot address the problem of open environment in which data sources
can enter or leave the environment at any time. As explained in (Alkhamisi and Saleh
2020), the ontology-based data integration systems that utilize a single unified global

ontology do not support the addition or elimination of a data source from the system. If a
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data source is to be added or removed from the system, the global ontology has to change
to adapt to the change. As such, it is important for the data integration system in open
environment to be designed so that it supports the dynamic nature of open environment.
The model also needs to address the loosely-coupled natures of open environment.

2.2.3  Ontology and Conceptualization

There is a debate between researchers about what an ontology is. Since the definition that
is mostly cited in the information sharing community considers an ontology to be “a
specification of conceptualization”, we find it useful to start by, informally, discussing

what a conceptualization is. Then, we will revise the discussion about the term ontology.

2.2.3.1 Conceptualization

Different researchers have different definitions of what a conceptualization is. This
depends on their field of interest and the model they use to describe the
conceptualization. The authors in (Genesereth and Nilsson 2012) defined the

conceptualization to be:

“The objects, concepts, and other entities that are presumed to exist in some area

of interest and the relationships that hold them”

It can be noticed from the above definition that the definition includes objects (instances)
and the relations between them. And that explains why the authors use extensional
notation for conceptualization. In (Gruber 1993) however, the author adapted the

following definition for a conceptualization:

“An abstract, simplified view of the world that we wish to represent for some

purpose”

Here, the motivation of the conceptualization is to serve the purpose of representation.
And since the representation, of a piece of reality, requires abstraction of that piece of
reality, it is natural to create a conceptualization for this reality first. Another definition
can be found in (Borst 1999) which defines a conceptualization to be:
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“A structured interpretation of a part of the world that people use to think and

communicate”

An intensional account of conceptualization is reflected by the definitions in (Guarino
and Giaretta 1995), (Guarino, Oberle, and Staab 2009), and (Xue 2010). In (Guarino and

Giaretta 1995) , the authors adopted the following definition for conceptualization:

“An intentional semantic structure that encodes the implicit roles constraining the

structure of a piece of reality”

And in (Guarino, Oberle, and Staab 2009) a conceptualization is considered to be
implicit. To the authors; implicit means in the minds of peoples. And this is why it needs
to be explicitly specified through an ontology. And finally, in (Xue 2010) a
conceptualization is defined as:

“An abstract model that consists of the relevant concepts and the relationships that

exist in a certain domain”

The last two definitions reflect the intensional nature of conceptualization. And that is
why the authors in (Guarino and Giaretta 1995) and (Guarino, Oberle, and Staab 2009)
emphasized that conceptualization is about meanings. And as such, conceptualization

should not change unless meanings do change.

2.2.3.2 Ontology

The definition of ontology is still debatable in the information sharing research
community. Ontology is first defined in (Gruber 1992), (Gruber 1993), and (Gruber
1995) as follows:

“Ontology is an explicit specification of a shared conceptualization”.

It is also argued in (Smith and Welty 2001) that the definition of Gruber in (Gruber 1992)
and (Gruber 1993) is very broad and allows for too many interpretations. (Guarino and
Giaretta 1995) and (Guarino 1997) criticized the previous definition for being relying on

an extensional notation. The extensional notation causes the conceptualization, and in
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turns the ontology, to capture dynamic knowledge about the domain while ontology is
supposed to capture only static knowledge (Borst 1999). Ontology is then defined in
(Guarino and Giaretta 1995) to be:

“Ontology is a logical theory which gives an explicit, partial account of

conceptualization”

Another definition that was adopted for ontology in the same article (Guarino and
Giaretta 1995) is:

“Ontology is a synonym of conceptualization”

(Guarino and Giaretta 1995) also interprets the term explicit as a concrete symbolic level
object. Having this understanding in mind, the two definitions adopted in (Guarino and
Giaretta 1995) are very different in nature. While the former considers ontology to be
some concrete symbolic theory, the later definition is far away from any representational

considerations. In (Borst 1999) , the author defined ontology as:
“Ontology is a formal specification of a shared conceptualization”

Emphasizing that, there must be agreement on the conceptualization that is specified.
This is because; the ontology may not be reusable if there is no agreement on the
conceptualization it specifies. In (Studer, Benjamins, and Fensel 1998) the authors
combined the two definitions in (Gruber 1993) and (Borst 1999) as follows:

“Ontology is a formal explicit specification of a shared conceptualization”

This definition emphasizes the two sides which are; the explicitness and the formality.
Ontology needs to carry explicit semantics as opposed to implicit semantics extracted
from data structures (i.e. schemas). Ontology also needs to be represented in a language
that is machine readable. And that is why it was emphasized that it is a formal
specification.
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2.2.4  Ontology and Knowledge Representation

Because a well-defined syntax, formal semantics, and an efficient reasoning support are
crucial for high quality ontology, the study of various knowledge representation and
reasoning techniques is in the core of representation and formal treatment of ontology. In
this section we discuss some knowledge representation techniques. Our study will be
motivated and derived by the need for ontology to be represented in a formal language.
This formal language need to be expressive enough to allow us to represent whatever
facts in the domain of discourse. The language also needs to provide powerful reasoning
tools that can efficiently infer implicit facts, answer queries, and perform other reasoning
tasks. Speaking about ontology representation; it is important to understand what a
representation mean. A representation is defined in (Brachman and Levesque 2004) to be
a relationship between two domains in which the first is meant to stand for or take place
of the second. Usually the first, representor, is more concrete, immediate and more

accessible than the other.

For a machine to be able to understand and reason about knowledge, this knowledge
needs to be expressed in a formal way to avoid ambiguity and vagueness. Knowledge
representation then is defined in (Brachman and Levesque 2004) as, the field of study
concerned with using formal symbols to a collection of propositions believed by some
agent. It is argued that, not all the believed propositions need to be represented. Only part
of the believed proposition will be represented, and it is the job of reasoning to bridge the
gap between what is believed and what is represented. Instead of literally defining what a
knowledge representation is, the authors in (Davis, Shrobe, and Szolovits 1993) discussed
the roles that a knowledge representation plays. As argued by the authors, a knowledge
representation plays five main rules. These rules create demands that are, sometimes,
conflicting. These demands in turns lead to a set of properties the representation is
required to have. The rules of knowledge representation as mentioned in (Davis, Shrobe,
and Szolovits 1993) are:

= Knowledge representation is a surrogate. Most of the things that we want to
reason about do exist in the real world. The representation works as a surrogate,

for those things, inside the Knowledgebase and the reasoner. The correspondence
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between the surrogate and its referent in the real world is the semantics of the
representation. Since representations usually create some simplifying assumptions
and artifacts, it is important to consider how close the representation to the things
it represent. The authors argue that, any representation of the real world will be
imperfect. And as such, the quality of the decision taken by the reasoners will

depend on how good the representations approximate its referents.

Knowledge representation is a set of ontological commitments. Knowledge
representation is a set of ontological commitment in the sense that, in choosing a
representation technology, one is bringing certain aspects of the world into focus.
This should be based on the understanding of what parts, of the world, are
relevant, and what aspects are less relevant or irrelevant. To make it easy to
understand, the authors mentioned an example for choosing between Logic and
Frames. In choosing Logic, a minimal commitment is being made about seeing
the world in terms of individual entities and the relationships between them. On
the other hand, choosing a frame-based technology has us thinking of classes,

class hierarchies and instances of classes (objects).

Knowledge representation is a fragmentary theory of intelligent reasoning. It is
theory because it is believed that knowledge representation is motivated by
human reasoning. But, since it only reflects parts of the belief that motivated it,
this is why it is fragmentary. The definition of intelligent reasoning will vary
depending on the field by which a representation is inspired. For example, for
views derived from mathematical logic, intelligent reasoning is some variety of
formal calculations. Other views, rooted in psychology, see intelligent reasoning
as a characteristic human behavior. Based on the nature of the conception of the
representation, some kinds of inferences are said to be legal, or supported by this
representation. Finally, we need to know the recommended inferences because
what we can infer is not necessarily what we should infer. Also, since the set of
legal inferences is sometimes very large, the set of recommended inferences help

making the reasoning intelligent.
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= Knowledge representation is a medium for efficient computations. If we think
mathematically, reasoning is a computational process, and this process needs to
be done efficiently. In the field of knowledge representation and reasoning there
is always a tradeoff between the requirements of the Representation, and the
requirements of Reasoning. The representation prefers the language to be
expressive enough to be able to represent whatever facts we want to represent
about our domain. On the other hand, the more expressive the language is, the less
efficient the reasoning is performed.

= Knowledge representation is a medium for human expression. So, not only it
needs to be expressive, but also it should be easy to use. Here what matters is not,
what we can use the language to express, instead it is, how easy it is to use the
language to express something.

The author