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#### Abstract

Vehicle ad hoc networks (VANETs) have become a popular topic in modern research. The main advantages of these networks include: improved security, traffic optimization, and infotainment. However, deploying such networks in practice requires extensive infrastructure. To estimate the network load, one needs to have information about the network, such as the number of clusters, cluster size, etc. Since VANETs are formed by vehicles that rapidly change their location, the network topology is constantly changing, making its analysis by deterministic methods impossible. Therefore, in this dissertation, we use probability theory methods to obtain probability distributions of such fundamental network properties, such as the number of clusters, cluster size, and the number of disconnected vehicles in the case in which the vehicles are located on a highway. In previous articles, some of these characteristics are obtained only in terms of average values, while the total distributions remained unknown. The distribution of the largest cluster size is an important characteristic of the network. It is derived in the dissertation for the first time. We also study the distribution of the number of clusters and the size of the average cluster in the case of a 2D map with an almost arbitrary road topology. To the best of our knowledge, these results are the first for such a general map case.

Studying these properties raises a number of new questions about how these network properties change over time. We obtain distributions of the network characteristics, such as the duration of communication between vehicles, and the duration of cluster existence. We also derive the probability that a cluster exists between two time moments, as well as other network properties. The obtained distributions are new in the case of the Markov channel model. The results regarding the distribution of cluster lifetime and the probability of cluster existence between two fixed time moments are obtained in the literature for the first time.

This dissertation also addresses the security aspect of VANET. We consider single and multichannel anti-jamming games in the case in which two communicating vehicles are being pursued by the jammer, which tries to disrupt the communication. The optimal strategies of the vehicles and the jammer are described as the Nash equilibrium of this game. We prove


theorems that express Nash equilibrium through communication parameters. The considered model with quadratic power term is new as well as the results regarding the Nash equilibrium in the single and multichannel cases. We also first examine performance of such state-of-theart machine learning algorithms as Dueling Q-learning and Double Q-learning, which by trial and error, successfully converge to the Nash equilibrium, deduced theoretically.

Keywords: Vehicle networks, communication statistics, cluster size, anti-jamming game

## Lay Summary

The subject of this dissertation is vehicle networks. The wide deployment of the vehicle networks will happen in this decade, so this topic attracts increased scientific interest. It is assumed that the cars will share information about traffic accidents, weather conditions, their coordinates, speed, acceleration, etc. The vehicle networks will also provide Internet access, video and audio streaming, and other services. All this data will be used for traffic optimization, driving safety improvement, and passenger entertainment. However, the vehicle networks are unstable due to the high car speeds, so the vehicles are organized into small groups that share information. Such groups are called clusters and are the object of study in the first part of the dissertation. Statistical data related to such network characteristic as cluster size helps to estimate the network load. Network load prediction is important for installing antennas along the roads that support vehicle networks. We use the probability theory methods to study such characteristics as the number of clusters, cluster size, and the number of disconnected vehicles in the case in which the vehicles are located on a highway and 2D map.

The second part of the dissertation is devoted to the security aspect of the vehicle networks. We consider a game in which a jammer chases two vehicles in order to disrupt their communication. We consider both single-channel and multi-channel cases. In the multi-channel case, it is assumed that the vehicles change the communication channel in order to avoid channel attacks. We derive theorems that express the optimal vehicle and jammer strategies through the communication channel parameters. However, in practice, some of the communication parameters are unknown, which narrows the scope of applicability of the obtained theorems. Therefore, we also examine machine learning algorithms that by trial and error converge to the theoretically obtained optimal strategies.
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## Chapter 1

## INTRODUCTION AND LITERATURE

## REVIEW

### 1.1 Vehicle networks and other advances in transport

Over the last decade, the main efforts related to transport development have been aimed at creating partially or even fully autonomous vehicles. Corporations such as Tesla, Waymo, Uber, Lyft, Nvidia and many others have developed and tested autonomous vehicle autopilots [1,63]. The essence of an autopilot is that it analyzes the data obtained from cameras and various other sensors (such as LIDAR and radar) and decides on the further movement of the car. In this process, machine vision [67, 94, 106, 107] plays a fundamental role, which distinguishes people and various objects on the road, allowing the car to avoid any collision. However, despite the fact that the large-scale deployment of autonomous driving programs began more than ten years ago and significant progress having been made in this area, full vehicle autonomy has not yet been achieved.

Another direction in improving transportation quality is Vehicular Adhoc Networks (VANETs). VANETs consist of high-speed and high mobility vehicles, which form spontaneous networks in order to transmit and share information. Such networks are needed to improve transportation


Figure 1.1: Layout of DRSC 5.9 GHz Frequency Band Spectrum.
safety, reduce the number of traffic accidents, improve traffic flow, reduce traffic congestion, and provide infotainment. To implement such networks, Dedicated Short Range Communication (DSRC) was developed. This technology provides reliable and high-speed communication between vehicles, as well as between vehicles and the surrounding infrastructure. For the implementation of Dedicated Short-Range Communications (DSRC) [22], the United States Federal Communication Commission allocated the 75 MHz spectrum in the 5.9 GHz band in 1999. DSRC spectrum is divided into seven 10 MHz channels, as shown in Figure 1.1. Among these channels, six are used to send service messages, and channel 178 is reserved for safety and control messages [44].

The main types of VANET communication are Vehicle-to-Vehicle (V2V) and Vehicle-toRSU (V2R). The Vehicle-to-RSU communication scenario assumes vehicles communicate with Road Side Units (RSUs) located along roads. The distribution of packets in VANET occurs through multi-hop propagation, during which the vehicles send received messages between themselves until the messages reach the recipient. Another important application of VANET is platooning [42,75, 96], which is that the vehicles moving in the same direction are organized in communicating groups. Platoons reduce intervehicle distance and provide data exchange with neighboring vehicles with little or no help from infrastructure.

The following types of messages are distributed in VANET [19, 26, 41]: safety messages, traffic management data, and infotainment data. Safety Messages are needed to reduce the number of accidents. Such messages include information about the location of the nearest cars, traffic lights, weather conditions, and information about traffic incidents, etc. In the event


Figure 1.2: VANET communications.
of a malfunction, the vehicle transmits information about its coordinates, speed, and acceleration in order to notify other network vehicles and prevent possible collisions. Such measures are especially important in the case of limited visibility. Non-safety messages are divided into traffic management and infotainment data. Traffic management messages are needed to optimize traffic flow and reduce traffic congestion. Infotainment data includes information about nearby restaurants, attractions, Internet access, games, music, and other media content.

### 1.2 Statistical analysis of VANET

This dissertation is devoted to the study of the statistical properties of VANET. Before considering articles on this topic, let us discuss the importance of statistical network analysis.

Statistical network data, such as the number of clusters and the cluster size can be useful in estimating the load on a network, which is an important information for infrastructure deployment. Another application of statistical information about cluster size is related to a scenario in which one of the cluster vehicles is infected with a virus. If one of the cars is infected, then by communicating with the cluster vehicles it eventually infects all other vehicles. Thus, statistical information about the size of the cluster allows for the assessment of damage to the network.


Figure 1.3: Clustering in VANET.

Analysis of the statistical properties of VANET is challenging, as the nodes of the network are highly mobile, and topology constantly changes. From the above, it follows that deterministic methods are not applicable for network analysis, therefore, analysis is carried out in terms of probability theory. However, the case of an arbitrary two-dimensional map is difficult to analyze due to a large number of variables, such as the routing of the cars, the states of traffic lights, the driving model on the road, so, in most articles, the authors limit themselves to the case of a highway.

Each article strikes a balance between the complexity of the model, and the depth of the results. As can be seen from the following literature review, some authors give preference to complex models, but derive only basic characteristics of the network, such as communication

## Deterministic

 channelChannel

Figure 1.4: Main channel fading models.
probability, while other authors tend to simplify the model, but derive more nuanced characteristics such as the cluster number distribution, and cluster size.

There are a number of articles that consider the deterministic channel model, such as [47, 87, 108]. This model implies that as soon as the vehicles are located within a certain range, they can always establish a connection, otherwise they are disconnected. This channel model is a significant simplification compared to probabilistic fading channel models such as Rayleigh, Rician, and Weibull fading channels. Let us discuss these articles in more detail. In [87], under the assumption of a known distribution of distance between vehicles, the authors derive distribution of propagation distance from a fixed node, as well as its mean value and variance. The authors also derive analytical expression for the average number of vehicles involved in this information propagation process. In [47], network connectivity is studied in the case in which the vehicles are distributed between two consecutive RSUs. Assuming that the intervehicle distance has exponential distribution, the authors obtain the average value of the cluster size, and the probability that the vehicle network is fully connected. They introduce the concept of critical network size as the average network size necessary for vehicles to be connected and derive exact and asymptotic formulas for average critical network size. In [108] Laplace transform of the probability distribution of connectivity distance is derived, the explicit formula
for its expected value, as well as the expected value of the vehicle number in a platoon. In [98], under the assumption that intervehicle distance has exponential distribution, the probability of full network connectivity is obtained. The author defines outage connectivity probability as the probability that there is at least one disconnected node in the network, and outage transmission range as the range in which outage probability reaches a certain value. The approximated expressions for outage transmission range are derived and verified through simulations.

The following articles investigate connectivity in the case of a probabilistic fading channel, which is more relevant to practical needs, but at the same time, it introduces an additional level of complexity to the model. In $[10,17,54]$, the authors consider several channel models such as Rayleigh, Rician, Weibull, and Nakagami fading channels. The authors did not delve into the more subtle properties of the network and derive only probabilities of connection between neighboring vehicles and the probability of full network connectivity for each of these models. Article [59] discusses a two-way street scenario. Under the assumption that the cars are moving in two opposite directions and the Nakagami fading channel model of vehicle communication, the probability of a successful multi-hop message transmission from one vehicle to another is deduced.

Several articles discuss the probabilistic model of communications with RSUs. These articles include the already discussed article [47], as well as article [60]. In [60], assuming a general fading channel and an exponential distribution of the distance between the vehicles, the authors deduce the probability of connection with the base station in the case of one-hop and two-hop communication.

Some articles discuss a more complex communication model, but this leads to the fact that such network parameters as the cluster size and the number of clusters cannot be derived due to the high complexity of the model. Such articles include [88], in which, along with the Rayleigh fading channel model, the authors suggest the Markov model of packet transmission, and the Physical Layer decoding failure model. The authors also assume that vehicles in clusters only communicate with the main vehicle and do not consider multi-hop propagation. Since the
model is complicated by numerous parameters, the authors derive only average packet loss probability and probability of connection.

We also note that in practice, not only the knowledge of the average cluster size is necessary, but also the distribution of the maximum cluster size. It characterizes the maximum load on the network in a certain part of the road. To the best of our knowledge, our results are the first in this field. It is also necessary to understand how the statistical characteristics change over time in terms of link duration, and average time of cluster existence etc. Unfortunately, relatively little attention has been devoted to these problems in the literature, and the question of the distribution of the lifetime of a cluster had not been studied before our results. Typically, the articles study the duration of vehicle communication in various scenarios. In [45], a case in which a signal is transmitted to a vehicle moving in the opposite direction and then sent back to the initial side is investigated. The probability of such a successful two-hop connection is derived under the assumption that the vehicles move at a constant speed. Article [104] focuses on the study of link duration in the specific case, in which the speed of the vehicles increases linearly, reaches a limit, and then remains constant. In [91], a link duration formula is derived under the assumption that the speeds of the vehicles are distributed according to the normal distribution with known mean value and variance. In [56], the authors derive the integral formula for link duration and use it to simulate message routing. It is worth mentioning that the statistical approach to estimating link duration is not the only possible methodology. For example, in [3], based on simulations, the authors convincingly prove that a neural network is able to predict link duration with a high degree of accuracy.

### 1.3 Anti-jamming game

Communication networks are vulnerable to various attacks by hostile entities which aim to disrupt ongoing communication, or steal private information being distributed in the network. Attacks on such devices include jamming attacks, eavesdropping attacks, and data falsification
attacks, etc. These attacks significantly degrade or even completely disrupt communications and reduce network security. Since this dissertation in Chapter 5 addresses an anti-jamming game, we concentrate on this subject in more detail. In this case, the considered network could include mobile phones, computers, and communicating vehicles. With the advent of smart homes, smart home devices and robots can be added to this list. In the case of VANET, jammer attacks are aimed at interrupting communication between cars, as well as between cars and Road Side Units (RSUs) located along roads. This scenario is more challenging because the car's connection is less stable due to the high speeds of the vehicles and constant changes in the network's topology.

Game theory has demonstrated its effectiveness in finding optimal strategies for network devices, allowing for improvements in the quality of communication at the time of an attack. It is especially effective against adaptive jammers, which adapt to the communication parameters in order to do maximum harm. In this setting, a jammer attack is considered as an antagonistic game between one or more cooperating devices and one or more jammers. In literature relating to the anti-jamming game, two main types of such games are recognized. The first kind of game involves devices and the jammer making moves at the same time. Thus, the jammer is not aware of the current device's communication state. In this situation, the optimal strategy of the device can be found as the Nash equilibrium of the game [8]. Another type of game is the socalled Stackelberg game [80]. In this game, it is assumed that the jammer is aware of the current device's state and adapts its strategy accordingly. In such a situation, the Nash equilibrium is no longer the optimal strategy, and the optimal strategy can be found as Stackelberg equilibrium.

Anti-jamming game considered in the game setting is an important area. Its main advantage is the presence of multi-parameter utility functions, which objectively measure performance of the devices. In addition, such games allow for multiagent setting in which several devices cooperate and find the optimal strategy for the whole group. The advantage of this approach is the ability to find the optimal strategy expressed through the network parameters.

Since the channel parameters such as channel gains and noise power are mostly unknown,


Figure 1.5: Network with two jammers.
as well as the geographical location of the jammer itself, it is almost impossible to consider anti-jamming game in an exact mathematical setting. Therefore, the use of machine learning methods to find the optimal communication strategy is widespread in literature $[5,9,30,34,52$, $53,81,101,102,105]$. The essence of this method is that after sending the message, the sending device receives feedback information about the quality of the communication, such as SINR, and on the basis of this data corrects the transmission parameters. The most popular machine learning method for the anti-jamming game is Q-learning due to its fast convergence and easy implementation. Its modifications, such as Policy Hill Climbing (PCH) [14] algorithm is also popular due to its adaptability to changes in the environment.

Some articles do not use the channel model; this simplification leads to simpler but less realistic models. In [34], the authors consider a multi-channel game in which the system re-
ceives a fixed reward for successful message transmission, and the jammer receives a reward if it blocks the channel through which the message is being transmitted. The performances of such algorithms as Q-learning [55], Minimax-Q learning [50], Nash-Q [39], and Friend-or-foe Q-learning [51] are presented and compared.

Most articles consider the case of one or more jammers playing against several network devices. Article [101] discusses an anti-jamming game in the presence of several jammers. In addition, the authors suppose that the defending devices alter the transmission channels according to a predetermined pseudo-random sequence unknown by jammers. They can also move in space, choosing between several locations in order to minimize the negative effect of the jammers. Thus, in this game, the devices choose not only current transmission power, but also decide which location to move to. The authors use the Deep Q-learning algorithm to find the optimal device strategy and also include a theorem that formulates algorithm convergence conditions.

A relatively small number of articles are devoted to the VANET anti-jamming game. Article [30] considers the case in which the jammer is a vehicle approaching a platoon. The purpose of the jammer is to block the transmission of messages between two consecutive vehicles. Since it is a one channel game, the vehicles and the jammer can only change the power of the transmission adapting to the current situation and maximizing special utility functions. To protect against attack, the vehicles use the Q-learning algorithm and its modification called Dyna-Q (introduced in [81]). The presented graphs show that Dyna-Q converges faster to the optimal vehicle strategy than Q-learning. In [9], the anti-jamming game is considered on an open source 2D simulator JiST/SWANS. Along with the standard jammed channel change strategy, another strategy is also considered. According to this, at the time of attack detection, the network stops sending messages in the presence of the jammer. These strategies are compared using different metrics, such as, Packet Send Ratio.

Stackelberg game is discussed in the following articles. In [109], the authors prove theorems describing the optimal device and jammer strategies, and also explicitly express Stackel-
berg equilibrium in terms of the network parameters. In [100], a more realistic version of the Stackelberg game is considered, in which the jammer is informed about the device state with an error. The authors deduce the optimal strategy for both players, as well as the value of the Stackelberg equilibrium.

The games considered before are single agent games, since in them, each device tries to maximize its utility function without collaborating with other devices in the network. The case of multi-agent game is also considered in literature, in which devices act in a coordinated manner to develop a common strategy. In [5, 105], an anti-jamming game is considered with several transmitting devices. A feature of this game is that the devices both cooperate and compete for available communication channels. Since there are several devices, the state of the system is a vector consisting of the states of all devices, which leads to a state number explosion with an increase in the device number. Thus, this approach has limited application. The authors use the classic Q-learning algorithm to find the optimal strategy for all devices in the network. Article [110] describes a Stackelberg game with several cooperating devices and one jammer. The authors propose a cooperative anti-jamming algorithm, which demonstrates its superiority in comparison with random anti-jamming and selfish anti-jamming algorithms.

In the articles [52,53, 102], a method for improving the reliability of VANET based on the use of drones is proposed. At the time of the attack, the drone duplicates the messages sent by VANET and thus increases the signal-to-interference-plus-noise ratio (SINR) and reduces bit error rate (BER). This measure could drastically improve the quality of communications, especially in the case where the channel is strongly attacked. It is assumed that the drone with at each iteration decides whether it replays the data or not (states 1 and 0 ). The authors find the conditions necessary for Nash equilibrium to be reached for states 1 and 0 . They use a modification of the Q-learning algorithm called Policy Hill Climbing [14] which allows for the faster finding of the optimal strategy in comparison with the classical Q-learning algorithm.

### 1.4 Machine learning

In Chapter 5, dedicated to the anti-jamming game, we use machine learning methods, so we decide to include a summary of progress in this area (Sections 1.4, 1.5) in the Introduction. Machine learning is usually understood as the ability of a system to learn from its own experience without being explicitly programmed. Machine learning algorithms are trained on an extensive amount of data. Due to the fact that computers have become powerful enough to train complex models, as well as a large amount of accumulated data, machine learning has rapidly evolved and been applied to many areas. For instance, machine learning is used in search engines (e.g. Google), text translation from one language to another, recommendation systems (for example, YouTube, and Amazon etc.), also in spam filters, etc.

The advantage of machine learning is that it allows for the creation of intelligent systems, that without human intervention, can make complex decisions that are not pre-programmed. The widespread use of machine learning in various fields is also associated with the fact that it outperforms humans in classification and prediction tasks, which has found applications in engineering [15, 24, 64, 74], medicine [27,61], banking [11, 16], and other fields.

Machine learning originated in the 1950s. One of the first machine learning publications was [70], in which Perceptron is introduced. Perceptron is an early prototype of modern neural networks for binary classification. Neural networks in the modern sense of the word are introduced in the famous article [71] by D. E. Rumelhart, G. E. Hinton, and R. J. Williams. Despite the fact that there are many algorithms in this area, neural networks have shown their superiority with regards to a large amount of training data. This quality allows them to gradually replace other algorithms, becoming the main approach for solving machine learning problems. However, neural networks are not the only effective machine learning method. In the case where data is low-dimensional and the training set is sufficiently small, other methods, for example, Support Vector Machines (SVMs) [23] have proven their effectiveness in classification and regression problems [68].

The following important methods of machine learning have been developed in past decades.

- Convolutional neural networks (CNNs) [49] are widely applied to machine vision, image classification [20] and natural language processing [21,43,48]. The difference between CNN and traditional neural networks is the presence of special convolutional layers, pooling layers, fully connected layers, and normalization layers that allow for the learning of special features of images making it possible to significantly improve classification results in comparison with traditional neural networks.


## - Recurrent neural networks (RNNs) and Long Short Term Memory networks (LSTM is

 a special kind of RNN) [38] have sequential data as an input. They can be perceived as neural networks with memory. Their output depends not only on the input data, but also on a special hidden state that stores information about previous network states. LSTMs are introduced to address the vanishing gradient problem. The reason behind it is that in some cases, the learning gradient is too small to train the network efficiently, which leads to a long training time. They have found applications in speech recognition [72], text translation [7], and text sentiment analysis [33].- Generative Adversarial Networks (GANs). GANs are one of the most important achievements of the last decade. They were introduced by Ian Goodfellow [31]. This architecture consists of two networks: teacher (discriminative network), and student (generative network). The result of the simultaneous training of these networks is a model that has found applications in the generation of new images [66], up-scaling low-resolution 2D textures [18], and reconstruction of 3D models from images [97].
- Support-vector machines SVMs [23, 82] are suitable for classification and linear regression. The basis of this method is the separation of sets using hyperplane, the position of which is iteratively recalculated. This method does not use neural networks, and is effective in high dimensional data spaces.
- Random forest Random forest $[36,37]$ is an ensemble of several decision trees built on random samples and based on a random set of features. It is well suited for classification
and regression problems, and is especially effective when the size of the training set is small enough. Each tree makes a prediction that classifies the input, then the most popular decision is considered as the prediction of the algorithm.
- Linear regression Linear regression $[13,79]$ is a method for predicting a numerical value by approximating a training set by a hyperplane. Unfortunately, the less the relationship between input and expected output resembles linear, the less efficient this algorithm becomes. However, for sparse training data, this algorithm can give good results.
- k-Nearest Neighbors algorithm [4, 46] This algorithm is the simplest on this list and its essence is quite natural. In order to classify the data, the algorithm considers $k$ nearest neighbors to the sample. The class that occurs most often among these $k$ samples is the answer. Despite its simplicity, this algorithm can be effective in cases where the size of the training set is sufficiently small.


### 1.5 Reinforcement learning

Since this thesis uses methods of reinforcement learning, we decide to make a detailed overview of this area. Reinforcement learning is a branch of machine learning that aims to find optimal actions for a single agent/group of agents to maximize a cumulative reward. These agents are trained by playing multiple games and learning from good and bad experiences without being explicitly programmed. The main feature of reinforcement learning is that agents can be in an environment that is not fully explored, so mathematical modeling and exact programming methods become very difficult or impossible to implement.

The advantage of reinforcement learning algorithms compared to conventional algorithms is that they do not need painstaking programming for behavior in every possible situation, but find optimal behavior using trial and error. In the real world, the number of states of the environment can be quite large or even infinite (as, for example, in the case of self-driving cars) that programing all of them is not possible and machine learning is the only possible
approach to find the optimal behavior. Another advantage of reinforcement learning over conventional algorithms is its adaptability to new changes in the environment. Reinforcement learning algorithms can be retrained and can adapt to new changes while classic algorithms require additional programming.


Figure 1.6: Reinforcement learning general scheme.

An important aspect of reinforcement learning is the balance between environmental exploration and reward accumulation $[73,83]$. The naive approach here is greedy: each time the agent chooses the action with the highest reward, however, this approach can lead to a situation where the environment remains insufficiently explored and, therefore, the best strategies could not be discovered. Therefore, sufficient environmental exploration is an essential part of every reinforcement learning algorithm.

Let us formulate the problem of reinforcement learning using mathematical language. Agent strategy is denoted by $\pi$ and referred to as a policy. Suppose that the agent finishes the game and after consecutive moves receives rewards $r_{1}, r_{2}, \ldots$ following the policy $\pi$. Then our goal is to maximize the following quantity:

$$
\begin{equation*}
\mathbf{E}\left\{\sum_{k} \gamma^{k} r_{k}\right\} \tag{1.1}
\end{equation*}
$$

where $\mathbf{E}$ is a mathematical expectation and $\gamma$ is called a discount-rate. Maximizing value (1.1) could be interpreted as maximizing the average cumulative reward obtained by following the
probabilistic policy $\pi$. The discount-rate $\gamma$ is assumed to belong to the interval [0,1]. It is included in (1.1), because we want to prioritize the rewards we get in the first steps over the rewards the agent gets closer to the end of the game. Most often, the parameter $\gamma$ is selected from the range [0.9, 0.999].

In 2013 an important article [57] was published, which laid the foundation for rapid progress in this area. The article proposes a method that allows for the use of neural networks instead of matrices in the classical Q-learning algorithm. A feature of Q-learning is that it is a general algorithm that can work for any mathematical model. In other words, receiving information about the current state of the system and action rewards, Q-learning can successfully find the optimal strategy for agent behavior in this environment. This strategy is optimal in the sense of maximization of (1.1). Initially, a Q-learning algorithm is proposed in the matrix case, where the value of $Q(s, a)$ determines the usefulness of the action of $a$ from the state $s$. All that the algorithm should do is iteratively recalculate the $Q$ matrix, taking into account the current awards. However, the number of system states can be very large, or even infinite, which makes the matrix approach impossible to implement. The article [57] proposes an approach based on neural networks, which are essentially trained to memorize the values of the $Q$ matrix. Prior to this article, experts considered that it is impossible to use neural networks for reinforcement learning purposes. However, the crucial element proposed in the article called experience replay makes it possible. Experience replay is a periodical re-training of the network on a randomly selected set of past experiences.

Progress in Deep Q-learning has been continued by the following articles. One of the popular modifications of Q -learning is Double Q -learning introduced in [86]. In noisy environments, Q-learning may incorrectly evaluate the real value of the $Q$ function, so an old copy of the network may be useful to address this issue. Thus, instead of using one neural network, two networks are used: a current and an old copy of the network. One network is used for value evaluation and another for the next action selection. Article [93] introduces another Q-learning modification called Dueling Q-learning. The essence of this modification is that another el-
ement called advantage is included in the architecture of the neural network measuring how good the reward for the action is in comparison with an average reward. The experiments have shown that Dueling Q-learning leads to a better policy evaluation and faster training.

Another family of reinforcement learning methods is called policy gradient methods. The difference between these methods compared to Q-learning is that the neural network predicts the probabilities of taking actions from a given state, and not their value. Usually, policy gradient methods have a slower convergence than Q-learning, but they are able to find more optimal strategies in complex games that may be missed by Q-learning due to local incorrect estimates of Q-matrix. In the classic Monte-Carlo policy gradient algorithm [40], action sequences are generated until the game is finished. After that, taking into account the received awards, the probabilities of the performed actions are reevaluated and this process is repeated many times. The disadvantage of the classical approach is that the new policy can differ significantly from the old one, especially in the initial stages of training, when the algorithm is just starting to explore the environment. To address this issue the Proximal Policy Optimization (PPO) algorithm is introduced [78]. A feature of this algorithm is that the objective function is changed and the ratio of the new probability and the old probability of action is included in it. If this ratio exceeds a certain threshold, it is truncated which allows for a stabilization of the training process. Another popular algorithm from this family is Trust Region Policy Optimization (TRPO) [77]. It also utilizes the idea of using the ratio of the new and old policy probabilities, but instead of clipping the reward function, it has trust region constraint which enforces the distance between the old and new policies. This algorithm shows approximately the same training results as PPO, but is more difficult to implement. The ideas of PPO and TRPO are further developed and refined in the following algorithms: Actor-Critic with Experience Replay (ACER) [92], Actor-Critic using Kronecker-Factored Trust Region (ACTKR) [99], Soft Actor-Critic (SAC) [35], etc.

### 1.6 Thesis Contributions

In Chapter 2, we consider a vehicle network on a single road and study its statistical properties. In this case, we derive such fundamental properties of the network as the distribution of the number of clusters, the size of randomly chosen cluster, and the largest cluster size, as well as the distribution of the number of disconnected vehicles. In previous articles, some of these characteristics are also investigated, however, only partial results are obtained in terms of average values, while the full distributions remain unknown. In Chapter 2, we conduct a versatile study and obtain analytical results, not only in terms of mean values and variances, but also in terms of complete distribution. We use the Rayleigh fading model to model the communication channel along with the classic signal propagation model. Simulations are carried out in the cases of urban and rural traffic with a different number of cars and vehicle density distributions. Obtained theoretical results coincide with the simulation results proving their correctness.

Chapter 3 is devoted to the investigation of the evolution of the vehicle network on a highway. Assuming that the state of the channel between two consecutive vehicles is determined by the Markov model with two states, we derive probability distributions of such fundamental evolution characteristics as the duration of the connection between consecutive vehicles, and the cluster lifetime duration. We also derive a formula expressing the probability that a cluster exists between two fixed time moments. Finally, in this chapter, we introduce the concept of $\omega$-stability. This means that the vehicles may not be connected at certain time intervals, but they must at least be connected at each time interval $\omega \Delta t$ ( $\Delta t$ is a timestep between consecutive connections. See more details in Chapter 3). This communication performance is close to the actual operating conditions under which the connection between the cars can be interrupted, but we want to guarantee that it is reestablished again with a certain regularity. In Chapter 3 an algorithm is proposed for calculating the probability of a $\omega$-stable connection between fixed periods of time. All the obtained results are confirmed by simulations done for realistic values of the network parameters.

In Chapter 4, we study the statistical properties of a network in the case in which the vehi-
cles are located on a 2D map with an almost arbitrary topology. To the best of our knowledge, this is the most general map topology considered in the literature, since the only considered scenarios are highways and intersections. In this case, obtaining accurate statistical results is difficult due to a large number of unknowns, such as car routing and traffic light states. Due to the large number of variables, this problem cannot be solved exactly, however, it is possible to obtain approximate distributions of the network properties. We derive the approximate distributions of such fundamental characteristics of the network as the distribution of the number of clusters, and the distribution of the average cluster size. The obtained results quite accurately approximate the simulation results for cases of urban and rural traffic.

Chapter 5 discusses the VANET anti-jamming game. We consider the following game formulation: we assume that the two vehicles are pursued by the jammer in order to disrupt their communication. We examine both single-channel and multi-channel cases. At each step, the vehicle decides on which channel it communicates and determines signal transmission power. The jammer at every step decides how to distribute its power along the channels in order to inflict maximum harm. The main results associated with finding the optimal vehicle strategy include theorems that explicitly contain formulas for calculating the Nash equilibrium. Nash equilibrium can be understood as the optimal player strategies, in this case, the players are the vehicle and the jammer. However, system parameter values such as the distance to the jammer and channel model are generally unknown. Therefore, we use machine learning algorithms to find the optimal vehicle strategy. We use such modern algorithms as Deep Q-learning, Dueling Q-learning, Double Dueling Q-learning and compare their performance with the popular in the literature modification of Q-learning called Policy Hill Climbing. The essence of these algorithms is that at each step, the vehicle receives information about the SINR of the channel; based on this information, the algorithm determines the power level of the next transmission. The simulation results show that the vehicles and the jammer find the optimal strategies derived theoretically in the cases of a constant distance between the vehicles and the distance that varies according to the Intelligent driver model.

It is worth noting that in the dissertation we use ideal models, however, the probability distributions of the intervehicle distance and the signal propagation in them can be replaced by real practical distributions. This could significantly improve prediction power of the models. The dissertation results are published in journals and conference abstracts.

## Chapter 2

## Connectivity statistics of vehicle network

### 2.1 Introduction

This chapter focuses on the statistical properties of VANET in the case in which the vehicles move along the highway. Relatively many articles are devoted to this topic. Since more complex cases, such as a two-dimensional map are very difficult, or even impossible to analyze, the authors usually limit themselves to the case of one road. The complexity of this problem lies in the fact that cars are distributed on the road randomly, and the model of the communication channel is also probabilistic. Thus, in order to derive statistical distributions of such important network characteristics as the number of clusters, cluster size, etc., these two probabilistic models must be combined.

Let us discuss the previous results in more detail. We turn first to articles in which there is no channel model and it is assumed that vehicles within a certain range can always establish a connection, otherwise they are disconnected. In [87], assuming the known distribution of intervehicle distance, the authors derive how far the signal from one vehicle on the network can propagate. It is presumed that the signal is transmitted to the next vehicle in front as long as it is possible. The authors also obtain the explicit formula for the average value of the number of vehicles that are involved in this signal propagation. The study of such a property
as network full connectivity is popular in literature. This notion means that any two network vehicles can communicate with each other, possibly through other network vehicles (multihop propagation). One of the most profound articles in this area is [47], in which the authors study the statistical properties of a car network driving between two consecutive RSUs. The authors derive the cluster size distribution under the assumption of a known network vehicle number. The authors also obtain the probability that the network is fully connected and derive the average size of a fully connected network (they name it 'critical network size').

The following articles discuss the probabilistic channel model. Articles [10,17] consider the Rayleigh, Rician, and Weibull fading channel models. The probabilities of successful communication between pairs of sequential vehicles, as well as the probability of full network connectivity are derived assuming known intervehicle distance distribution. In [88], the authors suggest that vehicles in the cluster do not communicate with each other, but, instead, all vehicles communicate with the main car. Under the presumption of the Rayleigh fading channel model, the Markov model of packet transmission, and the PHY decoding failure model, the average packet loss probability is derived. In [45, 104], the evolution of the network over time is considered. In [45], a case in which a signal is transmitted to vehicles moving in the opposite direction and then sent back to the initial side is investigated. The probability of such a successful two-hop connection is derived under the assumption that the vehicles move at a constant speed. Article [104] focuses on the study of link duration in the specific case, in which the speed of the vehicles grows linearly, reaches a limit, and then remains constant.

In this chapter, we consider the case of a vehicle network on a highway. Our goal is to give an extended description of the network, not only in terms of average values and variance, as is done in the previous articles (such as [47]), but to find the whole distribution of the number of clusters, size of randomly chosen cluster, and the number of disconnected vehicles (here we call them idle vehicles). We use a more realistic model of the communication channel (Rayleigh fading channel) than in [47, 87]. We advance further than the authors of $[10,17,88]$ and find the distribution of the number of clusters and size of randomly chosen cluster. The
difference between this chapter and $[45,104]$ is that we do not consider the evolution of the network over time, but concentrate in detail on more nuanced connectivity characteristics at a fixed moment in time. Moreover, to the best of our knowledge, we are the first to investigate the distribution of the largest cluster size. We assume that every car communicates only with the nearest car in front and behind it. This assumption is made in the previous statistical research in this area as well, in order to make the model simple enough to analyze. Under the presumption of the Rayleigh fading model and known density function of intervehicle distance, we express the above mentioned distributions in terms of known parameters of the network. Our model can be applied to other scenarios if the probability of connection between every pair of consecutive vehicles has the same value $p$. We derive several interesting results describing network connectivity, namely, that the average size of randomly chosen cluster is a constant, approximately equaling $1 /(1-p)$; the average number of clusters is proportional to the number of vehicles $n$ equaling $1+(n-1)(1-p)$; and in the average case there is a constant fraction $\approx 1 /(1-p)^{2}$ of the idle vehicles. The average largest cluster of the network, however, is not a constant and grows as $\log _{1 / p} n$. We confirm these and other theoretical results through simulations carried out in the cases of different car densities and number of cars. The averages and variances of the studied properties are summarized in the following tables (where $C_{E}=0.577 \ldots$ is Euler's constant):

| Property | Average |
| :---: | :---: |
| Number of clusters | $1+(n-1)(1-p)$ |
| Size of clusters | $\left(1-p^{n}\right) /(1-p)$ |
| Size of the largest cluster | $\approx \log _{1 / p}\{(n-1)(1-p)\}+C_{E} / \ln (1 / p)+0.5$ |
| Number of idle cars | $2(1-p)+(n-2)(1-p)^{2}$ |


| Property | Variance |
| :---: | :---: |
| Number of clusters | $(n-1) p(1-p)$ |
| Size of clusters | $\left(2 p^{n+1} n-2 p^{n} n-p^{2 n}-p^{n+1}+p^{n}+p\right) /(1-p)^{2}$ |
| Size of the largest cluster | $\approx \pi^{2} / \ln ^{2}(1 / p)+\frac{1}{12}$ |
| Number of idle cars | $-3 n p^{4}+10 n p^{3}-11 n p^{2}+4 n p+8 p^{4}-22 p^{3}+18 p^{2}-4 p$ |

Table 2.1: Averages and variances obtained in Chapter 2

The studied statistical characteristics have several practical applications. Distribution of size of randomly chosen cluster and maximum cluster size distribution provide us with tools for network load prediction. Also, this statistical information can be used for security purposes. The size of randomly chosen cluster estimation, for example, allows for the prediction of the number of infected vehicles in the event of an attack on a cluster. Estimation of the number of disconnected vehicles makes it possible to evaluate the quality of connection, in order to make the percentage of disconnected vehicles acceptably low.

Chapter 2 is organized as follows. In Section 2.2 we describe the connectivity model and derive a formula for the probability of connection between two consecutive cars. Section 2.3 is devoted to describing the main results of this chapter. In 2.4 we derive all the probabilistic distributions mentioned above. Finally, in Section 2.5, the simulation results are presented and compared to the calculations done by the formulas from Section 2.4. Part of the content related to this chapter is located in Appendix A. This part is devoted to a quick introduction to the theory of generating functions needed in Section 2.4. The results of this chapter are published in [29].

### 2.2 Network model

We consider the network of randomly distributed cars on a highway and suppose that every vehicle of the network can establish a connection only with the closest front and back neighbours. We denote by $d$ the distance between two consecutive vehicles. We assume that the distance between vehicles has random distribution with density function $f_{d}(x)$. Typically it is assumed that distance between cars has exponential distribution, normal distribution, gamma distribution or log-normal distribution. These distributions correspond to different flow conditions. For instance, exponential distribution corresponds to low traffic flow conditions, while high traffic flow conditions are described by normal distribution.

Let us suppose that there are $n$ cars on a road and distribution of distance between cars has
a mean value $M$, therefore, the average distance between the first and the last car is $(n-1) M$, consequently, despite the fact that the road is long, it is improbable that the distance between first and last vehicle is very large.

We consider the same channel model as in [17] with the same parameters. We assume Rayleigh fading channel and that the average channel Signal-to-noise ratio (SNR) between two consecutive vehicles $\bar{\gamma}$ is calculated using the following formula:

$$
\begin{equation*}
\bar{\gamma}=\frac{P_{t x} K}{d^{\alpha} W} \tag{2.1}
\end{equation*}
$$

where $P_{t x}$ is the transmit power, $\alpha$ is the path loss exponent and $K$ is a constant associated with the path loss model. The parameter $K$ is given by the formula

$$
\begin{equation*}
K=\frac{G_{T} G_{R} C^{2}}{\left(4 \pi f_{c}\right)^{2}}, \tag{2.2}
\end{equation*}
$$

where $G_{T}$ and $G_{R}$ are the transmit and receive antenna gains, $C$ is the speed of light and $f_{c}$ is the carrier frequency. We assume that the antennas are omni directional

$$
\begin{equation*}
G_{T}=G_{R}=1 \tag{2.3}
\end{equation*}
$$

and $f_{c}=5.9 \mathrm{GHz}$. The thermal noise power can be determined by the formula

$$
\begin{equation*}
W=k T_{0} B \tag{2.4}
\end{equation*}
$$

where $k=1.38 \times 10^{-23} \mathrm{~J} / \mathrm{K}$ is the Boltzmann constant, $T_{0}\left(T_{0}=300^{\circ} \mathrm{K}\right)$ is the room temperature, and $B(B=10 \mathrm{MHz})$ is the transmission bandwidth.

In a real scenario, clusters are not necessarily formed by consecutive cars, however, this case is difficult for statistical analysis and is not considered in the literature. Therefore, in the dissertation we assume the following definition of a cluster.

Definition. A cluster is a group of sequential vehicles such that each previous vehicle communicates with the next. It is also assumed that this group cannot be expanded, therefore, communications with the vehicles before and after the cluster are not established.

The SNR density function $f_{\gamma}(x)$ of the Rayleigh channel is given by the formula

$$
\begin{equation*}
f_{\gamma}(x)=\frac{1}{\bar{\gamma}} e^{-x / \bar{\gamma}} \tag{2.5}
\end{equation*}
$$

We consider the Rayleigh channel model because it is traditionally used to model non-line-of-sight signal propagation. However, the results of this chapter can be generalized to other channel models by changing the density function (2.5). For example, for modeling line-ofsight signal propagation the Rice channel model is traditionally applied. It is assumed that there is a connection between consecutive cars if $\gamma$ is greater than the threshold $\Psi$. Therefore,

$$
\begin{equation*}
P(\gamma>\Psi)=\int_{\Psi}^{\infty} f_{\gamma}(x) d x=e^{-\Psi / \bar{\gamma}} \tag{2.6}
\end{equation*}
$$

Let us denote the probability that two consecutive vehicles can establish a connection by $p$. By using (2.1), (2.6) and following the logic of [47] we can derive formula expressing value of the probability $p$ through intervehicle density function $f_{d}(x)$ :

$$
\begin{equation*}
p=\int_{0}^{\infty} P(\gamma(x)>\Psi) f_{d}(x) d x=\int_{0}^{\infty} \exp \left(-\frac{\Psi x^{\alpha} W}{P_{t x} K}\right) f_{d}(x) d x \tag{2.7}
\end{equation*}
$$

Although we do not explicitly use such a characteristic as the minimum distance between vehicles in our model, it can be incorporated into the function $f_{d}(x)$ as follows. Let the minimum distance between cars be MinDist, then $f_{d}(x)=0$ for $x<$ MinDist.

The value of the parameter $p$ lies within the interval $(0,1)$ and plays a prominent role in the further investigations. It determines the quality of communication. A larger value of parameter $p$ leads to a better quality of connection and consequently a bigger size of clusters.

### 2.3 Main results

Let us denote by ClustNum the number of clusters in the network. We derive the following formula for the probability $P($ ClustNum $=r)$ that the network has exactly $r$ clusters

$$
\begin{equation*}
P(\text { ClustNum }=r)=\binom{n-1}{r-1} p^{n-r}(1-p)^{r-1}, \tag{2.8}
\end{equation*}
$$

where parameter $p$ is determined in (2.7).
The average cluster number $\mathbf{E}[$ ClustNum] and its variance $\operatorname{Var}[$ ClustNum] can be calculated using the following formulas:

$$
\begin{align*}
& \mathbf{E}[\text { ClustNum }]=1+(n-1)(1-p),  \tag{2.9}\\
& \operatorname{Var}[\text { ClustNum }]=(n-1) p(1-p) . \tag{2.10}
\end{align*}
$$

Remark. We see from (2.9) that the average number of clusters in the system grows linearly with the number of vehicles with a growth factor $1-p$.

We denote by $P($ ClustSize $=r)$ the probability that the size of randomly chosen cluster equals $r$. By size of a randomly chosen cluster we mean the following. Assuming the network has $k$ clusters, we choose one of them with a probability of $1 / k$. Then by size of randomly chosen cluster we mean the size of the cluster that is selected. The probability $P($ ClustSize $=r)$ is given by the following formula:

$$
P(\text { ClustS ize }=r)= \begin{cases}p^{r-1}(1-p), & \text { if } r<n  \tag{2.11}\\ p^{n-1}, & \text { if } r=n\end{cases}
$$

The average value and variance size of randomly chosen cluster are given by the formulas

$$
\begin{equation*}
\mathbf{E}[\text { ClustS ize }]=\frac{1-p^{n}}{1-p}, \tag{2.12}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Var}[\text { ClustSize }]=\frac{2 p^{n+1} n-2 p^{n} n-p^{2 n}-p^{n+1}+p^{n}+p}{(1-p)^{2}} \tag{2.13}
\end{equation*}
$$

Remark. It follows from the formulas (2.12) and (2.13) that the average size of randomly chosen cluster approximately equals $1 /(1-p)$ (constant!) and its variance approximately equals $p /(1-p)^{2}$, since $p^{n} \rightarrow 0, n \rightarrow \infty$.

In order to formulate the results about the distribution of the largest cluster we need the following function:

$$
\begin{align*}
& g(k)=\sum_{m=1}^{\lfloor n /(k+1)\rfloor}(-1)^{m} p^{m k}(1-p)^{m-1}\binom{n-1-m k}{m-1}+ \\
&+\sum_{m=0}^{\lfloor(n-1) /(k+1)\rfloor}(-1)^{m} p^{m k}(1-p)^{m}\binom{n-1-m k}{m}, \tag{2.14}
\end{align*}
$$

where $\lfloor x\rfloor$ means rounding down. We denote the probability that the number of vehicles in the largest cluster equals $r$ by $P($ LargestClust $=r)$. This probability is given by the following formula:

$$
P(\text { LargestClust }=r)= \begin{cases}p^{n-1}, & \text { if } r=n,  \tag{2.15}\\ g(r)-g(r-1), & \text { if } 1<r<n, \\ (1-p)^{n-1}, & \text { if } r=1 .\end{cases}
$$

However, the formula (2.15) is inconvenient for analysis, so we derive the following approximate formulas for average size of the largest cluster and its variance, which are simple and can be used for sufficiently large values of $n$ :

$$
\begin{gather*}
\mathbf{E}[\text { LargestClust }] \approx \log _{1 / p}\{(n-1)(1-p)\}+C_{E} / \ln (1 / p)+0.5,  \tag{2.16}\\
\operatorname{Var}[\text { LargestClust }] \approx \pi^{2} / \ln ^{2}(1 / p)+\frac{1}{12} \tag{2.17}
\end{gather*}
$$

where $C_{E}=0.577 \ldots$ is Euler's constant.
Remark. From the previous remark we know that the average size of randomly chosen cluster is $\approx 1 /(1-p)$, however, from (2.16) we conclude that the size of the largest cluster
grows logarithmically with the number of vehicles in the network.
We call a car idle if it cannot communicate with other vehicles in the network. Using the theory of generating functions, we derive the following formula for calculating the probability $P($ IdleCars $=r)$ that the number of idle vehicles in the network equals $r$ :

$$
\begin{equation*}
P(\text { IdleCars }=r)=\left.\frac{p^{n+1}}{(1-p)^{2}(n-r)!} \frac{d^{n-r}}{d x^{n-r}}\left\{\frac{(1-x)^{r+1}}{\left((1-x) \frac{p}{1-p}-x^{2}\right)^{r+1}}\right\}\right|_{x=0}, \tag{2.18}
\end{equation*}
$$

where $k$ ! is a factorial and $\left.\frac{d^{k}}{d x^{k}} f(x)\right|_{x=0}$ is $k$-th derivative of function $f(x)$ calculated at the point $x=0$. The formula (2.18) is quite complex, so we derived the following formulas for the average number of idle cars and their variance:

$$
\begin{gather*}
\mathbf{E}[\text { IdleCars }]=2(1-p)+(n-2)(1-p)^{2}  \tag{2.19}\\
\operatorname{Var}[\text { IdleCars }]=-3 n p^{4}+10 n p^{3}-11 n p^{2}+4 n p+8 p^{4}-22 p^{3}+18 p^{2}-4 p \tag{2.20}
\end{gather*}
$$

Remark. Formula (2.19) leads us to an important conclusion that in average there is a constant fraction $\approx(1-p)^{2}$ of idle vehicles in the network.

### 2.4 Mathematical derivations

### 2.4.1 Distribution of number of clusters

The main achievement of this chapter is that we drive not only the average values of various connectivity characteristics, as in the previous articles (see the Introduction), but also their probability distributions and variances. In this section we investigate such a significant characteristic of the network as distribution of number of clusters. In this section we establish the following formula for the probability of number of clusters ClustNum equaling $r$ :

$$
\begin{equation*}
P(\text { ClustNum }=r)=\binom{n-1}{r-1} p^{n-r}(1-p)^{r-1}, \tag{2.21}
\end{equation*}
$$

where parameter $p$ is determined in (2.7). In other words, number of clusters has binomial distribution.

To prove formula (2.21) we need to better understand the structure of the network. The idea behind the derivation is to consider connections between vehicles as Bernoulli trials. There are $n$ vehicles in the network establishing no more than $n-1$ connections between each other, thus, we can think about them as $n-1$ independent trials, in which each of them is successful if consecutive vehicles can connect, and unsuccessful otherwise. Clusters are assumed to be formed by a series of several consecutive vehicles, therefore, if there are $r$ clusters in the network, then exactly $r-1$ vehicles cannot establish a connection. From the above we could conclude that the probability $P($ ClustNum $=r)$ equals the probability that in $n-1$ trials exactly $r-1$ are unsuccessful with the probability of success $p$. This probability is given by well-known formula for binomial distribution, which in our case is exactly formula (2.21).

By using known formulas for mean and variance of binomial distribution one can derive that the average number of clusters and their variance are given by the formulas

$$
\begin{align*}
& \mathbf{E}[\text { ClustNum }]=1+(n-1)(1-p),  \tag{2.22}\\
& \text { Var }[\text { Clust } N u m]=(n-1) p(1-p) . \tag{2.23}
\end{align*}
$$

### 2.4.2 Distribution of size of randomly chosen cluster

In this subsection we concentrate on finding probability $P($ ClustS ize $=r)$ that an size of randomly chosen cluster in the network equals $r$. We prove the following formula:

$$
P(\text { ClustSize }=r)= \begin{cases}p^{r-1}(1-p), & \text { if } r<n  \tag{2.24}\\ p^{n-1}, & \text { if } r=n\end{cases}
$$

Unfortunately, we do not know a simple proof. So, we use mathematical apparatus of generating functions, which allows for reformulating the problem in terms of series and use different
analytical methods to operate with them.
We denote number of clusters of the vehicle network $N$ by $\operatorname{clust}(N)$ and number of clusters having size $r$ by $\operatorname{count}(r ; N)$. Let us establish the formula

$$
\begin{equation*}
P(\text { ClustSize }=r)=\sum_{k=1}^{n} \sum_{N: \operatorname{clust}(N)=k} \frac{\operatorname{count}(r ; N)}{k} P(N), \tag{2.25}
\end{equation*}
$$

where $P(N)$ is the probability of the network $N$ and the second summation is carried out over all networks $N$ with the restriction $\operatorname{clust}(N)=k$. The network could have from 1 to $n$ clusters, so $k$ varies from 1 to $n$, and for each value of the parameter $k$, we consider all networks with $k$ clusters. Finally, for each such case, we sum up the probabilities that a randomly selected cluster has size $r$. Since the network $N$ contains $\operatorname{count}(r ; N)$ clusters of size $r$, then the probability of choosing a cluster of size $r$ among $k$ clusters is given as $\frac{\operatorname{count}(r ; N)}{k}$. We should multiply the last probability by $P(N)$ in order to calculate the probability that the cluster of size $k$ is chosen in the network $N$.

We denote networks having $k$ clusters, under condition that $s$ of them have size $r$ by $N_{s, k}$, therefore, $\operatorname{count}\left(r ; N_{s, k}\right)=s$. Since the network has $k$ clusters, $s$ varies from 1 to $k$. We rewrite the summation over all networks $N$ as the summation over the networks $N_{s, k}$ as follows:

$$
\begin{equation*}
P(\text { ClustS ize }=r)=\sum_{k=1}^{n} \sum_{s=1}^{k} \sum_{N_{s, k}} \frac{\operatorname{count}\left(r ; N_{s, k}\right)}{k} P\left(N_{s, k}\right)=\sum_{k=1}^{n} \sum_{s=1}^{k} \sum_{N_{s, k}} \frac{s}{k} P\left(N_{s, k}\right) . \tag{2.26}
\end{equation*}
$$

Repeating the steps of derivation of (2.21) we conclude that

$$
\begin{equation*}
P\left(N_{s, k}\right)=(1-p)^{k-1} p^{n-k} . \tag{2.27}
\end{equation*}
$$

From (2.26) and (2.27) we derive that

$$
\begin{equation*}
P(\text { ClustSize }=r)=\sum_{k=1}^{n} \sum_{s=1}^{k} \sum_{N_{s, k}} \frac{s}{k}(1-p)^{k-1} p^{n-k}=\sum_{k=1}^{n}(1-p)^{k-1} p^{n-k} \sum_{s=1}^{k} \frac{s N u m(s, k)}{k} . \tag{2.28}
\end{equation*}
$$

Let us establish the formula

$$
\begin{equation*}
\operatorname{Num}(s, k)=\operatorname{coeff} f_{x^{n}}\binom{k}{s} x^{r s}\left(x+x^{2}+x^{3}+\ldots-x^{r}\right)^{k-s}, \tag{2.29}
\end{equation*}
$$

where $\binom{k}{s}$ is a binomial coefficient and $\operatorname{coef} f_{x^{n}} P(x)$ is a coefficient of the term $x^{n}$ in polynomial $P(x)$. The important step is to understand that the value of $\operatorname{Num}(s, k)$ equals the number of representations of the integer $n$ as a sum of $k$ summands under condition that exactly $s$ of them equal $r$. This is true, because the clusters are formed by group of consecutive vehicles. Therefore, we can use formula (A.4) in Appendix A identical to the formula (2.29) for calculation of $\operatorname{Num}(s, k)$. From (2.29) we obtain

$$
\begin{align*}
\sum_{s=1}^{k} \frac{\operatorname{sNum}(s, k)}{k}=\frac{1}{k} \operatorname{coeff}_{x^{n}} \sum_{s=1}^{k}\binom{k}{s} s x^{r s}\left(x+x^{2}\right. & \left.+x^{3}+\ldots-x^{r}\right)^{k-s}= \\
& =\frac{1}{k} \operatorname{coeff}_{x^{n}} \sum_{s=1}^{k}\binom{k}{s} s x^{r s}\left(\frac{x}{1-x}-x^{r}\right)^{k-s} \tag{2.30}
\end{align*}
$$

One can prove that the identity

$$
\begin{equation*}
\sum_{s=1}^{k}\binom{k}{s} s x^{r s} y^{k-s}=k\left(x^{r}+y\right)^{k-1} x^{r} \tag{2.31}
\end{equation*}
$$

is satisfied. We substitute $y=\frac{x}{1-x}-x^{r}$ into (2.31) and use (2.30) to derive the following:

$$
\begin{equation*}
\sum_{s=1}^{k} \frac{s N u m(s, k)}{k}=\operatorname{coef} f_{x^{n}}\left(x^{r}+\frac{x}{1-x}-x^{r}\right)^{k-1} x^{r}=\operatorname{coeff}_{x^{n}}\left(\frac{x}{1-x}\right)^{k-1} x^{r} \tag{2.32}
\end{equation*}
$$

Combining equations (2.28) and (2.32) we obtain

$$
\begin{align*}
& P(\text { ClustSize }=r)=\sum_{k=1}^{n} \operatorname{coeff}_{x^{n}}\left(\frac{x}{1-x}\right)^{k-1} x^{r}(1-p)^{k-1} p^{n-k}= \\
& \quad p^{n-1} \sum_{k=1}^{n} \operatorname{coeff}_{x^{n}}\left(\frac{x}{1-x}\right)^{k-1} x^{r}\left(\frac{1-p}{p}\right)^{k-1}=p^{n-1} \sum_{k=1}^{\infty} \operatorname{coeff} f_{x^{n-r}}\left(\frac{x}{(1-x)} \frac{1-p}{p}\right)^{k-1} . \tag{2.33}
\end{align*}
$$

The last equality in (2.33) is true because of the identity

$$
p^{n-1} \sum_{k=n+1}^{\infty} \operatorname{coeff}_{x^{n-r}}\left(\frac{x}{(1-x)} \frac{1-p}{p}\right)^{k-1}=0 .
$$

The last identity is valid, because the series $\sum_{k=n+1}^{\infty}\left(\frac{x}{(1-x)} \frac{1-p}{p}\right)^{k-1}$ has nonzero coefficients only of $x^{i}, i \geq n$. Therefore, the coefficient of $x^{n-r}$ equals zero. Transferring $\operatorname{coef} f_{x^{n-r}}$ before the summation sign we deduce

$$
\begin{equation*}
P(\text { ClustSize }=r)=p^{n-1} \operatorname{coeff}_{x^{n-r}} \sum_{k=1}^{\infty}\left(\frac{x}{(1-x)} \frac{1-p}{p}\right)^{k-1} \tag{2.34}
\end{equation*}
$$

Applying the formula of the sum of geometric progression to (2.34) we derive

$$
\begin{equation*}
P(\text { ClustSize }=r)=p^{n-1} \operatorname{coeff}_{x^{n-r}} \frac{1}{1-\frac{x}{(1-x)} \frac{1-p}{p}}=p^{n-1} \operatorname{coef} f_{x^{n-r}} \frac{1-x}{1-x\left(1+\frac{1-p}{p}\right)} . \tag{2.35}
\end{equation*}
$$

By expanding fraction $\frac{1-x}{1-x\left(1+\frac{1-p}{p}\right)}$ into power series we obtain

$$
\begin{align*}
& \text { P(ClustSize }=r)=p^{n-1} \operatorname{coeff}_{x^{n-r}}(1-x) \sum_{k=0}^{\infty} x^{k} p^{-k}= \\
& \qquad\left\{\begin{array}{ll}
p^{n-1}\left(p^{-n+r}-p^{-n+r+1}\right), & \text { if } r<n, \\
p^{n-1}, & \text { if } r=n
\end{array}= \begin{cases}p^{r-1}(1-p), & \text { if } r<n, \\
p^{n-1}, & \text { if } r=n .\end{cases} \right. \tag{2.36}
\end{align*}
$$

Formula (2.24) is proven.
Now we are ready to calculate the average value and the variance of the distribution (2.24). Firstly, we find the first two moments by the formulas

$$
\begin{align*}
& M_{1}=n p^{n-1}+(1-p) \sum_{\alpha=1}^{n-1} \alpha p^{\alpha-1}  \tag{2.37}\\
& M_{2}=n^{2} p^{n-1}+(1-p) \sum_{\alpha=1}^{n-1} \alpha^{2} p^{\alpha-1} . \tag{2.38}
\end{align*}
$$

By using the identities

$$
\begin{gather*}
\sum_{\alpha=1}^{n-1} \alpha p^{\alpha-1}=\frac{1+((n-1) p-n) p^{n-1}}{(1-p)^{2}},  \tag{2.39}\\
\sum_{\alpha=1}^{n-1} \alpha^{2} p^{\alpha-1}=\frac{1+p-\left((n-1)^{2} p^{2}+\left(-2 n^{2}+2 n+1\right) p+n^{2}\right) p^{n-1}}{(1-p)^{3}} \tag{2.40}
\end{gather*}
$$

we derive

$$
\begin{gather*}
M_{1}=\frac{1-p^{n}}{1-p}  \tag{2.41}\\
M_{2}=\frac{2 p^{n+1} n-2 p^{n} n-p^{n+1}-p^{n}+p+1}{(1-p)^{2}} \tag{2.42}
\end{gather*}
$$

From formulas (2.41) and (2.42) we finally obtain

$$
\begin{gather*}
\mathbf{E}[\text { ClustSize }]=M_{1}=\frac{1-p^{n}}{1-p}  \tag{2.43}\\
\operatorname{Var}[\text { ClustSize }]=M_{2}-M_{1}^{2}=\frac{2 p^{n+1} n-2 p^{n} n-p^{2 n}-p^{n+1}+p^{n}+p}{(1-p)^{2}} \tag{2.44}
\end{gather*}
$$

### 2.4.3 Distribution of the largest cluster size

In the previous section we explored the question about distribution of cluster size. It is established that the average cluster size is approximately $1 /(1-p)$, therefore, being a constant. However, it is natural to investigate this problem further and understand how the largest cluster size deviates from the average.

We denote the probability that the largest cluster of the network is formed by exactly $r$ vehicles by $P($ Largest Clust $=r)$. Let us introduce the function $g(k)$ by the formula

$$
\begin{equation*}
g(k)=\sum_{m=1}^{\lfloor n /(k+1)\rfloor}(-1)^{m} p^{m k}(1-p)^{m-1}\binom{n-1-m k}{m-1}+\sum_{m=0}^{\lfloor(n-1) /(k+1)\rfloor}(-1)^{m} p^{m k}(1-p)^{m}\binom{n-1-m k}{m}, \tag{2.45}
\end{equation*}
$$

where $\lfloor x\rfloor$ means rounding down. We establish the following formula:

$$
P(\text { LargestClust }=r)= \begin{cases}p^{n-1}, & \text { if } r=n,  \tag{2.46}\\ g(r)-g(r-1), & \text { if } 1<r<n, \\ (1-p)^{n-1}, & \text { if } r=1\end{cases}
$$

The cases $r=n$ and $r=1$ are trivial, because under these assumptions all vehicles are connected or disconnected, respectively. Thus, we need to prove the formula (2.46) only in the case $1<r<n$. We denote the length of the longest run in the sequence of the $n-1$ Bernoulli trials by $L_{n-1}$. The following equation is proven in [62]:

$$
\begin{equation*}
P\left(L_{n-1} \leq r-1\right)=g(r), \tag{2.47}
\end{equation*}
$$

where $g(k)$ is determined in (2.45). The number of vehicles in the network is $n$, consequently, there are $n-1$ connections between them and we can consider them as a sequence of Bernoulli trials as before. The probability $P($ LargestClust $=r)$ equals the probability that the network has the longest run equaling $r-1$ (number of connections is less than the number of cars by 1). From the above we derive

$$
\begin{align*}
& P(\text { LargestClust }=r)=P\left(L_{n-1}=r-1\right)= \\
& \qquad P\left(L_{n-1} \leq r-1\right)-P\left(L_{n-1} \leq r-2\right)=g(r)-g(r-1) . \tag{2.48}
\end{align*}
$$

Formula (2.46) is proven.
Despite the fact that the formula (2.46) can be used for the calculation of the probabilities $P($ LargestClust $=r)$, it is overly complicated to predict behaviour of the network with growing number of vehicles. Fortunately, the asymptotic of the longest successful run with growing $n$ is already found (see, for instance, $[32,76]$ ), in which the expected value and variance of the longest run are derived for sufficiently large values of $n$. Taking into account that there are
$n-1$ connections in our network, the fact that the number of connections is less that number of vehicles in a cluster by 1 , and the formulas from above mentioned articles we conclude that the expected value and variance of the largest cluster of our network are

$$
\begin{gather*}
\mathbf{E}[\text { Largest Clust }] \approx \log _{1 / p}\{(n-1)(1-p)\}+C_{E} / \ln (1 / p)+0.5,  \tag{2.49}\\
\operatorname{Var}[\text { LargestClust }] \approx \pi^{2} / \ln ^{2}(1 / p)+\frac{1}{12}, \tag{2.50}
\end{gather*}
$$

where $C_{E}=0.577 \ldots$ is Euler's constant.

### 2.4.4 Distribution of idle car number

We call car idle if it fails to establish a connection with any of its neighbours. Unfortunately, there is no simple formula for calculating the probability $P($ IdleCar $s=r)$ that the network has exactly $r$ idle vehicles. We prove by using method of generating functions that the probability $P($ IdleCars $=r)$ can be calculated by the formula

$$
\begin{equation*}
P(\text { IdleCars }=r)=\left.\frac{p^{n+1}}{(1-p)^{2}(n-r)!} \frac{d^{n-r}}{d x^{n-r}}\left\{\frac{(1-x)^{r+1}}{\left((1-x) \frac{p}{1-p}-x^{2}\right)^{r+1}}\right\}\right|_{x=0}, \tag{2.51}
\end{equation*}
$$

where $k$ ! is a factorial and $\left.\frac{d^{k}}{d x^{k}} f(x)\right|_{x=0}$ is $k$-th derivative of function $f(x)$ calculated at the point $x=0$.

We denote by $\operatorname{IdleNum}(k, r)$ number of graphs having $k$ clusters and $r$ idle cars. By considering Problem 4 from Appendix A and (2.27) we derive

$$
\begin{gather*}
\operatorname{IdleNum}(k, r)=\operatorname{coeff} f_{x^{n}}\binom{k}{r} x^{r}\left(x^{2}+x^{3}+\ldots\right)^{k-r},  \tag{2.52}\\
P(\text { Graph has } k \text { clusters })=(1-p)^{k-1} p^{n-k} . \tag{2.53}
\end{gather*}
$$

Combining formulas (2.52) and (2.53), we get

$$
\begin{align*}
& P(\text { IdleCars }=r)=\sum_{k=r}^{n} \operatorname{IdleNum}(k, r) P(\text { Graph has } k \text { clusters })= \\
& \operatorname{coeff}_{x^{n}} \sum_{k=r}^{n}\binom{k}{r} x^{r}\left(x^{2}+x^{3}+\ldots\right)^{k-r}(1-p)^{k-1} p^{n-k}= \\
& \quad \operatorname{coeff}_{x^{n}} \sum_{k=r}^{\infty}\binom{k}{r} x^{r}\left(x^{2}+x^{3}+\ldots\right)^{k-r}(1-p)^{k-1} p^{n-k} \tag{2.54}
\end{align*}
$$

The last equality in (2.54) is correct because

$$
\operatorname{coeff}_{x^{n}} \sum_{k=n+1}^{\infty}\binom{k}{r} x^{r}\left(x^{2}+x^{3}+\ldots\right)^{k-r}(1-p)^{k-1} p^{n-k}=0
$$

Equation (2.54) could be rewritten as follows:

$$
\begin{equation*}
P(\text { IdleCars }=r)=\frac{p^{n}}{1-p} \operatorname{coeff}_{x^{n-r}}\left(\frac{1-x}{x^{2}}\right)^{r} \sum_{k=r}^{\infty}\binom{k}{r}\left(\frac{x^{2}}{1-x} \frac{1-p}{p}\right)^{k} \tag{2.55}
\end{equation*}
$$

We use the following known fact about the Taylor series. The coefficient $\operatorname{coef} f_{x^{i}} f(x)$ in the series $f(x)=\sum_{i=0}^{\infty} a_{i} x^{i}$ can be calculated by the formula

$$
\begin{equation*}
\operatorname{coef} f_{x^{i}} f(x)=a_{i}=\left.\frac{1}{i!} \frac{d^{i} f}{d x^{i}}\right|_{x=0} . \tag{2.56}
\end{equation*}
$$

If we substitute $y=\frac{1-x}{x^{2}} \frac{p}{1-p}$ into the identity

$$
\sum_{k=r}^{\infty}\binom{k}{r} y^{k}=\frac{1}{y} \frac{1}{\left(\frac{1}{y}-1\right)^{r+1}}
$$

we obtain

$$
\begin{equation*}
\sum_{k=r}^{\infty}\binom{k}{r}\left(\frac{1-x}{x^{2}} \frac{p}{1-p}\right)^{k}=\frac{x^{2}}{1-x} \frac{1-p}{p} \frac{1}{\left(\frac{x^{2}}{1-x} \frac{1-p}{p}-1\right)^{r+1}} \tag{2.57}
\end{equation*}
$$

By substituting (2.57) into (2.55), reducing fractions to a common denominator and using
(2.56), we derive

$$
\begin{aligned}
& P(\text { IdleCars }=r)=\frac{p^{n}}{1-p} \operatorname{coeff} f_{x^{n-r}}\left(\frac{1-x}{x^{2}}\right)^{r} \frac{1-x}{x^{2}} \frac{p}{1-p} \frac{1}{\left(\frac{1-x}{x^{2}} \frac{p}{1-p}-1\right)^{r+1}}= \\
& \frac{p^{n+1}}{(1-p)^{2}} \operatorname{coeff} f_{x^{n-r}}\left(\frac{1-x}{x^{2}}\right)^{r+1} \frac{1}{\left(\frac{1-x}{x^{2}} \frac{p}{1-p}-1\right)^{r+1}}= \\
& \frac{p^{n+1}}{(1-p)^{2}} \operatorname{coeff}_{x^{n-r}} \frac{(1-x)^{r+1}}{\left((1-x) \frac{p}{1-p}-x^{2}\right)^{r+1}}= \\
&\left.\frac{p^{n+1}}{(1-p)^{2}(n-r)!} \frac{d^{n-r}}{d x^{n-r}}\left\{\frac{(1-x)^{r+1}}{\left((1-x) \frac{p}{1-p}-x^{2}\right)^{r+1}}\right\}\right|_{x=0} .
\end{aligned}
$$

Formula (2.51) is proved.

Despite the fact that the formula of distribution of idle vehicles is quite complicated, we can derive simple expression for the expected number of idle vehicles. Let us denote the random variable that equals 1 it $k$-th vehicle is idle and 0 otherwise by $\xi_{k}$. Let us prove that the expected value of $\xi_{k}$ can be determined by this formula

$$
\mathbf{E}\left[\xi_{k}\right]= \begin{cases}(1-p)^{2}, & \text { if } 1<k<n  \tag{2.58}\\ 1-p, & \text { if } k=1 \text { or } k=n\end{cases}
$$

It is enough to prove the formula (2.58) in the case $1<k<n$, since derivations in other cases are similar. If $1<k<n$, then the vehicle has exactly two neighbours. Since the probability of disconnection equals $(1-p)$, the probability of car being idle equals $(1-p)^{2}$. Finally,

$$
\begin{equation*}
\mathbf{E}\left[\xi_{k}\right]=1 \times(1-p)^{2}+0 \times\left(1-(1-p)^{2}\right)=(1-p)^{2} . \tag{2.59}
\end{equation*}
$$

Formula (2.58) is proven. Therefore, the average number of idle cars is

$$
\begin{equation*}
\mathbf{E}[\text { IdleCars }]=\mathbf{E}\left[\sum_{k=1}^{n} \xi_{k}\right]=\sum_{k=1}^{n} \mathbf{E}\left[\xi_{k}\right]=2(1-p)+\sum_{k=2}^{n-1}(1-p)^{2}=2(1-p)+(n-2)(1-p)^{2} . \tag{2.60}
\end{equation*}
$$

Let us calculate the variance of distribution of number of idle vehicles. It is given as follows:
$\operatorname{Var}[$ IdleCar $s]=\mathbf{E}\left[\left(\sum_{k=1}^{n} \xi_{k}\right)^{2}\right]-\mathbf{E}[\text { IdleCars }]^{2}=\sum_{k=1}^{n} \mathbf{E}\left[\xi_{k}^{2}\right]+2 \sum_{k=1}^{n-1} \sum_{j=k+1}^{n} \mathbf{E}\left[\xi_{k} \xi_{j}\right]-\mathbf{E}[\text { IdleCars }]^{2}$.

If two vehicles are not neighbours then the variables $\xi_{k}$ and $\xi_{j}$ are independent and, therefore, $\mathbf{E}\left[\xi_{k} \xi_{j}\right]=\mathbf{E}\left[\xi_{k}\right] \mathbf{E}\left[\xi_{j}\right]$, otherwise $\mathbf{E}\left[\xi_{k} \xi_{j}\right]$ can be derived by analogy with the derivation of (2.58). Thus, the formula

$$
\mathbf{E}\left[\xi_{k} \xi_{j}\right]= \begin{cases}\mathbf{E}\left[\xi_{k}\right] \mathbf{E}\left[\xi_{j}\right], & \text { if } j>k+1,  \tag{2.62}\\ (1-p)^{3}, & \text { if } j=k+1 \text { and } 1<k<n-1, \\ (1-p)^{2}, & \text { if } j=k+1, k=1 \text { or } k=n-1\end{cases}
$$

is valid for $j>k$. Using (2.62), we derive

$$
\begin{align*}
& \sum_{k=1}^{n-1} \sum_{j=k+1}^{n} \mathbf{E}\left[\xi_{k} \xi_{j}\right]=\sum_{k=1}^{n-1} \sum_{j=k+2}^{n} \mathbf{E}\left[\xi_{k}\right] \mathbf{E}\left[\xi_{j}\right]+\sum_{k=2}^{n-2} \mathbf{E}\left[\xi_{k} \xi_{k+1}\right]+\mathbf{E}\left[\xi_{1} \xi_{2}\right]+\mathbf{E}\left[\xi_{n-1} \xi_{n}\right] \\
&=\sum_{k=1}^{n-1} \sum_{j=k+2}^{n} \mathbf{E}\left[\xi_{k}\right] \mathbf{E}\left[\xi_{j}\right]+(n-3)(1-p)^{3}+2(1-p)^{2} \tag{2.63}
\end{align*}
$$

Consequently, by using (2.61) and (2.63) and taking into account that $\xi_{k}^{2}=\xi_{k}$ we obtain

$$
\begin{align*}
& \operatorname{Var}[\text { IdleCars }]=\sum_{k=1}^{n} \mathbf{E}\left[\xi_{k}^{2}\right]+2 \sum_{k=1}^{n-1} \sum_{j=k+1}^{n} \mathbf{E}\left[\xi_{k} \xi_{j}\right]-\left(\mathbf{E}\left[\sum_{k=1}^{n} \xi_{k}\right]\right)^{2}= \\
& \sum_{k=1}^{n} \mathbf{E}\left[\xi_{k}^{2}\right]+2 \sum_{k=1}^{n-1} \sum_{j=k+2}^{n} \mathbf{E}\left[\xi_{k}\right] \mathbf{E}\left[\xi_{j}\right] \\
& +2(n-3)(1-p)^{3}+4(1-p)^{2}-\sum_{k=1}^{n} \mathbf{E}\left[\xi_{k}\right]^{2}-2 \sum_{k=1}^{n-1} \sum_{j=k+1}^{n} \mathbf{E}\left[\xi_{k}\right] \mathbf{E}\left[\xi_{j}\right]= \\
& \sum_{k=1}^{n} \mathbf{E}\left[\xi_{k}\right]-\sum_{k=1}^{n} \mathbf{E}\left[\xi_{k}\right]^{2}-2 \sum_{k=1}^{n-1} \mathbf{E}\left[\xi_{k}\right] \mathbf{E}\left[\xi_{k+1}\right]+2(n-3)(1-p)^{3}+4(1-p)^{2} \tag{2.64}
\end{align*}
$$

We derive the explicit formulas for every sum in (2.64). Equality (2.60) gives us

$$
\begin{equation*}
\sum_{k=1}^{n} \mathbf{E}\left[\xi_{k}\right]=2(1-p)+(n-2)(1-p)^{2} \tag{2.65}
\end{equation*}
$$

By analogy with derivation of (2.60) we can deduce that

$$
\begin{equation*}
\sum_{k=1}^{n} \mathbf{E}\left[\xi_{k}\right]^{2}=2(1-p)^{2}+(n-2)(1-p)^{4} \tag{2.66}
\end{equation*}
$$

The last sum in (2.64) can be derived using (2.58) as follows:

$$
\begin{align*}
& \sum_{k=1}^{n-1} \mathbf{E}\left[\xi_{k}\right] \mathbf{E}\left[\xi_{k+1}\right]=\sum_{k=2}^{n-2} \mathbf{E}\left[\xi_{k}\right] \mathbf{E}\left[\xi_{k+1}\right]+\mathbf{E}\left[\xi_{1}\right] \mathbf{E}\left[\xi_{2}\right]+ \\
& \mathbf{E}\left[\xi_{n-1}\right] \mathbf{E}\left[\xi_{n}\right]=(n-3)(1-p)^{4}+2(1-p)^{3} . \tag{2.67}
\end{align*}
$$

Combining formulas (2.64)-(2.67) we obtain

$$
\begin{align*}
& \operatorname{Var}[\text { IdleCars }]=2(1-p)+(n-2)(1-p)^{2}-2(1-p)^{2}-(n-2)(1-p)^{4}-2(n-3)(1-p)^{4}-4(1-p)^{3} \\
+ & 2(n-3)(1-p)^{3}+4(1-p)^{2}=-3 n p^{4}+10 n p^{3}-11 n p^{2}+4 n p+8 p^{4}-22 p^{3}+18 p^{2}-4 p . \tag{2.68}
\end{align*}
$$

### 2.5 Simulations

We use the model described by the equations (2.1)-(2.7) and make simulations for $n=10$ and $n=20$ vehicles on the road assuming exponential distribution of the intervehicle distance with probability density function $\rho e^{-\rho x}$, where $\rho$ is a vehicle density. We consider two scenarios. In the first case, the density is low $\rho=0.01$ ( 10 cars per kilometer) which is the case for rural traffic, in the second case $\rho=0.05$ (50 cars per kilometer), which corresponds to urban traffic. We use the following values of the parameters taken from [17] (see their descriptions in Section 2.2):

$$
\begin{gathered}
G_{T}=G_{R}=1, f_{c}=5.9 \mathrm{GHz}, \alpha=2.5 \\
T_{0}=300^{\circ} \mathrm{K}, B=10 \mathrm{MHz}, \Psi=10 \mathrm{~dB}
\end{gathered}
$$

We use the transmit power value $P_{t x}=4 \mathrm{dBm}$. This value corresponds to the message transmission over short distances up to 99 meters [69].

Graphs of all network properties are plotted in the cases (a) $n=10, \rho=0.01$, (b) $n=$ $10, \rho=0.05$, (c) $n=20, \rho=0.01$, and (d) $n=20, \rho=0.05$. In the case $\rho=0.01$, the probability of connection between two consecutive cars is $p=0.5576$, in the case $\rho=0.01$ the probability of connection is $p=0.9525$ (it does not depend on the number of cars within the model). To verify the obtained formulas we generate sequence of vehicles randomly 100000 times and then calculate network connectivity distributions from these sample values. The graphics of the simulations are identical to the results obtained by the formulas, which confirms their correctness.

In Figure 2.1 the graphics of distribution (2.21) of number of clusters are presented as well as simulation results for scenarios (a), (b), (c), and (d). As one can see from Figure 2.1 in cases (a) and (c), the connection is less stable ( $p=0.5576$ ), therefore, the network on average has sufficiently large number of clusters 4.9812 and 9.4048, respectively. In cases (b) and (d), the connection occurs with a much higher probability $p=0.9525$, therefore, in these cases the network tends to be fully connected, which is expressed in a high probability of having 1-3 clusters. In these cases average sizes of randomly chosen cluster are significantly lower: 1.4278 and 1.9031, respectively. The fact that the distributions in Figure 2.1 are close to normal is not surprising, since, as well known, the binomial distribution in the case $n \rightarrow \infty$ tends to normal.

In Figure 2.2 the graphs of the distribution of size of randomly chosen cluster are presented. The results are obtained by the formula (2.24) and compared to the simulation results. The same logic as in the previous paragraph leads us to the conclusion that the size of randomly chosen cluster in cases (a) and (c) should be smaller than in cases (b) and (d). This hypothesis is confirmed, because the average sizes of randomly chosen cluster in these cases are 2.2541


Figure 2.1: Probability distribution of number of clusters in the network for different $n$ and $\rho$.
and 2.2606, respectively, versus 8.1109 and 13.0948 in cases (b) and (d). The decrease in graphs in cases (a) and (c) is explained by the fact that in these cases the connection is less stable, therefore, the probability of a cluster having a size $i$ decreases with increasing of the parameter $i$. Graphs (b) and (d) have a pronounced peak, since in the case of stable connection, the network tends to be fully connected, therefore, a cluster having size $n$ has a maximum probability.

The graphs of the largest cluster size distribution obtained by the formula (2.46) and simulation results are presented in Figure 2.3. By analogy with the explanation of the behavior of cluster size distribution graphs, the behavior of the maximum cluster size distribution can be explained. The average values in cases (a), (b), (c), and (d) equal 4.0425, 8.9048, 5.2253, and


Figure 2.2: Probability distribution of size of randomly chosen cluster for different $n$ and $\rho$.
16.0203, respectively.

Finally, the graphs of the distribution of the number of idle vehicles are depicted in Figure 2.4. The simulation results are compared with the probabilities calculated by the formula (2.51). One can explain the graphs of distribution of idle cars by the fact that in the case of a more stable connection (graphs (b) and (d)), the probability that idle cars are not present in the network is close to 1 , and then quickly decreases with increasing their number. On graphs (a) and (c), on the contrary, the probability of the network having several idle vehicles is quite high due to the less stable connection. This can also be explained in terms of average numbers of idle vehicle in cases (a), (b), (c), and (d) equaling 2.4501, 0.1131, 4.4069, and 0.1357 respectively.


Figure 2.3: Probability distribution of size of the largest cluster for different $n$ and $\rho$.

### 2.6 Chapter summary

In this chapter, we study the statistical properties of VANET in the case in which the vehicles are located on a highway. We assume the known probabilistic distribution of distance between vehicles and the Rayleigh channel model. Under these assumptions, we derive explicit formulas for the probability distribution of the number of clusters, cluster size, and the number of disconnected vehicles (here we call them idle cars). For the first time in the literature, we obtain formulas for the largest cluster size distribution. We perform simulations in the case of urban and rural traffic, and thus confirm the correctness of the obtained analytical results.


Figure 2.4: Probability distribution of the number of idle vehicles for different $n$ and $\rho$.

## Chapter 3

## Evolution of Vehicle Network

### 3.1 Introduction

In Chapter 2, we consider the statistical properties of the network in the case in which the vehicles are located on a highway. However, these characteristics are limited by the current moment, while in practice it is also important to know how the behavior of the network changes over time. In the literature, this analysis is usually done in terms of link duration or probability of connection in the case of multi-hop signal propagation.

In [45], the authors study link duration in the case of two-way traffic. They suggest that the vehicle establishes communication with another vehicle traveling in the opposite direction, which then transmits a message to the recipient located in the same lane as the sender. The authors deduce the probability of such a two-hop message transmission under the assumption that the speeds of the vehicles are constant. In [91], the authors consider a more general case in which vehicle speeds are distributed according to a normal distribution and derive explicit formulas for link duration. In [56], in order to model signal propagation, the authors derive a formula for the probability of a connection between nearby cars. The peculiarity of this article is that the authors assume that the recipient of the message does not have to be on the same road, they take into account the geometric location of the sender, recipient and next
node when deriving the integral formula for the distribution density of the signal transmission time. In [104], the average link duration is calculated in the case of one-way traffic under the assumption that speed increases linearly until it reaches the speed limit and then remains constant.

In this chapter, we also derive the probability distribution of link duration, as well as its average value and variance. In order to make the model more realistic, we consider the WangMoayeri model of signal transmission. It is convenient for us to consider the state of the network with a small time step $\Delta t$. At each step, the probability of a successful connection is calculated by the probability of a connection in the previous step according to Markov chain model. The parameters of this Markov model are explicitly expressed through the macro parameters of the network in $[65,89]$. Moreover, we study such advanced properties of the network as the lifetime of the cluster, as well as the probability of the existence of a cluster between two fixed time moments. We obtain results regarding the lifetime of the cluster, both in terms of distribution and in terms of average value and variance. To the best of our knowledge, these results are the first in the literature devoted to cluster connectivity evolution over time.

Also, we consider such a stability characteristic of the connection between two consecutive cars as $\omega$-stable connection. This type of connection guarantees that the time between consecutive connections does not exceed $\omega \Delta t$ ( $\Delta t$ is a timestep). In other words, this weakened condition means that at some moments of time the vehicles may fail to establish a connection, but they reconnect at least once at each time interval that has length $\omega \Delta t$. This type of communication is closer to the actual operating conditions, where connection may disappear for short periods of time, but it is important to ensure that it is regularly reestablished. We derive recurrent equations for calculating the probabilities and verify the results using simulations.

Chapter 3 is organized as follows. Section 3.2 describes the parameters and the structure of a considered network model. Section 3.3 investigates the statistics of node-to-node connectivity between cars assuming a fading channel between the nodes. A brief summary of the results is given in 3.4, and the detailed mathematical derivations are presented in Section 3.5.

The derived expressions are verified through a number of simulations in Sections 3.6, 3.7. The results of this chapter are published in [28].

### 3.2 Network model

It is convenient to investigate the connectivity properties of the system not at every moment, but only on a discrete uniform time mesh. It means that the difference between two consecutive moments of time has a fixed duration $\Delta t$. Let $t$ be the current moment of time. The Markov model determines the probability of an event that at the moment of time $t+\Delta t$, the consecutive vehicles could establish a connection based on the communication state at the time moment $t$.

We consider the following probabilistic model that describes the evolution of the network over time. It is assumed that there are two states of connection Good and Bad. In the Good state, neighboring cars can establish a connection, while the Bad state corresponds to the case where neighboring cars cannot connect with each other. We suppose that initially the system is in the equilibrium state; the initial probabilities of connection are calculated in Section 3.5. We consider the system evolution process with timestep $\Delta t$ (introduced at the end of the previous section). Let $q^{\prime}$ be the probability that connected neighbouring cars cannot establish a connection at the next moment of time, in other words, $q^{\prime}$ is the probability that at the next moment of time the system goes from the Good state to the Bad state. By analogy, let $q$ be the probability that at the next moment the system goes from the Bad state to the Good state. Therefore, connectivity between two consecutive cars can be described by two-state Markov Model depicted below (letters $\mathbf{G}$ and $\mathbf{B}$ denote the Good and the Bad states, respectively). The explicit values of the parameters $q$ and $q^{\prime}$ are given in the next section.

### 3.3 Probabilistic connectivity model

Everywhere in the article it is assumed that all $n$ vehicles move along one-way road with the same constant speed $v$. We also assume that the communication state of every pair of cars is


Figure 3.1: Markov diagram of the connectivity process with the Good and the Bad states.
independent of the communication states of other cars. We use the Wang-Moayeri channel model [65] and the same cluster definition as given in Section 2.2. We assume a Rayleigh fading channel between every pair of cars. Consequently, the amplitude of the received signal is exponentially distributed with pdf

$$
\begin{equation*}
p(x)=\frac{1}{\lambda} e^{-x / \lambda} \tag{3.1}
\end{equation*}
$$

where $\lambda$ represents the average SNR (Signal-to-noise ratio) over the fading channel. According to this model, we determine state of the system by comparison signal amplitude $A$ and threshold $\bar{A}$. If $A \geq \bar{A}$ then we assume, that the system is in the Good state, otherwise it is in the Bad state. We denote by $p_{B}$ the probability of the Bad case, therefore,

$$
\begin{equation*}
p_{B}=\int_{0}^{\bar{A}} p(x) d x=\int_{0}^{\bar{A}} \frac{1}{\lambda} e^{-x / \lambda} d x=1-e^{-\bar{A} / \lambda} \tag{3.2}
\end{equation*}
$$

The probability of the Good state is given by the formula

$$
\begin{equation*}
p_{G}=1-p_{B}=e^{-\bar{A} / \lambda} . \tag{3.3}
\end{equation*}
$$

Assuming the Clark model, the following formula for the level crossing rate is obtained in [65]:

$$
\begin{equation*}
L C R(x)=\sqrt{\frac{2 \pi x}{\lambda}} f_{D} e^{-x / \lambda} \tag{3.4}
\end{equation*}
$$

where $f_{D}$ is Doppler shift. Also, the following two explicit formulas for parameters $q$ and $q^{\prime}$ (they are introduced in the previous section) are derived

$$
\begin{gather*}
q=\frac{L C R(\bar{A})}{R p_{B}}=\frac{\sqrt{\frac{2 \pi \bar{A}}{\lambda}} f_{D} e^{-\bar{A} / \lambda}}{R\left(1-e^{-\bar{A} / \lambda}\right)},  \tag{3.5}\\
q^{\prime}=\frac{L C R(\bar{A})}{R p_{G}}=\frac{\sqrt{\frac{2 \pi \bar{A}}{\lambda}} f_{D}}{R} . \tag{3.6}
\end{gather*}
$$

where $R$ is the symbol rate. Taking into account (3.5), (3.6), and the following formula for the maximum Doppler shift ${ }^{1}$ :

$$
\begin{equation*}
f_{D}=\frac{v f_{c}}{c} \tag{3.7}
\end{equation*}
$$

where $f_{c}$ and $c$ are transmitted frequency and velocity of light respectively, we obtain

$$
\begin{gather*}
q=\frac{\operatorname{LCR}(\bar{A})}{R p_{B}}=\frac{\sqrt{\frac{2 \pi \bar{A}}{\lambda}} v f_{c} e^{-\bar{A} / \lambda}}{R c\left(1-e^{-\bar{A} / \lambda}\right)},  \tag{3.8}\\
q^{\prime}=\frac{L C R(\bar{A})}{R p_{G}}=\frac{\sqrt{\frac{2 \pi \bar{A}}{\lambda}} v f_{c}}{R c} . \tag{3.9}
\end{gather*}
$$

The timestep $\Delta t$ (see description of timestep in the Section 3.1) satisfies

$$
\begin{equation*}
\Delta t \leq \frac{1}{2 f_{D}} \tag{3.10}
\end{equation*}
$$

[^0]
### 3.4 Results

Let $p_{G}(m)$ be the probability that at the moment $m \Delta t$ two fixed consecutive cars can establish a connection. We assume that the system is initially in the equilibrium state (for more details see Section 3.5). In the above mentioned section, the probability $p_{G}(m)$ of a successful connection between two consecutive cars at the moment of time $m \Delta t$ satisfies the following formula:

$$
\begin{equation*}
p_{G}(m)=\frac{q}{q+q^{\prime}}, \tag{3.11}
\end{equation*}
$$

where parameters $q$ and $q^{\prime}$ are calculated by the formulas (3.8) and (3.9). Thus, probability $p_{G}(m)$ does not depend on $m$, and, therefore, we denote it by $p_{G}$.

Let symbol $P_{\text {twocars }}(m)$ stand for the probability that connection between two cars once established has duration $m \Delta t$. The probability $P_{t w o c a r s}(m)$ is given by the formula

$$
\begin{equation*}
P_{t w o c a r s}(m)=\left(1-q^{\prime}\right)^{m-1} q^{\prime} . \tag{3.12}
\end{equation*}
$$

The average link duration $\bar{T}_{\text {twocars }}$ and its variance $\sigma_{\text {twocars }}^{2}$ of the distribution (3.12) are determined by the formulas

$$
\begin{gather*}
\bar{T}_{t w o c a r s}=\frac{\Delta t}{q^{\prime}}  \tag{3.13}\\
\sigma_{\text {twocars }}^{2}=\frac{\left(1-q^{\prime}\right) \Delta t^{2}}{q^{\prime 2}} . \tag{3.14}
\end{gather*}
$$

In our model, each vehicle connects only to the closest forward and backward cars. Therefore, in the framework of our model, clusters are formed by several consecutive cars. In Figure 3.2 below, five cars are depicted that form two clusters. The first cluster is formed by cars $1,2,3$ and the second cluster is composed of cars 4 and 5 . Significantly, cars 1 and 3 cannot communicate directly, and the only communication way for them is through car 2 , while vehicles 3 and 4 are disconnected. We prove that the connectivity probability is given by the


Figure 3.2: Network of 5 cars that form two clusters.
formula $q^{\prime} /\left(q+q^{\prime}\right)$. Therefore, connectivity state between two consecutive vehicles depends on the parameters listed in Section 3.3. It is worth mentioning that this probability is close to 1 (stable connection) if $q^{\prime} \approx 1$ and $q \approx 0$.

We derive the probability $P_{\text {clust }}(m)$ that the cluster formed by the cars $k, k+1, \ldots, k+s$ once being formed exists exactly time $m \Delta t$. Let us introduce parameter $\gamma$ by the formula

$$
\gamma= \begin{cases}2, & \text { if } 1<k \text { and } k+s<n,  \tag{3.15}\\ 1, & \text { if } k=1 \text { or } k+s=n, \text { but not both, } \\ 0, & \text { if } k=1 \text { and } k+s=n\end{cases}
$$

The probability $P_{\text {clust }}(m)$ satisfies the formula

$$
\begin{equation*}
P_{\text {clust }}(m)=\left(1-q^{\prime}\right)^{s(m-1)}(1-q)^{\gamma(m-1)}\left(1-\left(1-q^{\prime}\right)^{s}(1-q)^{\gamma}\right) . \tag{3.16}
\end{equation*}
$$

The average existence cluster lifetime $\bar{T}_{\text {clust }}$ and variance $\sigma_{\text {clust }}^{2}$ of the distribution (3.16) can be obtained by the formulas

$$
\begin{gather*}
\bar{T}_{\text {clust }}=\frac{\Delta t}{1-\left(1-q^{\prime}\right)^{s}(1-q)^{\gamma}}  \tag{3.17}\\
\sigma_{\text {clust }}^{2}=\frac{(1-q)^{\gamma}\left(1-q^{\prime}\right)^{s} \Delta t^{2}}{\left(1-(1-q)^{\gamma}\left(1-q^{\prime}\right)^{s}\right)^{2}} \tag{3.18}
\end{gather*}
$$

where $\gamma$ is determined in (3.15).

We study not only the duration of a cluster lifetime, but also the probability that cluster does exist between two given moments of time. More precisely, we derive the following formula for the probability $P_{\text {clust }}(m, l)$ that the cluster that consists of cars $k, k+1, \ldots, k+s$ is formed at the moment of time $m \Delta t$, exists until $l \Delta t(l \geq m)$, and does not exist at the moment $(l+1) \Delta t$ as follows:

$$
\begin{align*}
P_{\text {clust }}(m, l)=\left\{p_{G}^{s}\left(1-p_{G}\right)^{\gamma}-\left(1-q^{\prime}\right)^{s}\right. & \left.p_{G}^{s}\left(1-p_{G}\right)^{\gamma}(1-q)^{\gamma}\right\} \\
& \times\left(1-q^{\prime}\right)^{s(l-m)}(1-q)^{\gamma(l-m)}\left\{1-\left(1-q^{\prime}\right)^{s}(1-q)^{\gamma}\right\}, \tag{3.19}
\end{align*}
$$

where $p_{G}$ and $\gamma$ are given by the formulas (3.11) and (3.15).
Finally, we analyse the property of $\omega$-stability of a connection that is defined as the ability of two vehicles to establish connection within every time interval $\omega \Delta t$. More formally, we assume that connection is $\omega$-stable between moments $m \Delta t$ and $l \Delta t$, if there is at least one successful connection not later that the moment $(m+\omega) \Delta t$, time difference between every two consecutive connections does not exceed $\omega \Delta t$ and the last connection is established at the moment $(l-\omega) \Delta t$ or later. At the end of Section 3.5, we derive the algorithm for finding the probability that the connection between two cars is $\omega$-stable on a pre-selected interval. The algorithm has linear complexity and recurrently calculates the probability under the assumption of known parameters $q$ and $q^{\prime}$.

### 3.5 Mathematical derivations

### 3.5.1 Probability of two cars being connected at the moment $m \Delta t$

Let $p_{G}(m)$ be the probability that there is a connection between predetermined consecutive cars at the moment of time $m \Delta t$ and by $p_{B}(m)$ the probability that there is no connection at $m \Delta t$. Let us find the limiting distributions $p_{G}(\infty)=\lim _{m \rightarrow \infty} p_{G}(m)$ and $p_{B}(\infty)=\lim _{m \rightarrow \infty} p_{B}(m)$.

According to the Markov model (see Figure 3.1), we have

$$
\begin{gather*}
p_{G}(m)=p_{G}(m-1)(1-p)+p_{B}(m-1) q,  \tag{3.20}\\
p_{G}(m)+p_{B}(m)=1 . \tag{3.21}
\end{gather*}
$$

When $m \rightarrow \infty$, the equations (3.20) and (3.21) take the following form:

$$
\begin{gather*}
p_{G}(\infty)=p_{G}(\infty)\left(1-q^{\prime}\right)+p_{B}(\infty) q,  \tag{3.22}\\
p_{G}(\infty)+p_{B}(\infty)=1 . \tag{3.23}
\end{gather*}
$$

Solving system of linear equations (3.22) and (3.23), we obtain

$$
\begin{align*}
& p_{G}(\infty)=\frac{q}{q+q^{\prime}},  \tag{3.24}\\
& p_{B}(\infty)=\frac{q^{\prime}}{q+q^{\prime}} . \tag{3.25}
\end{align*}
$$

We assume that at the moment when we observe the system, it has reached its limiting distribution, therefore, the probabilities at every moment $m \Delta t$ equal the limiting probabilities

$$
\begin{align*}
& p_{G}(m)=\frac{q}{q+q^{\prime}},  \tag{3.26}\\
& p_{B}(m)=\frac{q^{\prime}}{q+q^{\prime}} . \tag{3.27}
\end{align*}
$$

Thus, we denote them $p_{G}$ and $p_{B}$.

### 3.5.2 Distribution of link duration

Let us consider two consecutive cars. We find the probability $P_{\text {twocars }}(m)$ of the event that the connection lifetime between these cars is exactly $m \Delta t$. In other words, if the connection
between cars is firstly established at the moment of time $\Delta t$, we calculate the probability that the cars keep the connection up to the time instant $m \Delta t$, and at the time $(m+1) \Delta t$ the connection cannot be established. This probability is given by the formula

$$
\begin{equation*}
P_{\text {twocars }}(m)=\left(1-q^{\prime}\right)^{m-1} q^{\prime}, \tag{3.28}
\end{equation*}
$$

since at the time $\Delta t$ the system is in the Good state, and the probability that it remains in the Good state at the moments $2 \Delta t, 3 \Delta t, \ldots m \Delta t$ is $\left(1-q^{\prime}\right)^{m-1}$ (see Markov diagram in Figure 1), and the probability that the system changes the state from Good to Bad at the time instant $(m+1) \Delta t$ is $q^{\prime}$.

Using relation (3.28), we can calculate the average link duration $\bar{T}_{\text {twocars }}$ and variance $\sigma_{t w o c a r s}^{2}$ of the distribution by the formulas

$$
\begin{array}{r}
\bar{T}_{t w o c a r s}=\sum_{l=1}^{\infty} l \Delta t P_{t w o c a r s}(l)=\sum_{l=1}^{\infty} l \Delta t\left(1-q^{\prime}\right)^{l-1} q^{\prime}=\frac{\Delta t}{q^{\prime}} \\
\sigma_{t w o c a r s}^{2}=\sum_{l=1}^{\infty}(l \Delta t)^{2} P_{t w o c a r s}(l)-\bar{T}_{t w o c a r s}^{2}=\sum_{l=1}^{\infty} l^{2} \Delta t^{2}\left(1-q^{\prime}\right)^{l-1} q^{\prime}-\frac{\Delta t^{2}}{q^{\prime 2}}= \\
\left(\frac{2-q^{\prime}}{q^{\prime 2}}-\frac{1}{q^{\prime 2}}\right) \Delta t^{2}=\frac{\left(1-q^{\prime}\right) \Delta t^{2}}{q^{\prime 2}} . \tag{3.30}
\end{array}
$$

### 3.5.3 Distribution of a cluster lifetime

In this section we find the probability $P_{\text {clust }}(m)$ that the existence duration of a cluster composed by cars $k, k+1, \ldots, k+s$ equals exactly $m \Delta t$. We could assume that the cluster exists since the moment $\Delta t$ until the moment $m \Delta t$ and does not exist at the moment $(m+1) \Delta t$. The probability $P_{\text {clust }}(m)$ satisfies the formula

$$
\begin{equation*}
P_{\text {clust }}(m)=\left(1-q^{\prime}\right)^{s(m-1)}(1-q)^{\gamma(m-1)}\left(1-\left(1-q^{\prime}\right)^{s}(1-q)^{\gamma}\right), \tag{3.31}
\end{equation*}
$$

where $\gamma$ is defined by (3.15).

Let us derive the equation (3.31). We consider only the case where $k>1$ and $k+s<n$, because in other cases derivations are similar. The probability $P_{\text {clust }}(m)$ can be calculated by the formula

$$
\begin{equation*}
P_{\text {clust }}(m)=P_{1} P_{2}, \tag{3.32}
\end{equation*}
$$

where $P_{1}$ is a probability that the cluster exists at the moments $2 \Delta t, 3 \Delta t, \ldots m \Delta t$ under the condition that it exists at the moment $\Delta t$, and $P_{2}$ is a probability that the cluster does not exist at the moment $(m+1) \Delta t$ under the assumption that it exists at the moment $m \Delta t$. First, we calculate the probability $P_{1}$. The fact that the cluster $k, k+1, \ldots, k+s$ exists at the moment $\Delta t$ simply means that at this moment there is a connection between every pair of cars $(k, k+1)$, $(k+1, k+2), \ldots,(k+s-1, k+s)$ and there is no connection between pairs of cars $(k, k-$ $1)$ and $(k+s, k+s+1)$. The probability that all pairs of cars $(k, k+1),(k+1, k+2), \ldots$, $(k+s-1, k+s)$ preserve a connection at the moment $2 \Delta t$ is $(1-p)^{s}$ (see Markov diagram on Figure 1). The probability that the pairs of cars $(k, k-1)$ and $(k+s, k+s+1)$ continue to be disconnected at the moment $2 \Delta t$ is $(1-q)^{2}$. Thus, the probability that the cluster exists at the moment $2 \Delta t$ is $\left(1-q^{\prime}\right)^{s}(1-q)^{2}$. Continuing these derivations until the moment $m \Delta t$, we find the probability $P_{1}$ given as follows:

$$
\begin{equation*}
P_{1}=\left(1-q^{\prime}\right)^{s(m-1)}(1-q)^{2(m-1)} \tag{3.33}
\end{equation*}
$$

since there are $m-1$ transitions between steps $\Delta t$ and $m \Delta t$ and at each step we need to multiply the answer by the transitional probability $\left(1-q^{\prime}\right)^{s}(1-q)^{2}$. Finally, we derive the probability $P_{2}$. The cluster should cease to exist at the moment $(m+1) \Delta t$. The probability that the cluster continues to exist at the next moment is $\left(1-q^{\prime}\right)^{s}(1-q)^{2}$, therefore, the probability that it does not exist is

$$
\begin{equation*}
P_{2}=1-\left(1-q^{\prime}\right)^{s}(1-q)^{2} . \tag{3.34}
\end{equation*}
$$

By substituting formulas (3.33) and (3.34) into (3.32) we derive

$$
P_{\text {clust }}(m)=\left(1-q^{\prime}\right)^{s(m-1)}(1-q)^{\gamma(m-1)}\left(1-\left(1-q^{\prime}\right)^{s}(1-q)^{\gamma}\right) .
$$

Equation (3.31) is proven.
Using standard formula for mathematical expectation, we obtain that the average time of cluster existence $\bar{T}_{\text {clust }}$ is determined by the following formulas:

$$
\begin{align*}
& \bar{T}_{\text {clust }}=\sum_{l=1}^{\infty} l \Delta t P_{\text {clust }}(l)= \\
& \qquad \begin{array}{l}
\sum_{l=1}^{\infty} l \Delta t\left(1-q^{\prime}\right)^{s(l-1)}(1-q)^{\gamma(l-1)}\left(1-\left(1-q^{\prime}\right)^{s}(1-q)^{\gamma}\right) \\
\\
=\frac{\Delta t}{1-\left(1-q^{\prime}\right)^{s}(1-q)^{\gamma}} .
\end{array}
\end{align*}
$$

Similarly, we can obtain the following formula for variance of cluster existence $\sigma_{\text {clust }}^{2}$ :

$$
\begin{align*}
& \sigma_{\text {clust }}^{2}=\sum_{l=1}^{\infty}(l \Delta t)^{2} P_{\text {clust }}(l)-\bar{T}_{\text {clust }}^{2} \\
&=\frac{\left(1+\left(1-q^{\prime}\right)^{s}(1-q)^{\gamma}\right) \Delta t^{2}}{\left(1-\left(1-q^{\prime}\right)^{s}(1-q)^{\gamma}\right)^{2}}-\left(\frac{\Delta t}{1-\left(1-q^{\prime}\right)^{s}(1-q)^{\gamma}}\right)^{2} \\
&=\frac{(1-q)^{\gamma}\left(1-q^{\prime}\right)^{s} \Delta t^{2}}{\left(1-(1-q)^{\gamma}\left(1-q^{\prime}\right)^{s}\right)^{2}} \tag{3.36}
\end{align*}
$$

### 3.5.4 Probability of cluster existence between fixed moments of time

In the section, we derive the probability of a cluster existence between two particular moments of time. We consider only the case where $k>1$ and $k+s<n$, because in other cases derivations are similar. However, before solving the problem, we find the probability $P_{\text {clustbeg }}(m)$ that at the time $m \Delta t$ the cluster that consists of cars $k, k+1, \ldots, k+s$, is formed, and it does not exist at the moment $(m-1) \Delta t$. Let us denote the probability of the event that at the moment $m \Delta t$ there is a cluster consisting of cars $k, k+1, \ldots, k+s$ by $P_{1}$ and the probability that the cluster
$k, k+1, \ldots, k+s$ exists at the moments $(m-1) \Delta t$ and $m \Delta t$ by $P_{2}$. Therefore, the probability $P_{\text {clustbeg }}(m)$ is given as follows:

$$
\begin{equation*}
P_{\text {clustbeg }}(m)=P_{1}-P_{2} . \tag{3.37}
\end{equation*}
$$

Next, we calculate each of the probabilities $P_{1}$ and $P_{2}$ separately. Firstly, we establish that

$$
\begin{equation*}
P_{1}=p_{G}^{s}\left(1-p_{G}\right)^{2} . \tag{3.38}
\end{equation*}
$$

Indeed, if the cluster $k, k+1, \ldots, k+s$ exists at the moment $m \Delta t$ then the pairs of cars $(k, k+1)$, $(k+1, k+2), \ldots,(k+s-1, k+s)$ are connected (each with the probability $\left.p_{G}\right)$. Thus, the probability of this event is $p_{G}^{s}$, since there are $s$ such pairs. Additionally, there is no connection between the pairs of cars $(k, k-1)$ and $(k+s, k+s+1)$ (each of disconnections occurs with the probability $\left.1-p_{G}\right)$. Multiplying the aforementioned probabilities, we get the relation (3.38). Regarding the probability $P_{2}$, we prove the formula

$$
\begin{equation*}
P_{2}=\left(1-q^{\prime}\right)^{s} p_{G}^{s}\left(1-p_{G}\right)^{2}(1-q)^{2} \tag{3.39}
\end{equation*}
$$

The probability $P_{2}$ can be represented as follows:

$$
\begin{equation*}
P_{2}=P_{3} P_{4}, \tag{3.40}
\end{equation*}
$$

where $P_{3}$ is a probability that the cluster $k, k+1, \ldots, k+s$ exists at the moment $(m-1) \Delta t$ and $P_{4}$ is a probability that it continues to exist at the moment of time $m \Delta t$ under the assumption that it exists at the moment $(m-1) \Delta t$. Repeating derivations for the probability $P_{1}$ in the case of the time instant $(m-1) \Delta t$, we have

$$
\begin{equation*}
P_{3}=P_{1}=p_{G}^{s}\left(1-p_{G}\right)^{2} \tag{3.41}
\end{equation*}
$$

Next, we prove the relation

$$
\begin{equation*}
P_{4}=\left(1-q^{\prime}\right)^{s}(1-q)^{2} \tag{3.42}
\end{equation*}
$$

Suppose, the cluster exists at the moment of time $(m-1) \Delta t$. The probability that a connection between any pair of the consecutive cars of the cluster is preserved at the moment $m \Delta t$ equals $1-q^{\prime}$. Consequently, the probability that the connection between all $s$ pairs of cars is preserved equals $\left(1-q^{\prime}\right)^{s}$. The pairs of cars $(k-1, k)$ and $(k+s, k+s+1)$ cannot establish a connection at the moment $(m-1) \Delta t$, the probability that these pairs remain disconnected is $(1-q)^{2}$. Multiplying two probabilities $\left(1-q^{\prime}\right)^{s}$ and $(1-q)^{2}$, we derive the formula (3.42).

From (3.38)-(3.42), we conclude that

$$
\begin{equation*}
P_{\text {clustbeg }}(m)=p_{G}^{s}\left(1-p_{G}\right)^{2}-\left(1-q^{\prime}\right)^{s} p_{G}^{s}\left(1-p_{G}\right)^{2}(1-q)^{2} . \tag{3.43}
\end{equation*}
$$

Using the obtained probabilities, we can find the probability $P_{\text {clust }}(m, l)$ that the cluster $k, k+1, \ldots k+s$ exists between moments of time $m \Delta t$ and $l \Delta t(l \geq m)$. In other words, it is the probability that the cluster exists from the time instant $m \Delta t$ to $l \Delta t(l \geq m)$, and does not exist at the moments $(m-1) \Delta t$ and $(l+1) \Delta t$. The probability $P_{\text {clust }}(m, l)$ satisfies the formula

$$
\begin{align*}
P_{\text {clust }}(m, l)=\left(p_{G}^{s}\left(1-p_{G}\right)^{2}-\left(1-q^{\prime}\right)^{s}\right. & \left.p_{G}^{s}\left(1-p_{G}\right)^{2}(1-q)^{2}\right) \\
& \quad \times\left(1-q^{\prime}\right)^{s(l-m)}(1-q)^{2(l-m)}\left(1-\left(1-q^{\prime}\right)^{s}(1-q)^{2}\right) . \tag{3.44}
\end{align*}
$$

The probability $P_{\text {clust }}(m, l)$ can be decomposed in the product of three terms as follows:

$$
\begin{equation*}
P_{\text {clust }}(m, l)=P_{\text {clustbeg }}(m) P_{5} P_{6}, \tag{3.45}
\end{equation*}
$$

where $P_{5}$ is a probability that the cluster exists until the moment $l \Delta t$, and $P_{6}$ is a probability that the cluster ceases to exist at the moment $(l+1) \Delta t$ assuming that it exists at the moment
$l \Delta t$. First, we consider the probability $P_{5}$ and prove the formula

$$
\begin{equation*}
P_{5}=\left(1-q^{\prime}\right)^{s(l-m)}(1-q)^{2(l-m)} . \tag{3.46}
\end{equation*}
$$

By analogy with derivations of (3.33), we deduce that the probability, that the connection established between the pairs of cars $(k, k+1),(k+1, k+2), \ldots,(k+s-1, k+s)$ at the moment of time $m \Delta t$ is preserved at the time instances $(m+1) \Delta t, \ldots, l \Delta t$, equals $\left(1-q^{\prime}\right)^{s(l-m)}$. Following the same logic of (3.33), we derive that the probability, that the pairs of cars ( $k-1, k$ ) and $(k+s, k+s+1)$ do not communicate at the moments of time $(m+1) \Delta t, \ldots, l \Delta t$ under the condition that the connection is not established at the moment $(m-1) \Delta t$ equals $(1-q)^{2(l-m)}$. The probability $P_{5}$ can be calculated as a product of these probabilities and, therefore, (3.46) is proven. By repeating steps of the proof of the equation (3.34), we conclude that

$$
\begin{equation*}
P_{6}=1-\left(1-q^{\prime}\right)^{s}(1-q)^{2} . \tag{3.47}
\end{equation*}
$$

From the formulas (3.43), (3.45)-(3.47), we derive (3.44).

### 3.5.5 $\omega$-stable connection

Definition A connection between moments of time $m$ and $l(m \leq l)$ is $\omega$-stable if the time difference between every two consecutive connections does not exceed time $\omega \Delta t$. Additionally we assume that there exists at least one successful connection established not later than ( $m+$ $\omega) \Delta t$, and the last connection is established at the moment of time $(l-\omega) \Delta t$ or later.

It does not make sense to consider $\omega$-stable connection if $l<m+\omega$, because in this case every connection is $\omega$-stable. Therefore, we assume that $l \geq m+\omega$. Also, we suppose that $\omega$ is an integer number and $\omega \geq 2$.

In the section, we find the probability $P_{\omega}(m, l)$ that the connection between two consecutive cars is $\omega$-stable between the moments $m \Delta t$ and $l \Delta t$. Let us introduce the function $h(a, b)$ equaling the probability that at the moment of time $a \Delta t$, the last connection is established at the time
instant $b \Delta t$, and the function $g(a)$ equaling the probability that there is no connection at the time interval $[0, a \Delta t]$. To derive the function $g(a)$ explicitly, we should multiply the probability $\left(1-p_{G}\right)$, that at the moment $m \Delta t$ there is no connection, by the probability $(1-q)^{a-m}$ that at the moments $(m+1) \Delta, \ldots a \Delta$ there is no connection as well. Therefore, the function $g(a)$ has the form

$$
g(a)= \begin{cases}\left(1-p_{G}\right)(1-q)^{a-m}, & \text { if } a<m+\omega  \tag{3.48}\\ 0, & \text { if } a \geq m+\omega\end{cases}
$$

The following recurrences take place:

$$
\begin{gather*}
h(a, b)=0, b<a-\omega,  \tag{3.49}\\
h(a, b)=h(a-1, b)(1-q), a-\omega \leq b<a-1,  \tag{3.50}\\
h(a, a-1)=h(a-1, a-1) q^{\prime},  \tag{3.51}\\
h(a, a)=h(a-1, a-1)\left(1-q^{\prime}\right)+\sum_{r=a-\omega}^{a-2} h(a-1, r) q+g(a-1) q . \tag{3.52}
\end{gather*}
$$

The formula (3.49) holds, since for $b<a-\omega$, the probability $h(a, b)$ equals zero due to the fact that the time difference between the last connection at the moment of time $b \Delta t$ and the next connection exceeds $\omega \Delta t$. The formula (3.50) holds, because if $b<a-1$ then at the moment $(a-1) \Delta t$ the system is in the Bad state, and the probability that it remains in this state is $1-q$. The formula (3.51) is derived by applying the same logic. Finally, in (3.52), the recursive formula for the probability that the connection is established at the time instant $a \Delta t$, is obtained. Due to the $\omega$-stability of the connection, the previous time of the connection lies between $(a-\omega) \Delta t$ and $(a-1) \Delta t$. The summand $h(a-1, a-1)\left(1-q^{\prime}\right)$ occurs in the formula (3.52), since it is the probability that at the moment of time $(a-1) \Delta t$ the system is in the Good state and remains at this state up to the moment of time $a \Delta t$. The sum $\sum_{r=a-\omega}^{a-2} h(a-1, r) q$ contains probabilities $h(a-1, r)$ that the time instant $r \Delta t$ is the last moment of time when the system is in the Good state. It means that the system is in the Bad state at the moment $(a-1) \Delta t$ and goes
to the Good state at the moment $a \Delta t$. It explains the multiplication of the terms $h(a-1, l)$ by $q$.
The probability $P_{\omega}(m, l)$ can be calculated by the formula

$$
\begin{equation*}
P_{\omega}(m, l)=\sum_{r=l-\omega}^{l} h(l, r), \tag{3.53}
\end{equation*}
$$

because the last moment of time before $l \Delta t$ when the system is in the Good state, can be only $l \Delta t,(l-1) \Delta t, \ldots,(l-\omega) \Delta t$.

The following formulas hold:

$$
\begin{gather*}
h(m, m)=p_{G},  \tag{3.54}\\
h(m+1, m+1)=p_{G}, \tag{3.55}
\end{gather*}
$$

where $p_{G}$ is determined by the formula (3.24). The equality (3.54) takes place, since the probability that connection is established at the moment $m \Delta$ is exactly $p_{G}$, the formula (3.55) is obtained similarly, taking into account that $\omega \geq 2$. Under condition of $a>b$, application of the relations (3.50) and (3.51) provides the expression

$$
\begin{align*}
h(a, b)=h(a-1, b)(1-q)=h(a- & 2, b)(1-q)^{2}=\ldots \\
& =h(b+1, b)(1-q)^{a-b-1}=h(b, b)(1-q)^{a-b-1} q^{\prime} \tag{3.56}
\end{align*}
$$

From (3.52) and (3.56), we obtain

$$
\begin{align*}
& h(a, a)=h(a-1, a-1)\left(1-q^{\prime}\right)+\sum_{r=a-\omega}^{a-2} h(a-1, r) q+g(a-1) q \\
& =h(a-1, a-1)\left(1-q^{\prime}\right)+\sum_{r=a-\omega}^{a-2} h(r, r)(1-q)^{a-r-2} q^{\prime} q+g(a-1) q \tag{3.57}
\end{align*}
$$

By substituting $a-1$ instead of $a$ into (3.57), we derive

$$
\begin{equation*}
h(a-1, a-1)=h(a-2, a-2)\left(1-q^{\prime}\right)+\sum_{r=a-\omega-1}^{a-3} h(r, r)(1-q)^{a-r-3} q^{\prime} q+g(a-2) q \tag{3.58}
\end{equation*}
$$

Multiplying (3.58) by $(1-q)$, we get the following equality:

$$
\begin{align*}
& h(a-1, a-1)(1-q)=h(a-2, a-2)\left(1-q^{\prime}\right)(1-q) \\
&+\sum_{r=a-\omega-1}^{a-3} h(r, r)(1-q)^{a-r-2} q^{\prime} q+g(a-2) q(1-q) . \tag{3.59}
\end{align*}
$$

Subtraction (3.59) from (3.57) gives us

$$
\begin{align*}
& h(a, a)-h(a-1, a-1)(1-q)=h(a-1, a-1)\left(1-q^{\prime}\right) \\
& \quad-h(a-2, a-2)\left(1-q^{\prime}\right)(1-q)+h(a-2, a-2) q^{\prime} q \\
& -h(a-\omega-1, a-\omega-1)(1-q)^{\omega-1} q^{\prime} q+g(a-1) q-g(a-2) q(1-q) \tag{3.60}
\end{align*}
$$

After simplifying (3.60), we finally derive

$$
\begin{align*}
& h(a, a)=h(a-1, a-1)\left(2-q^{\prime}-q\right) \\
& \qquad \begin{array}{l}
-h(a-2, a-2)\left(1-q^{\prime}-q\right)-h(a-\omega-1, a-\omega-1)(1-q)^{\omega-1} q^{\prime} q \\
\\
+g(a-1) q-g(a-2) q(1-q) .
\end{array}
\end{align*}
$$

Let us introduce the function $f(a)$ by the formula

$$
\begin{equation*}
f(a)=h(a, a) \tag{3.62}
\end{equation*}
$$

Expressions (3.61) and (3.62) provide the relation

$$
\begin{align*}
& f(a)=f(a-1)\left(2-q^{\prime}-q\right)-f(a-2)\left(1-q^{\prime}-q\right) \\
&-f(a-\omega-1)(1-q)^{\omega-1} q^{\prime} q+g(a-1) q-g(a-2) q(1-q) \tag{3.63}
\end{align*}
$$

Our next goal is to express the probability $P_{\omega}(m, l)$ in terms of the function $f(a)$. Substitu-

```
Function for calculating the probability \(P_{\omega}(m, l)\)
    function Probability of \(\omega\)-stable connection \((m, l, \omega, p, q)\)
        \(f=\operatorname{ARRAY}[1 . . l+1] ;\)
        \(g=\operatorname{ARRAY}[1 . . l+1] ;\)
        \(f=\mathbf{0}\);
        \(f(m)=\frac{q}{q^{\prime}+q}\);
        \(f(m+1)=\frac{q}{q^{\prime}+q} ;\)
        \(g=\mathbf{0}\);
        for \(a=m\) to \(m+\omega-1\) do
            \(g(a)=\frac{q^{\prime}}{q^{\prime}+q}(1-q)^{a-m} ;\)
        end for
        for \(a=m+2\) to \(l+1\) do
            \(f(a)=f(a-1)\left(2-q^{\prime}-q\right)-f(a-2)\left(1-q^{\prime}-q\right)+g(a-1) q-g(a-2) q(1-q) ;\)
            if \(a-\omega-1 \geq m\) then
                    \(f(a)=f(a)-f(a-\omega-1)(1-q)^{\omega-1} q^{\prime} q ;\)
            end if
        end for
        return \(\frac{1}{q}\left\{f(l+1)-f(l)\left(1-q^{\prime}-q\right)+f(l-\omega)(1-q)^{\omega-1} q^{\prime} q-g(l) q\right\}\)
    end function
```

tion $a=l+1$ into (3.52) gives us

$$
\begin{equation*}
h(l+1, l+1)=h(l, l)\left(1-q^{\prime}\right)+q \sum_{r=l+1-\omega}^{l-1} h(l, r)+g(l) q . \tag{3.64}
\end{equation*}
$$

Subtracting (3.53) multiplied by $q$ from (3.64) produces the following equality:

$$
\begin{equation*}
h(l+1, l+1)-q P_{\omega}(m, l)=h(l, l)\left(1-q^{\prime}\right)-h(l, l) q-h(l, l-\omega) q+g(l) q . \tag{3.65}
\end{equation*}
$$

Applying (3.56) to (3.65), we get

$$
\begin{equation*}
h(l+1, l+1)-q P_{\omega}(m, l)=h(l, l)\left(1-q^{\prime}-q\right)-h(l-\omega, l-\omega)(1-q)^{\omega-1} q^{\prime} q+g(l) q . \tag{3.66}
\end{equation*}
$$

Therefore, taking into account (3.62), we derive

$$
\begin{equation*}
P_{\omega}(m, l)=\frac{1}{q}\left\{f(l+1)-f(l)\left(1-q^{\prime}-q\right)+f(l-\omega)(1-q)^{\omega-1} q^{\prime} q-g(l) q\right\} . \tag{3.67}
\end{equation*}
$$

From (3.54) and (3.55), we obtain

$$
\begin{equation*}
f(m)=p_{G}, f(m+1)=p_{G} . \tag{3.68}
\end{equation*}
$$

Combining previous formulas we derive the algorithm above for calculating the probability $P_{\omega}(m, l)$. In lines 2, 3, 4 and 7 two arrays $f$ and $g$ are declared and initialized to zero. Lines 5, 6 and 9 are obtained by the formulas (3.68) and (3.48), respectively. Lines 12-14 are derived by (3.63), the return value in the line 17 is obtained by the formula (3.67).

### 3.6 Simulations

In order to verify the theoretical development we conduct a number of numerical simulations with the following parameters [89]:

$$
R=10^{5} \mathrm{symbol} / \mathrm{sec}, \bar{A} / \lambda=0.1, f c=3.9 \mathrm{GHz}^{2}
$$

The speed of cars $v$ takes the following values:

$$
v=30,60,90 \mathrm{~km} / \mathrm{h} .
$$

The Doppler frequency shift is calculated by the formula

$$
f_{D}=\frac{v f_{c}}{c}
$$

[^1]For the speeds $v=30,60,90 \mathrm{~km} / \mathrm{h}$ Doppler frequency $f_{D}$ equals $108,217,325 \mathrm{~Hz}$, respectively. The timestep $\Delta t$ between two consecutive transmissions should satisfy

$$
\Delta t \leq \frac{1}{2 f_{D}}
$$

We assume that $\Delta t$ is given by the formula

$$
\Delta t=\frac{1}{10 f_{D}} .
$$

For speeds $v=30,60,90 \mathrm{~km} / \mathrm{h}$, values of the parameter $\Delta t$ are $9 \times 10^{-4}, 4.6 \times 10^{-4}, 3 \times 10^{-4}$ seconds, respectively. Under these assumptions from (3.6) and (3.5), we get the following values of parameters $q$ and $q^{\prime}$ for speeds $v=30,60,90 \mathrm{~km} / \mathrm{h}$ :

$$
\begin{aligned}
& q=8.1 \times 10^{-3}, 1.6 \times 10^{-2}, 2.5 \times 10^{-2} \\
& q^{\prime}=8.5 \times 10^{-4}, 1.7 \times 10^{-3}, 2.5 \times 10^{-3}
\end{aligned}
$$

We assume that the network consists of $n=10$ vehicles.
We use logarithmic scale for all graphs below. We consider the probabilities of the event that the system remains connected throughout the time interval $[0, t]$. By this, we mean that the connection is established at each moment of time on a discrete time grid during the interval $[0, t]$. If we increase the value of the parameter $t$, then we increase the number of time moments when the vehicles should remain connected, so the probability of this event decreases. In other words, the considered probabilities are monotonically decreasing functions of the parameter $t$. All graphs are represented as straight lines, since the probabilities exponentially decreasing with time, which in logarithmic scale, is represented as linear decreasing straight lines. We compare the results obtained by the formulas and the results of numerical simulations. The simulation results obtained by generating evolution of the vehicle network on the road many times, calculating number of the cases where required characteristics of the network occur and
dividing this number by the number of trials. The values of parameters $q^{\prime}$ and $q$ are too small (about $10^{-3}-10^{-4}$ ) that results in negligible probabilities computed by the formulas (3.12), (3.16) and (3.19). It makes impossible to achieve an appropriate simulation precision for the reasonable time. Therefore, we do not depict the corresponding simulation results in Figures

## 3.3, 3.4 and 3.5.

Figure 3.3 presents graphs of the distribution (3.12) of the link duration between two consecutive cars for $v=30,60,90 \mathrm{~km} / \mathrm{h}$.


Figure 3.3: Graphs of the distribution (3.12) of the link duration between two consecutive cars for $v=30,60,90 \mathrm{~km} / \mathrm{h}$.

Figure 3.4 shows the distribution (3.16) of the lifetime of the cluster that consists of cars 2, 3 and 4 for $v=30,60,90 \mathrm{~km} / \mathrm{h}$.

To illustrate decreasing of the probability (3.19) of the cluster existence between fixed moments of time $m \Delta t$ and $l \Delta t$, we fix the value of the parameter $m=2$ and vary the value of $l=m, m+1, \ldots$. We assume that the cluster consists of cars with numbers 2,3 and 4 . The graphs of the obtained functions of parameter $l$ are shown in Figure 3.5.


Figure 3.4: Graphs of the probability $P_{\text {clust }}(m)$ given by the formula (3.16) for $v=30,60,90$ km/h.

Figure 3.6 demonstrates both the simulation results and the probabilities computed by the algorithm from Section 3.5.5. We fix an initial moment of time $m \Delta t$ and assume that $m=2$, and vary $l=m, m+1, \ldots$. Simulations results are obtained after 50000 generations of the car evolution process.

### 3.7 Simulations for large values of parameters $q$ and $q^{\prime}$

In the section, we perform simulations that confirm the correctness of the formulas (3.12), (3.16) and (3.19) for increased values of parameters $q^{\prime}$ and $q$, which have the order of $10^{-2}$. The results are represented in Figures 3.7, 3.8, and 3.9. The graphs perfectly match each other, which proves the correctness of the above mentioned formulas.

Figure 3.7 presents two graphs of the numerical simulation and probability of the link duration $P_{\text {twocars }}$ given by the formula (3.12) for $q=0.02, q^{\prime}=0.02, \Delta t=0.01$ and $10^{5}$ iterations.


Figure 3.5: Graphs of the probability $P_{\text {clust }}(r, t)$ of the cluster existence between times given by the formula (3.19).


Figure 3.6: Graphs of numerical simulation of the probability of 3-stable connection between times $m=2$ and $l$ with variable $l$, and the probability $P_{\omega}(m, l)$ returned by algorithm from Section 3.5.5.


Figure 3.7: Graphs of the numerical simulation of the distribution of the connection lifetime duration between two consecutive cars and distribution (3.12).


Figure 3.8: Graphs of the numerical simulations of the cluster lifetime and the probability $P_{\text {clust }}(m)$.


Figure 3.9: Graphs of the numerical simulation of the probability of the cluster existence between times $15 \Delta t$ and $15 \Delta t, 16 \Delta t \ldots 30 \Delta t$ and $P_{\text {clust }}(m, l)$.

In Figure 3.8, the simulation results of the cluster lifetime duration are presented for the cluster that consists of cars 2,3 and 4, and also, the graph of the predicted distribution $P_{\text {clust }}(m)$ for $q=0.02, q^{\prime}=0.02, \Delta t=0.01$ and $10^{5}$ iterations.

We assume value of $m=15$ to be constant and change the value of the parameter $l=$ $15,16, \ldots 30$. Figure 3.9 depicts the graph of the cluster existence probability between times $m \Delta t$ and $l \Delta t$ (3.19) for $q=0.05, q^{\prime}=0.05, \Delta t=0.01$ and $10^{6}$ iterations.

### 3.8 Chapter summary

In this chapter, we consider the evolution of the vehicle network on a highway and assume that the connection between each pair of consecutive cars can be established with a certain probability given by the Wang-Moayeri model. We derive the probability distributions that describe the evolution of such characteristics of the network as a distribution of the link duration and cluster lifetime. We also derive the probability that a cluster exists between fixed time
moments. Such a connection characteristic between two vehicles as a $\omega$-stable connection is considered. This type of connection is introduced to simulate the real process of communication, in which communication can be lost for a while, but must be reestablished with some regularity. We propose a linear complexity algorithm for calculating the probability that the connection is $\omega$-stable over a given time interval. All the derivations are performed under the assumption that the connectivity model is described by the two state Markov chain model and the parameters of the model are explicitly expressed through the parameters of the network.

## Chapter 4

## VANET statistics on a 2D map

### 4.1 Introduction

Previous chapters are devoted to the case in which the vehicles are located on a highway. In the literature, this case is popular due to the fact that the consideration of statistical properties in this case can be done using analytical derivations. The articles [10,17,47,88], which are already discussed in the Introduction and Introduction to Chapter 2, study such statistical properties of the network as the average cluster size, the probability of a successful connection, and the probability of full connectivity, etc. Our Chapter 2 derivations also add probability distributions of cluster size, largest cluster size, and the number of disconnected vehicles (we call them idle cars) to the list of studied properties. In [45, 56, 91, 104], the authors analyze network evolution in terms of link duration. In Chapter 3, in addition to link duration distribution, distributions of the cluster lifetime, the probability of the existence of a cluster between two fixed time moments, and the probability of $\omega$-stable connection (connection that can be lost, but reestablished with certain regularity) are obtained and verified by simulations.

To the best of our knowledge, the case of a 2D map was still unexplored until the results presented in this chapter. The reason for this is that in this case, the model must take into account the work of traffic lights, the routes of cars on the map, as well as the traffic model.

These factors cannot be put into a precise analytical model, therefore, we consider here a simplified model that gives quite accurate approximations to the simulation results.

To perform the simulations, we develop a special vehicle traffic simulator on a 2D map with the realistic communication model from Chapter 2. In this Chapter, we derive such fundamental network distributions as cluster number distribution and average cluster size distribution. The obtained analytical formulas give quite accurate approximations of the simulation results in the case of urban and rural traffic.

Chapter 4 is organized as follows. In Section 4.2, we describe vehicle motion and communication models. In Section 4.3, we derive the probability distributions of the number of clusters and the average cluster size. In Section 4.4, we describe the Intelligent driver model, which is further used in the simulator. Section 4.5 is devoted to a discussion of the main simulator principles. In Section 4.6, we compare simulation results and theoretical results done in the cases of urban and rural traffic.

### 4.2 Road topology and communication model

Our results are derived under the following assumptions about the road topology, traffic model, and communication models:

1. The map consists of a connected system of several roads and intersections.
2. The roads are straight and long enough.
3. At each intersection, several roads with different numbers of lanes and at different angles converge. Throughout the road, the number of lanes is assumed to be the same.
4. All vehicles move according to the same motion model, and the probability distribution of intervehicle distance is the same for each road.
5. The vehicles communicate with each other only if they are moving along the same lane in the same direction.
6. There is at least one car on each lane of every road.

Let us clarify these conditions. Assumption 2 is necessary so we can use methods similar to the methods in Chapter 2. In Chapter 2, the road is assumed to have infinite length, so here we presume that the roads are long enough. Assumption 3 means that we consider complex road topologies. Examples of such topologies are shown in Figure 4.1. It is worth mentioning that in Figure 4.1(a) the roads are not perpendicular and in Figure 4.1(b) two roads with a different number of lanes converge. We also note that this model can also be used in the case in which some of the requirements are not satisfied, however, its accuracy would be lower. Assumption 6 is quite realistic since the roads are long enough.

We use the same cluster definition as given in Section 2.2. We assume that the car density on the map equals $\rho$ and the total length of roads is $L$, then the number of cars on the map $n$ equals $\lfloor\rho L\rfloor$, where $\lfloor x\rfloor$ is integer part of the number $x$. There may be several traffic lights on each road. We also need the value $t r_{j}$, which characterizes the topology of road junctions. Namely, $t r_{j}$ is defined as follows:

$$
\begin{equation*}
t r_{j}=\text { number of lanes that pass through traffic light } j, \text { but do not end there. } \tag{4.1}
\end{equation*}
$$

For example, in Figure 4.1(a) $t r_{j}$ equals 2, because two-lane road $A$ continues after the intersection, and road $B$ does not. Thus, road $B$ is not taken into account. In Figure 4.1(b) $t r_{j}$ equals 6, since road $A$ has 2 lanes and road $B$ has 4 lanes. Then value of $t r$ is calculated by the formula

$$
t r=\sum_{j} t r_{j},
$$

where the summation over all traffic lights $j$ is implied. By $r$ we denote the total number of lines on the whole map. For instance, there are 4 lines in Figure 4.1(a) and there are 6 lines in Figure 4.1(b).

We use the same communication model as in Chapter 2 taken from [17]. Let us denote SNR of the channel between vehicles by $\gamma$. According to this model the average $\operatorname{SNR} \bar{\gamma}$ can be


Figure 4.1: Crossroads examples
calculated by the following formula:

$$
\begin{equation*}
\bar{\gamma}=\frac{P_{t x} K}{d^{\alpha} W} \tag{4.2}
\end{equation*}
$$

where $P_{t x}$ is the transmit power, $K$ is a constant associated with the path loss model, $d$ is distance between cars, and $\alpha$ is the path loss exponent (for more details see Section 2.2).

The SNR density function $f_{\gamma}(x)$ is given by the formula

$$
f_{\gamma}(x)=\frac{1}{\bar{\gamma}} e^{-x / \bar{\gamma}} .
$$

It is assumed that there is a connection between the cars if $\gamma$ is greater than the threshold $\Psi$.
We denote the distance between the vehicle at the intersection to the next car moving along the same line by $d^{\prime}$ and the distance between vehicles moving along the same line towards the same intersection by $d^{\prime \prime}$ (see Figure 4.2 for better understanding). We assume that the probability distributions of $d^{\prime}$ and $d^{\prime \prime}$ are known and described by the probability density functions $f_{d^{\prime}}$ and $f_{d^{\prime \prime}}$. It is important to understand that the distance distribution of $d^{\prime \prime}$ is not a free movement distance distribution, since the movement of cars is hindered by other vehicles and the traffic lights. Then the probabilities $p^{\prime}$ and $p^{\prime \prime}$ (by analogy with (2.7)) are given by the formulas

$$
\begin{align*}
p^{\prime} & =\int_{0}^{\infty} \exp \left(-\frac{\Psi x^{\alpha} W}{P_{t x} K}\right) f_{d^{\prime}}(x) d x  \tag{4.3}\\
p^{\prime \prime} & =\int_{0}^{\infty} \exp \left(-\frac{\Psi x^{\alpha} W}{P_{t x} K}\right) f_{d^{\prime \prime}}(x) d x \tag{4.4}
\end{align*}
$$



Figure 4.2: Illustration of how distances $d^{\prime}$ and $d^{\prime \prime}$ are measured.

### 4.3 Mathematical derivations

### 4.3.1 Cluster number distribution

In this section, we derive the cluster number distribution. We denote by ClustNum the number of clusters in the network. Let us denote by $\xi_{1}$ the number of consecutive cars located in the same line and not separated by intersection that cannot establish a connection with the front car (as cars 1 and 2 in Figure 4.2). By $\xi_{2}$ we denote the number of cars that cannot communicate with the car in front and located on the opposite sides of the intersection (as cars 3 and 4 in Figure 4.2). Let us derive the following formula:

$$
\begin{equation*}
\text { ClustNum }=r+\xi_{1}+\xi_{2} . \tag{4.5}
\end{equation*}
$$

Since cars located on different lines cannot communicate with each other and there are $r$ lines, the network has at least $r$ clusters. Each unestablished connection adds 1 to the number of clusters. In total, there are $\xi_{1}+\xi_{2}$ unestablished connections in the network, so the number of clusters in the network is $r+\xi_{1}+\xi_{2}$. Formula (4.5) is proven.

Let us note that the values $\xi_{1}$ and $\xi_{2}$ are distributed according to the binomial distribution. We carry out the proof for $\xi_{1}$, the proof for $\xi_{2}$ is carried out similarly. We establish the following formula:

$$
\begin{equation*}
P\left(\xi_{1}=i\right)=\binom{t r}{i}\left(1-p^{\prime}\right)^{i} p^{\prime t r-i} \tag{4.6}
\end{equation*}
$$

In total there are $t r$ cars approaching intersections. The probability that two consecutive vehicles cannot establish a connection equals $\left(1-p^{\prime}\right)$. Therefore, the probability that $i$ of them cannot establish a connection equals $\left(1-p^{\prime}\right)^{i}$. The probability that the remaining $t r-i$ vehicles can establish a connection equals $p^{\prime t r-i}$. In addition, there are $\binom{t r}{i}$ ways to select $i$ unsuccessful connections among all $t r$ possible connections. Thus, the resulting probability is $\binom{t r}{i}\left(1-p^{\prime}\right)^{i} p^{\prime t r-i}$. Formula (4.6) is proved. It can be similarly established that

$$
\begin{equation*}
P\left(\xi_{2}=i\right)=\binom{n-r-t r}{i}\left(1-p^{\prime \prime}\right)^{i} p^{\prime \prime n-t r-r-i} \tag{4.7}
\end{equation*}
$$

Now we are ready to obtain the probability $P($ ClustNum $=i)$ that the network has exactly $i$ clusters. If ClustNum $=i$ and $\xi_{1}=j$, then it follows from (4.5) that $\xi_{2}=i-r-j$. Thus, the probability $P($ ClustNum $=i)$ can be calculated using the following formula:

$$
\begin{equation*}
P(\text { ClustNum }=i)=\sum_{j} P\left(\xi_{1}=j\right) P\left(\xi_{2}=i-r-j\right) . \tag{4.8}
\end{equation*}
$$

Substituting (4.6) and (4.7) into (4.8), we get

$$
\begin{equation*}
P(\text { ClustNum }=i)=\sum_{j=\max (0, i-n+t r)}^{\min (i-r, t r)}\binom{t r}{j}\left(1-p^{\prime}\right)^{j} p^{\prime t r-j}\binom{n-r-t r}{i-r-j}\left(1-p^{\prime \prime}\right)^{i-r-j} p^{\prime \prime n-t r-i+j} . \tag{4.9}
\end{equation*}
$$

The summation limits in the formula (4.9) are obtained from the conditions of non-negativity of powers of $p^{\prime}, 1-p^{\prime}, p^{\prime \prime}$ and $1-p^{\prime \prime}$ (from which we conclude $0 \leq j \leq t r$ and $i-n+t r \leq j \leq i-r$ ).

Now we can derive the average value and variance of the distribution of the number of clusters. Since $\xi_{1}$ and $\xi_{2}$ have a binomial distribution, we can use the following well-known formulas for their mean values and variances:

$$
\begin{gather*}
\mathbf{E} \xi_{1}=\left(1-p^{\prime}\right) t r  \tag{4.10}\\
\operatorname{Var} \xi_{1}=p^{\prime}\left(1-p^{\prime}\right) t r  \tag{4.11}\\
\mathbf{E} \xi_{2}=\left(1-p^{\prime \prime}\right)(n-r-t r)  \tag{4.12}\\
\operatorname{Var} \xi_{2}=p^{\prime \prime}\left(1-p^{\prime \prime}\right)(n-r-t r) \tag{4.13}
\end{gather*}
$$

Since $\xi_{1}$ and $\xi_{2}$ are independent random variables and (4.5), taking into account (4.10) (4.13), we obtain the following formulas:

$$
\begin{equation*}
\mathbf{E}[\text { ClustNum }]=r+\left(1-p^{\prime}\right) t r+\left(1-p^{\prime \prime}\right)(n-r-t r), \tag{4.14}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Var}[\text { ClustNum }]=p^{\prime}\left(1-p^{\prime}\right) t r+p^{\prime \prime}\left(1-p^{\prime \prime}\right)(n-r-t r) . \tag{4.15}
\end{equation*}
$$

Let us note that the distribution of the number of clusters can be accurately approximated by the normal distribution. From the formulas (4.5), (4.6) and (4.7) it follows that the distribution of the number of clusters is the sum of the constant and two binomial distributions. Since it is well-known that binomial distributions could be approximated by normal distribution, and the sum of two normal distributions is normal, we derive that the distribution of the number of clusters can be approximated by a normal distribution with the mathematical expectation and variance given by the formulas (4.14) and (4.15). In the Simulations section, we confirm that the distribution (4.9) can be accurately approximated to normal distribution for various parameter values.

Formula (4.9) can be made more precise with additional statistical traffic information. At low car densities, such as $\rho=0.01$, the assumption that at every intersection there is a pair of cars located in the same line and on the opposite sides of the intersection is too strong, which leads to large deviations from the simulation results. Let us assume a known distribution of the number of pairs of such vehicles. We denote the number of pairs of such vehicles by $\mu$ (their number cannot exceed $t r)$ and the probability that their number equals $t$ through $P(\mu=t)$. For a better understanding, see Figure 4.2, in this case $\mu=1$, since cars 3 and 4 are located on opposite sides of the intersection, and cars 1 and 2 are not. To use this new information, it is enough in the formula (4.9) to replace $t r$ with $t$, multiply the probability by $P(\mu=t)$, and sum over $t$. The new formula is presented below.

$$
\begin{align*}
& P(\text { Clust } N u m=i)= \\
& \qquad \sum_{t=0}^{t r} P(\mu=t) \sum_{j=\max (0, i-n+t r)}^{\min (i-r, t)}\binom{t}{j}\left(1-p^{\prime}\right)^{j} p^{\prime t-j}\binom{n-r-t}{i-r-j}\left(1-p^{\prime \prime}\right)^{i-r-j} p^{\prime \prime n-t-i+j} . \tag{4.16}
\end{align*}
$$

Using (4.14) and (4.15) we can derive formulas for the expectation and variance of the new
distribution.

$$
\begin{align*}
& \mathbf{E}[\text { ClustNum }]=r+\sum_{t=0}^{t r} P(\mu=t)\left\{\left(1-p^{\prime}\right) t+\left(1-p^{\prime \prime}\right)(n-r-t)\right\}= \\
& r+\mathbf{E}[\mu]\left(1-p^{\prime}\right)+\left(1-p^{\prime \prime}\right)(n-r)-\left(1-p^{\prime \prime}\right) \mathbf{E}[\mu]= \\
& r+\mathbf{E}[\mu]\left(p^{\prime \prime}-p^{\prime}\right)+\left(1-p^{\prime \prime}\right)(n-r), \tag{4.17}
\end{align*}
$$

$$
\begin{array}{r}
\operatorname{Var}[\text { ClustNum }]=\sum_{t=0}^{t r} P(\text { NumType } 2=t)\left\{p^{\prime}\left(1-p^{\prime}\right) t+p^{\prime \prime}\left(1-p^{\prime \prime}\right)(n-r-t)\right\}= \\
\mathbf{E}[\mu] p^{\prime}\left(1-p^{\prime}\right)+p^{\prime \prime}\left(1-p^{\prime \prime}\right)(n-r)-p^{\prime \prime}\left(1-p^{\prime \prime}\right) \mathbf{E}[\text { NumType } 2]= \\
\mathbf{E}[\mu]\left(p^{\prime}\left(1-p^{\prime}\right)-p^{\prime \prime}\left(1-p^{\prime \prime}\right)\right)+p^{\prime \prime}\left(1-p^{\prime \prime}\right)(n-r) \tag{4.18}
\end{array}
$$

### 4.3.2 Cluster size distribution

In this section, we derive formulas for cluster size distribution. We characterize the cluster size distribution in different terms than it is done in Chapter 2. Namely, we consider the network at some point in time and calculate the average cluster size $A v C l u s t S i z e$. The goal of this section is to obtain the probability that AvClustSize lies between two fixed integer values. Thus, we deduce the probability $P(i \leq$ AvClustSize $<i+1)$, where $i$ is a positive integer. Let us establish the formula

$$
\begin{equation*}
P(i \leq \text { AvClustSize }<i+1)=\sum_{\max \left(r-1, \frac{n}{i+1}\right)<k \leq \frac{n}{i}} P(\text { ClustNum }=k), \tag{4.19}
\end{equation*}
$$

where $P($ ClustNum $=k)$ is given by the formula (4.9). To establish (4.19), we note that if the network has exactly $k$ clusters, then their average size is $n / k$. Thus, in order for the average cluster size to be in the range from $i$ to $i+1$, it is sufficient that $k$ satisfies the inequalities $i \leq n / k<i+1$, from which we get $n /(i+1)<k \leq n / i$. In addition, $k$ must be no less than $r$ and no more than the total number of cars $n$, which gives the limits of summation in
the formula (4.19). To obtain the formula (4.19) it is enough to notice that the probability $P(i \leq A v C l u s t S i z e<i+1)$ equals the sum of the probabilities $P($ ClustNum $=k)$ within the given limits. The formula (4.19) is proved.

The average value of the random variable AvClustSize is given by the formula

$$
\begin{equation*}
\mathbf{E}[\text { ClustS ize }]=\sum_{k=r}^{n} \frac{n}{k} P(\text { Clust } N u m=k) . \tag{4.20}
\end{equation*}
$$

The formula (4.20) is valid, since in total the average cluster size $n / k$ is multiplied by the probability $P($ ClustNum $=k)$ that the network has exactly $k$ clusters. The following formula for variance can be similarly derived:

$$
\begin{equation*}
\operatorname{Var}[\text { ClustSize }]=\sum_{k=r}^{n}\left(\frac{n}{k}\right)^{2} P(\text { ClustNum }=k)-\mathbf{E}[\text { ClustSize }]^{2} . \tag{4.21}
\end{equation*}
$$

### 4.4 Intelligent driver model

We use the Intelligent driver model [84] to generate car traffic. According to it, the movement of vehicle $i$ on a single road is described by the following differential equations:

$$
\begin{gather*}
\dot{x}_{i}=v_{i}  \tag{4.22}\\
\dot{v}_{i}=a\left(1-\left(\frac{v_{i}}{v_{0}}\right)^{\delta}-\left(\frac{s^{*}\left(v_{i}, \Delta v_{i}\right)}{s_{i}}\right)^{2}\right),  \tag{4.23}\\
s^{*}\left(v_{i}, \Delta v_{i}\right)=s_{0}+v_{i} T+\frac{v_{i} \Delta v_{i}}{2 \sqrt{a b}} \tag{4.24}
\end{gather*}
$$

where $x_{i}$ and $v_{i}$ and are coordinate and velocity of $i$-th car, $a$ is a maximum acceleration, $\delta$ is acceleration exponent, $b$ is a vehicle deceleration, $s_{0}$ is a minimum gap between vehicles, $v_{0}$ is a desired speed, $T$ is a time gap between consecutive vehicles, $s_{i}$ is bumper-to-bumper distance between car $i$ and next riding car $i-1$ expressed through the length $l_{i-1}$ of the car $i-1$ as
follows:

$$
s_{i}=x_{i-1}-x_{i}-l_{i-1},
$$

and $\Delta v_{i}$ is speed difference between speed of car $i$ and speed of car $i-1$

$$
\Delta v_{i}=v_{i}-v_{i-1}
$$

Typical values of the parameters $v_{0}, T, s_{0}, \delta, a, b$ are summarised in the table below taken from [85].

| Desired speed $v_{0}$ | $54 \mathrm{~km} / \mathrm{h}$ |
| :---: | :---: |
| Time gap $T$ | 1.0 s |
| Minimum gap $s_{0}$ | 2 m |
| Acceleration exponent $\delta$ | 4 |
| Acceleration $a$ | $1.0 \mathrm{~m} / \mathrm{s}^{2}$ |
| Comfortable deceleration $b$ | $1.5 \mathrm{~m} / \mathrm{s}^{2}$ |

Unfortunately, the system of equations (4.22) and (4.23) does not allow finding an explicit solution. Therefore, we use the Euler method [6] in order to find approximation to the solution. The essence of this method is that instead of solving the equation on the entire numerical axis, it is solved on a discrete grid with a fixed step. At each step, we numerically solve the differential equation system (4.22), (4.23) for each of the vehicles and update information about their current coordinate and velocity with time step 0.05 second.

### 4.5 Simulator description

The simulator is developed in Python using set of its modules called PyGame. The simulator map is a several rectangular blocks separated by two-way roads. We consider simulations on large maps with hundreds of vehicles, but the details on them appear quite small. Therefore, we illustrate the main simulator principles on a reduced map depicted in Figure 4.3. The simulator


Figure 4.3: Simulator map.
has the following customizable parameters:
sizex, sizey, car_num, road_width, block_num_x, block_num_y,
min_interveh_dist, car_num,
where size $x \times$ sizey is the size of the map, car_num is the number of cars, block_num_x and block_num_y are the numbers of blocks along the $x$ and $y$ axes, respectively, min_interveh_dist is a minimum acceptable distance between vehicles, and car_num is the number of cars. In section Simulations, we specify these and other parameter values. Cars on the map are shown as circles of different colors, their goals are shown in circles of the same color, but with a larger radius. At each intersection there are traffic lights that cyclically change their state according to the diagram in Figure 4.4.

At the beginning of the simulation, cars are distributed on the map randomly. The only


Figure 4.4: Traffic lights states.
requirement is that the distance between any two pairs of cars, as well as between the car and any of the intersections should be more than min_interveh_dist. Also at the beginning of the game, the initial coordinates and the destinations of each vehicle are randomly generated. The number of cars on the map is defined as the vehicle density $\rho$ multiplied by the total road length $L$ and rounded down. The vehicles every $\Delta t$ seconds dynamically change their coordinates according to the Intelligent driver model.

We assume that each vehicle moves towards its goal along the shortest path that is effectively found using the Dijkstra algorithm. This algorithm allows for finding the shortest path in a graph with non-negative weights from a fixed vertex to all other vertices in time $O(v e)$, where $v$ and $e$ are the number of vertices and edges of the graph, respectively. However, this algorithm is not directly applicable to this case, since the next direction of the vehicle depends on its previous state. For example, if the vehicle previously turns at an intersection, then it cannot start turning again. Thus, to correctly calculate the distance, we need to take into account the previous state of the vehicles. This can be implemented using a graph, where each turning point corresponds not to one, but four vertices of the graph corresponding to four possible actions taken before: turning right/left, moving along the road, and continuing moving in the same direction at the intersection.

### 4.6 Simulation results

We perform simulations for the following parameter values [17]:

$$
\begin{gathered}
G_{T}=G_{R}=1, f_{c}=5.9 \mathrm{GHz}, \alpha=2.5, \\
T_{0}=300^{\circ} \mathrm{K}, B=10 \mathrm{MHz}, \Psi=10 \mathrm{~dB}
\end{gathered}
$$

and the motion parameters taken from Section 4.4. We present simulation results in two cases: urban and rural traffic. In the case of rural traffic, we reduce the value of $\alpha$ to 2. The graphs for the vehicle densities $\rho=0.01,0.03,0.05$ ( 10,30 and 50 vehicles per kilometer, respectively) are presented below. In the case of urban traffic we assume that the sizes of the blocks coincide with the sizes of the Calgary blocks $(100 \times 170 \mathrm{~m})$ depicted in Figure 4.5, and in the rural case the block sizes are the same as in Woodstock, Canada in Figure $4.6(100 \times 140 \mathrm{~m})$.


Figure 4.5: Map of Calgary.


Figure 4.6: Map of Woodstock.

We carry out simulations on a map with 16 blocks arranged in a grid $4 \times 4$. In this case $\operatorname{tr}=36$ and $r=16$. Figures 4.7, 4.9 show the simulation results for various vehicle densities.

At the densities $\rho=0.01,0.03,0.05$ the number of cars equals 88, 265, 442 (Calgary) and 78, 236, 394 (Woodstock). The graphs also show approximations of distributions using normal distributions. The advantage of this approach is the simplicity of the formulas and, as the results of the simulations show, a relatively small deviation from the approximate distributions.

We numerically calculate the distribution of the distances $d^{\prime}$ and $d^{\prime \prime}$ (see Figure 4.2). Using the formulas (4.3), (4.4) and numerical integration, we calculate the values of $p^{\prime}$ and $p^{\prime \prime}$. At densities $\rho=0.01,0.03,0.05$ these values are $p^{\prime}=0.427,0.606,0.656, p^{\prime \prime}=0.9974,0.998$, 0.9986 (Calgary) and $p^{\prime}=0.86,0.93,0.94, p^{\prime \prime}=0.9992,0.9993,0.9995$ (Woodstock), respectively.

Figures 4.7 and 4.8 illustrate the distribution of the cluster number in the cases of urban and rural traffic. As it can be seen the distributions are close to normal distributions. It is worth mentioning that the cluster number distribution in Chapter 2 is also close to normal. At a low density of $\rho=0.01$, the distribution (4.4) gives a rather poor approximation to the simulation results, so we also include the distribution (4.16) graph. In addition, Figures 4.7 and 4.8 show approximations of the distributions (4.4) and (4.3) with normal distributions with mathematic expectation and variance given by the formulas (4.14), (4.15) and (4.17), (4.18). On the graphs, these distributions are indicated as first and second normal distributions. As one can see from (4.14), the average value of the number of clusters grows linearly with increasing vehicle density. This trend can be observed in Figures 4.7 and 4.8, in which the graphs shift to the right with increasing density.

Graphs of the cluster size distribution are presented in Figures 4.9 and 4.10. Since we use a different cluster distribution definition than in Chapter 2, distribution graphs have a different shape. Namely, we consider the distribution of the average value of the cluster size, rather than a size of a randomly selected cluster as in Chapter 2. As one can see, the simulation results are quite well approximated by theoretical results for different vehicle density values.

The theoretical results do not coincide with the results of simulations as in Chapter 2, but they give a fairly good approximation. The reasons that the graphs deviate from the simulation
results include the following:

1. At low density $\rho=0.01$ the vehicles tend to accumulate close to traffic lights, which greatly distorts the traffic model.
2. At higher densities $\rho=0.03,0.05$, at some moments, traffic lights are not able to cope with the flow of cars, which leads to traffic jams and deviations from the theoretical model.
3. The simulator is implemented in such a way that the cars communicate with each other only if they are on the same road. Therefore, during the turn the vehicles cease to communicate with other cars until they turn into another road.

### 4.7 Chapter summary

This chapter explores the statistical properties of VANET on a 2D map. Traditionally, statistical properties are studied in the case of a highway or an intersection, since a more complex topology introduces additional unknowns into the model such as vehicle routing and traffic light states. This makes the model virtually impossible for accurate analysis. Nevertheless, in this chapter we obtain approximate distributions of the number of clusters and cluster size, which approximate the simulation data quite accurately. To simulate the traffic and communication model, we develop a special simulator with the ability to collect statistical data on the network. As for the communication model, we implement the communication model from Chapter 2, and as the motion model, we use the widely accepted Intelligent Driver model. We compare the simulation results for urban and rural traffic with theoretical predictions. The graphs of theoretical distributions quite accurately approximate the simulation results done for different vehicle densities on the map in the cases of urban and rural traffic.
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Figure 4.7: Cluster number distribution (urban traffic).
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Figure 4.8: Cluster number distribution (rural traffic).
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Figure 4.9: Cluster size distribution (urban traffic).
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Figure 4.10: Cluster size distribution (rural traffic).

## Chapter 5

## Jamming and anti-jamming strategies of mobile vehicles

### 5.1 Introduction

One or more hostile devices may exist in a cognitive radio network, the purpose of which is to break or completely disrupt the communication between devices. One of the most common types of such attacks is the so-called Denial of Service (DoS) Attack [12, 25, 90, 103, 111]. The essence of this attack is that the attacker tries to disrupt the network by sending numerous fake or repeated signals. To combat jammer attacks, network devices can change transmission channels, increase transmission power, or even change their location to avoid being in close proximity to the jammer. Typically, the literature uses a description of an anti-jamming game in terms of game theory [58]. This theory is a powerful tool for finding the optimal device strategy. Within the framework of this theory, it is assumed that one or more cooperating network devices maximizes its utility function, while each of the jammers maximizes its own. However, the game theory approach cannot always be used explicitly in practice, since the network parameters are usually unknown, therefore, over the past decade, finding the optimal solution implicitly using machine learning algorithms [2] has become popular in research.

These algorithms, through trial and error, constantly improve their strategy. One of the most popular algorithms is Q-learning [55] and its modifications due to their fast convergence and simplicity of implementation. We discuss below several articles that use game theory and machine learning algorithms for finding optimal strategies in the anti-jamming game in various settings.

In [30], the authors examine a case in which the jammer attempts to disrupt the communication between two consecutive vehicles in a platoon. Since data is transmitted over one channel, both the jammer and the vehicles adapt their transmission power in order to maximize utility functions. The authors use a modification of the Q-learning algorithm called Dyna-Q and compare the learning outcomes with the classic Q-learning algorithm. The results convincingly show that Dyna-Q converges to the same strategy, but has a higher convergence rate. The articles [52,53,102] discuss the VANET anti-jamming game with drones. The essence of the game is that in the case of a jammer attack, the drone replays the data, sent by VANET nodes in order to increase SINR and reduce BER. Thus, at every time moment, the drone decides whether to send data or not. The authors deduce the Nash equilibrium [8] and compare it with results iteratively found by Q-learning and its effective modification called Policy Hill Climbing.

The case of a cooperative game between devices is also popular in the literature. The difference between this case and single agent games is that instead of having independent utility functions, devices have a common utility function that evaluates the network state as a whole. Such games are more difficult to consider, since in this case there is a large number of system states that grow exponentially with the network device number growth. In [5, 105], the authors examine an anti-jamming game with several transmitting cooperating devices. Q-learning algorithm for finding a common optimal strategy in this formulation shows its advantage over the non-cognitive sub-band selection policy. In [110], a game with cooperating devices and one jammer is considered. The authors propose an iterative algorithm for finding a cooperative strategy and compare the results with random anti-jamming and selfish anti-jamming algo-
rithms. The simulation results show that the iterative algorithm achieves higher throughput and better performance than non-cooperative algorithms.

In this chapter, we consider the VANET anti-jamming game, however, instead of the static model as in the previous articles, we use our simulator as described in Chapter 4. All simulations are carried out in the case of straight road. We assume that the two communicating vehicles are pursued by the jammer interrupting their ongoing communication. We consider two cases: single-channel and multi-channel game. In the multi-channel case, it is assumed that the vehicles change channels according to a predetermined pseudo-random sequence. In this situation, we presume that the jammer shares its power between channels because it cannot predict the next state of the network in advance. To confirm the simulation results we formulate and prove theorems that describe the Nash equilibrium of the game, which can be interpreted as the optimal strategy for the vehicle and the jammer. At first we suggest that power included in the vehicle and jammer utility functions is linear, but from the Theorem it follows that the optimal strategy of the vehicles is to transmit with maximum power. Therefore, we change the classic formula of the utility function in order to find a non-trivial vehicle strategy. To do this, we consider the quadratic power function in both vehicle and jammer utility functions. Such a power function is closer to practical implementation, since transmitting on higher power levels requires a greater expenditure of system resources than at low ones. Under this assumption, we formulate and prove the Nash equilibrium theorems in both single-channel and multi-channel cases. Next, we examine several machine learning algorithms such as Policy Hill Climbing, Deep Q-learning, Quelling Q-learning, and Quelling Deep Q-learning. All the algorithms successfully converge to the theoretically derived Nash equilibrium.

Chapter 5 is organized as follows. In Section 5.2, the anti-jamming game is described in terms of game theory. In Sections 5.3, 5.4 and 5.5, the necessary and sufficient conditions of the Nash equilibrium are established in the single-channel and multi-channel cases. Section 5.6 describes machine learning algorithms that are used in Section 5.7 in order to find the optimal vehicle and jammer strategies.

### 5.2 Game description

In this section we consider the anti-jamming game on a single road. We assume that two communicating cars are chased by the jammer. Signal-to-interference-plus-noise ratio (SINR) of the vehicle is given by the formula

$$
S I N R=\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y},
$$

where $\sigma^{2}$ is a noise power, $h_{c a r}^{2}$ and $h_{J}^{2}$ are vehicle and jammer channel power gains, $x$ and $y$ are powers of the car and the jammer, respectively.


Figure 5.1: Illustration of anti-jamming game.

We assume that the utility functions of the vehicle $u_{c a r}$ and the jammer $u_{J}$ are calculated by the formulas taken from [101]

$$
\begin{gather*}
u_{c a r}=\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y}-C_{c a r} x,  \tag{5.1}\\
u_{J}=-\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y}+C_{c a r} x-C_{J} y, \tag{5.2}
\end{gather*}
$$

where $C_{c a r}$ and $C_{J}$ are positive transmission costs of the vehicle and the jammer. The goal of each player is to maximize their utility functions. In the future, we consider other utility
functions with quadratic power function, but in the beginning we focus on this simplest model.
We assume that after the signal is transmitted, the vehicle receives back the signal-to-interference-plus-noise ratio (SINR) value and, based on this information, makes a decision on increasing/decreasing the transmission power. By PmaxC and PmaxJ we denote maximum vehicle and jammer transmission power, respectively.

### 5.3 Nash equilibrium in the case of the linear cost function

By definition, Nash equilibrium is a strategy $\left(x^{*}, y^{*}\right)$, which satisfies the following two inequalities:

$$
\begin{gather*}
u_{c a r}\left(x^{*}, y^{*}\right) \geq u_{c a r}\left(x, y^{*}\right),  \tag{5.3}\\
u_{J}\left(x^{*}, y^{*}\right) \geq u_{J}\left(x^{*}, y\right) \tag{5.4}
\end{gather*}
$$

We first consider the case when the system parameters satisfy the inequality

$$
C_{c a r} \geq \frac{h_{c a r}^{2}}{\sigma^{2}} .
$$

In this case, the point $(0,0)$ is a Nash equilibrium, because

$$
\begin{gathered}
u_{c a r}(x, 0)=x\left(\frac{h_{c a r}^{2}}{\sigma^{2}}-C_{c a r}\right) \leq 0=u_{c a r}(0,0), \\
u_{J}(0, y)=-C_{J} y \leq 0=u_{c a r}(0,0) .
\end{gathered}
$$

Thus, in this case, the optimal behavior of the vehicle and the jammer is to transmit zero power due to the high transmission cost $C_{c a r}$. To ensure that this unrealistic case does not take place, we assume that

$$
\begin{equation*}
C_{c a r}<\frac{h_{c a r}^{2}}{\sigma^{2}} . \tag{5.5}
\end{equation*}
$$

Theorem. If the inequality (5.5) holds, then the Nash equilibrium is reached at the point $\left(x^{*}, y^{*}\right)$ that can be expressed in terms of the parameter

$$
\hat{y}=\frac{-\sigma^{2}}{h_{J}^{2}}+\frac{h_{c a r}}{h_{J}} \sqrt{\frac{P m a x J}{C_{J}}}
$$

as follows:

$$
\begin{gather*}
x^{*}=P \max C, \\
y^{*}= \begin{cases}\hat{y}, & \text { if } 0 \leq \hat{y} \leq \operatorname{Pmax} J \\
0, & \text { if } \hat{y}<0 \\
\text { PmaxJ, } & \text { if } \hat{y}>P \operatorname{maxJ} .\end{cases} \tag{5.6}
\end{gather*}
$$

Proof. The function $u_{c a r}$ is linear with respect to $x$, therefore, if we fix value of $y$, it reaches a maximum at the ends of the segment $[0, P \max C]$. Let us assume that the maximum is reached at the point $x^{*}=0$. Since the function $u_{J}\left(x^{*}, y\right)=u_{J}(0, y)=-C_{J} y$ reaches its maximum at the point $y=0$ we conclude that $y^{*}=0$. However, it is impossible for the point $(0,0)$ to be a Nash equilibrium, since if $y^{*}=0$ and the inequality (5.5) holds, then the function $u_{c a r}(x, 0)$ reaches its maximum at $x^{*}=P$ max , and not at $x^{*}=0$. Thus, $x^{*}=P \max C$.

Let us derive value of $y^{*}$. The derivative of utility function $u_{\text {car }}$ is given as follows:

$$
\begin{equation*}
\frac{d}{d y} u_{J}=\frac{d}{d y}\left(-\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y}+C_{c a r} x-C_{J} y\right)=\frac{h_{c a r}^{2} h_{J}^{2} x}{\left(\sigma^{2}+h_{J}^{2} y\right)^{2}}-C_{J} . \tag{5.7}
\end{equation*}
$$

Solving the equation $\frac{d}{d y} u_{J}=0$, we find its root $\hat{y}$

$$
\begin{equation*}
\hat{y}=\frac{-\sigma^{2}}{h_{J}^{2}}+\frac{h_{c a r}}{h_{J}} \sqrt{\frac{x}{C_{J}}} . \tag{5.8}
\end{equation*}
$$

Since $\frac{d^{2}}{d y^{2}} u_{J}<0$, the function $u_{J}$ is convex downward and its maximum value can be reached at the point $\hat{y}$ or at the ends of the segment 0 and PmaxJ. Taking into account that the function $u_{J}$ increases with $y<\hat{y}$ and decreases with $y>\hat{y}$, we conclude that the maximum point $y^{*}$ can
be calculated using the formula (5.6).

### 5.4 Nash equilibrium in the case of the quadratic cost function

In the previous section, we examine the case in which the power increases linearly in car and jammer utility functions. This assumption leads to a situation in which the optimal strategy for the car (see Theorem) is to transmit a maximum power. In this section, we change the utility function, which leads to a more realistic model. Namely, we assume that the power term in the utility function does not grow linearly, but quadratically. The quadratic power term is more suitable, since in this case the high transmission power leads to the high transmission cost. The utility functions for car and jammer are now described by the following equations:

$$
\begin{gather*}
u_{c a r}=\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y}-C_{c a r} x^{2},  \tag{5.9}\\
u_{J}=-\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y}+C_{c a r} x^{2}-C_{J} y^{2} . \tag{5.10}
\end{gather*}
$$

We assume that the vehicle and jammer powers $x$ and $y$ satisfy the following requirements:

$$
\begin{equation*}
0<x \leq \text { Pmax } C, 0<y \leq \text { PmaxJ } . \tag{5.11}
\end{equation*}
$$

Theorem 2. In the game with utility functions given by (5.9) and (5.10) in the area (5.11) the point $\left(x^{*}, y^{*}\right)$ is Nash equilibrium if and only if one of the following conditions is satisfied.

1. $0<x^{*}<\operatorname{Pmax} C, 0<y^{*}<\operatorname{PmaxJ}, y^{*}$ is a solution of the equation

$$
\begin{equation*}
y^{*}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)^{3}=\frac{h_{c a r}^{4} h_{J}^{2}}{4 C_{c a r} C_{J}}, \tag{5.12}
\end{equation*}
$$

and $x^{*}$ is expressed in terms of $y^{*}$ as follows:

$$
\begin{equation*}
x^{*}=\frac{h_{c a r}^{2}}{2 C_{c a r}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)} . \tag{5.13}
\end{equation*}
$$

2. $x^{*}=\operatorname{Pmax} C, 0<y<\operatorname{PmaxJ}, y^{*}$ is a solution of the equation

$$
\begin{equation*}
y^{*}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)^{2}=\frac{h_{c a r}^{2} h_{J}^{2} \operatorname{Pmax} C}{2 C_{J}} \tag{5.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} y^{*}}-2 C_{c a r} P \max C \geq 0 \tag{5.15}
\end{equation*}
$$

3. $0<x^{*}<$ PmaxC, $y^{*}=P$ maxJ, and

$$
\begin{gather*}
x^{*}=\frac{h_{c a r}^{2}}{2 C_{c a r}\left(\sigma^{2}+h_{J}^{2} \operatorname{PmaxJ}\right)},  \tag{5.16}\\
\frac{h_{c a r}^{2} h_{J}^{2} x^{*}}{\left(\sigma^{2}+h_{J}^{2} P \max J\right)^{2}}-2 C_{J} \operatorname{Pmax} J \geq 0 . \tag{5.17}
\end{gather*}
$$

4. $x^{*}=P \max C, y^{*}=P \operatorname{maxJ}$, and

$$
\begin{gather*}
\frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} P \max J}-2 C_{c a r} P \max C \geq 0  \tag{5.18}\\
\frac{h_{c a r}^{2} h_{J}^{2} P \max C}{\left(\sigma^{2}+h_{J}^{2} P \max J\right)^{2}}-2 C_{J} P \max J \geq 0 . \tag{5.19}
\end{gather*}
$$

Proof. The derivative of the utility functions $u_{c a r}$ and $u_{J}$ are given as follows:

$$
\begin{gather*}
\frac{d}{d x} u_{c a r}=\frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} y}-2 C_{c a r} x,  \tag{5.20}\\
\frac{d}{d y} u_{J}=\frac{d}{d y}\left(-\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y}+C_{c a r} x^{2}-C_{J} y^{2}\right)=\frac{h_{c a r}^{2} h_{J}^{2} x}{\left(\sigma^{2}+h_{J}^{2} y\right)^{2}}-2 C_{J} y . \tag{5.21}
\end{gather*}
$$

Let us calculate the derivative $\frac{d^{2}}{d y^{2}} u_{J}(x, y)$ taking into account (5.21).

$$
\begin{equation*}
\frac{d^{2} u_{J}(x, y)}{d y^{2}}=-\frac{2 h_{c a r}^{2} h_{J}^{4} x}{\left(\sigma^{2}+h_{J}^{2} y\right)^{3}}-2 C_{J} \tag{5.22}
\end{equation*}
$$

Since all the terms in (5.22) are negative, we conclude that

$$
\begin{equation*}
\frac{d^{2}}{d y^{2}} u_{J}(x, y)<0 \tag{5.23}
\end{equation*}
$$

By analogy, one can derive that

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} u_{c a r}(x, y)<0 \tag{5.24}
\end{equation*}
$$

Case 1. Let us consider the case in which Nash equilibrium is reached at the point $\left(x^{*}, y^{*}\right)$, located inside the area $0<x<\operatorname{PmaxC}, 0<y<\operatorname{PmaxJ}$. From (5.23) and (5.24) one can conclude that the functions $u_{c a r}(x, y)$ and $u_{J}(x, y)$ are convex upward as the functions of $x$ and $y$, respectively. Therefore, the conditions

$$
\begin{gather*}
\frac{d}{d x} u_{c a r}\left(x^{*}, y^{*}\right)=0  \tag{5.25}\\
\frac{d}{d y} u_{J}\left(x^{*}, y^{*}\right)=0 \tag{5.26}
\end{gather*}
$$

are equivalent to the conditions (5.3), (5.4). Equations (5.25) and (5.26) can be rewritten as follows:

$$
\begin{gather*}
\sigma^{2}+h_{J}^{2} y^{*}=\frac{h_{c a r}^{2}}{2 C_{c a r} x^{*}}  \tag{5.27}\\
\left(\sigma^{2}+h_{J}^{2} y^{*}\right)^{2}=\frac{h_{c a r}^{2} h_{J}^{2} x^{*}}{2 C_{J} y^{*}} \tag{5.28}
\end{gather*}
$$

Multiplying the equalities (5.27) and (5.28) we can derive the following equation of the fourth degree with respect to $y^{*}$ :

$$
y^{*}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)^{3}=\frac{h_{c a r}^{4} h_{J}^{2}}{4 C_{c a r} C_{J}}
$$

Let us note that the right-hand side is an increasing function; therefore, it has at most one root in the region $0<y<\operatorname{PmaxJ}$. The value of $x^{*}$ can be obtained from (5.27) as follows:

$$
x^{*}=\frac{h_{c a r}^{2}}{2 C_{c a r}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)}
$$

We consider cases in which the Nash equilibrium lies on the border of the region. Since $x>0$ and $y>0$, only cases $(x=\operatorname{PmaxC}, 0<y<\operatorname{PmaxJ}),(0<x<\operatorname{PmaxC}, y=\operatorname{PmaxJ})$, and $(y=P \max J$ and $y=P \max J)$ are possible. Below we consider them all.

Case 2. In the case $x^{*}=P \max C, 0<y<\operatorname{PmaxJ}$ let us establish that the conditions $\frac{d}{d y} u_{J}\left(\operatorname{Pmax} C, y^{*}\right)=0$ and $\frac{d}{d x} u_{\text {car }}\left(\operatorname{Pmax} C, y^{*}\right) \geq 0$ are necessary and sufficient for point $\left(x^{*}, y^{*}\right)$ to be Nash equilibrium.

We prove that fulfillment of the condition $\frac{d}{d x} u_{\operatorname{car}}\left(\operatorname{Pmax} C, y^{*}\right) \geq 0$ ensures that the condition (5.3) is satisfied. From (5.23) we conclude that the derivative $\frac{d}{d x} u_{\text {car }}\left(x, y^{*}\right)$ decreases. If $\frac{d}{d x} u_{c a r}\left(x, y^{*}\right)$ is non-negative at the point $x=P \max C$, then it is non-negative over the entire interval $0<x \leq \operatorname{Pmax} C$. Thus, in this interval, the function $u_{\text {car }}\left(x, y^{*}\right)$ is non-decreasing and condition (5.3) is satisfied.

Let us establish that $\frac{d}{d y} u_{J}\left(\right.$ PmaxC $\left.C, y^{*}\right)=0$ guarantees that (5.4) holds. Since conditions $\frac{d^{2}}{d y^{2}} u_{J}(x, y)<0$ and $\frac{d}{d y} u_{J}\left(\operatorname{Pmax} C, y^{*}\right)=0$ hold we derive that $y^{*}$ is a maximum of the function $u_{J}($ Pmax $C, y)$. Therefore, (5.4) is satisfied.

Carrying out the reverse reasoning, we can verify that the conditions $\frac{d}{d y} u_{J}\left(\right.$ PmaxC, $\left.y^{*}\right)=0$ and $\frac{d}{d x} u_{\text {car }}\left(\operatorname{Pmax} C, y^{*}\right) \geq 0$ are also sufficient to satisfy (5.3) and (5.4). These conditions can be rewritten as follows:

$$
\begin{gathered}
y^{*}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)^{2}=\frac{h_{c a r}^{2} h_{J}^{2} P \operatorname{Pax} C}{2 C_{J}}, \\
\frac{d}{d x} u_{c a r}\left(\operatorname{Pmax} C, y^{*}\right)=\frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} y^{*}}-2 C_{c a r} P \max C \geq 0 .
\end{gathered}
$$

Case 3. Case $0<x^{*}<\operatorname{Pmax} C, y^{*}=P \max J$ can be analyzed similarly to case 2. By analogy with case 2 , one can prove that is this case conditions $\frac{d}{d x} u_{\text {car }}\left(x^{*}, P \max J\right)=0$ and
$\frac{d}{d y} u_{J}\left(x^{*}, P \max J\right) \geq 0$ must be satisfied, therefore,

$$
\begin{aligned}
x^{*} & =\frac{h_{c a r}^{2}}{2 C_{c a r}\left(\sigma^{2}+h_{J}^{2} P \operatorname{maxJ}\right)}, \\
\frac{d}{d y} u_{J}\left(x^{*}, \text { Pmax } J\right) & =\frac{h_{c a r}^{2} h_{J}^{2} x^{*}}{\left(\sigma^{2}+h_{J}^{2} P \max J\right)^{2}}-2 C_{J} P \max J \geq 0 .
\end{aligned}
$$

Case 4. In the case $x^{*}=\operatorname{Pmax} C, y^{*}=\operatorname{PmaxJ}$ (by analogy with case 2 ) it could be proven that in order for the equalities (5.3) and (5.4) to be satisfied, it is necessary and sufficient that $\frac{d}{d x} u_{c a r}(\operatorname{Pmax} C, \operatorname{PmaxJ}) \geq 0$ and $\frac{d}{d y} u_{J}(\operatorname{Pmax} C, \operatorname{Pmax} J) \geq 0$ are satisfied. Thus, the inequalities

$$
\begin{gathered}
\frac{d}{d x} u_{c a r}(\text { Pmax } C, P \max J)=\frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} P \max J}-2 C_{c a r} P \max C \geq 0, \\
\frac{d}{d y} u_{J}(P \max C, \operatorname{Pmax} J)=\frac{h_{c a r}^{2} h_{J}^{2} P \max C}{\left(\sigma^{2}+h_{J}^{2} P \max J\right)^{2}}-2 C_{J} P \max J \geq 0
\end{gathered}
$$

hold.
Remark. Equations (5.12) and (5.14) have increasing right side, therefore, they could be efficiently solved by using binary search on the interval [0, PmaxJ].

### 5.5 Nash equilibrium in the case of multi-channel game

In the case of a multi-channel game with $m$ channels, we assume that the vehicle selects the next channel according to a predetermined pseudorandom sequence, and all channels are chosen equally probable. We assume that the jammer divides its power between $m$ channels. Thus, the jammer state is the vector $\left(y_{1}, y_{2}, \ldots, y_{m}\right)$, where $y_{i}$ is the power transmitted through the channel $i$. Since the vehicle chooses a certain channel with probability $1 / m$ and the vehicle utility function on this channel is given by the formula (5.9), we conclude that the average value of the received reward is calculated by the formula

$$
\begin{equation*}
u_{c a r}=\sum_{k=1}^{m} \frac{1}{m}\left(\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y_{k}}-C_{c a r} x^{2}\right) . \tag{5.29}
\end{equation*}
$$

We assume that the jammer utility function is given by the following formula:

$$
\begin{equation*}
u_{J}=-u_{c a r}-C_{J} \sum_{k=1}^{m} y_{k}^{2}=\sum_{k=1}^{m} \frac{1}{m}\left(-\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y_{k}}+C_{c a r} x^{2}\right)-C_{J} \sum_{k=1}^{m} y_{k}^{2} . \tag{5.30}
\end{equation*}
$$

The sum of the transmitted jammer powers $y_{k}$ over all $k$ channels must not exceed the maximum jammer power PmaxJ and should be positive

$$
\begin{gather*}
\sum_{k} y_{k} \leq \operatorname{Pmax} J,  \tag{5.31}\\
y_{k}>0 . \tag{5.32}
\end{gather*}
$$

In addition, we assume that the car power $x$ lies in the following range:

$$
\begin{equation*}
0<x \leq \text { Pmax } C . \tag{5.33}
\end{equation*}
$$

The point $\left(x^{*}, y_{1}^{*}, y_{2}^{*}, \ldots, y_{m}^{*}\right)$ is called Nash equilibrium if the following inequalities:

$$
\begin{gather*}
u_{c a r}\left(x^{*}, y_{1}^{*}, y_{2}^{*}, \ldots, y_{m}^{*}\right) \geq u_{c a r}\left(x, y_{1}^{*}, y_{2}^{*}, \ldots, y_{m}^{*}\right),  \tag{5.34}\\
u_{J}\left(x^{*}, y_{1}^{*}, y_{2}^{*}, \ldots, y_{m}^{*}\right) \geq u_{J}\left(x^{*}, y_{1}, y_{2}, \ldots, y_{m}\right) \tag{5.35}
\end{gather*}
$$

hold.
Theorem 3. Nash equilibrium $\left(x^{*}, y_{1}^{*}, y_{2}^{*}, \ldots, y_{m}^{*}\right)$ exists in the game with cost functions (5.29), (5.30) in the region given by the inequalities (5.31), (5.32), (5.33) if and only if

$$
\begin{equation*}
y_{1}^{*}=y_{2}^{*}=\ldots=y_{m}^{*}=y^{*} \tag{5.36}
\end{equation*}
$$

and one of the following conditions is satisfied.

1. $0<x^{*}<\operatorname{Pmax} C, y^{*}<\frac{P \operatorname{maxJ}}{m}$. In this case, $y^{*}$ can be found from the equation

$$
\begin{equation*}
y^{*}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)^{3}=\frac{h_{c a r}^{4} h_{J}^{2}}{4 m C_{c a r} C_{J}} . \tag{5.37}
\end{equation*}
$$

The value of $x^{*}$ is expressed in terms of $y^{*}$ according to the formula

$$
\begin{equation*}
x^{*}=\frac{h_{c a r}^{2}}{2 C_{c a r}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)} . \tag{5.38}
\end{equation*}
$$

2. $x^{*}=P \max C, y^{*}<\frac{P_{\text {maxJ }}}{m}$. In this case $y^{*}$ is a solution to the equation

$$
\begin{equation*}
y^{*}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)^{2}=\frac{h_{c a r}^{2} h_{J}^{2} P \max C}{2 m C_{J}} \tag{5.39}
\end{equation*}
$$

and the inequality

$$
\begin{equation*}
\frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} y^{*}}-2 C_{c a r} P \max C \geq 0 \tag{5.40}
\end{equation*}
$$

holds.
3. $0<x^{*}<\operatorname{Pmax} C, y^{*}=\frac{P \max J}{m}$. The value $x^{*}$ is given by the formula

$$
\begin{equation*}
x^{*}=\frac{h_{c a r}^{2}}{2 C_{c a r}\left(\sigma^{2}+h_{J}^{2} \frac{\operatorname{PmaxJ}}{m}\right)}, \tag{5.41}
\end{equation*}
$$

and the following inequality:

$$
\begin{equation*}
\frac{h_{c a r}^{2} h_{J}^{2} x^{*}}{\left(\sigma^{2}+h_{J}^{2} \frac{P \max J}{m}\right)^{2}}-2 C_{J} \operatorname{Pmax} J \geq 0 \tag{5.42}
\end{equation*}
$$

is satisfied.
4. $x^{*}=P \max C, y^{*}=\frac{P \operatorname{maxJ}}{m}$. In this case, the following conditions must be satisfied:

$$
\begin{equation*}
\frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} \frac{P \max J}{m}}-2 C_{c a r} P \max C \geq 0 \tag{5.43}
\end{equation*}
$$

$$
\begin{equation*}
\frac{h_{c a r}^{2} h_{J}^{2} P \max C}{\left(\sigma^{2}+h_{J}^{2} \frac{P \max J}{m}\right)^{2}}-2 C_{J} P \max J \geq 0 \tag{5.44}
\end{equation*}
$$

Proof. The proof of this theorem consists of two parts. We first establish the equality $y_{1}^{*}=y_{2}^{*}=\ldots=y_{m}^{*}$. Denoting these variables by $y^{*}$, we reduce the problem to finding Nash equilibrium in the two-dimensional case. This problem is similar to the problem considered in the previous section, and it can be solved in the same way.

First, we obtain the derivatives $\frac{d}{d x} u_{c a r}$ and $\frac{d^{2}}{d x^{2}} u_{c a r}$

$$
\begin{gather*}
\frac{d}{d x} u_{c a r}=\sum_{k=1}^{m} \frac{d}{d x} \frac{1}{m}\left(\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y_{k}}-C_{c a r} x^{2}\right)=\sum_{k=1}^{m} \frac{1}{m}\left(\frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} y_{k}}-2 C_{c a r} x\right),  \tag{5.45}\\
\frac{d^{2}}{d x^{2}} u_{c a r}=-2 C_{c a r}<0 . \tag{5.46}
\end{gather*}
$$

Let us consider the case $0<x^{*}<\operatorname{Pmax} C$ first. From (5.46) we derive that the function $u_{c a r}\left(x, y_{1}^{*}, y_{2}^{*}, \ldots, y_{m}^{*}\right)$ is convex upward with respect to the variable $x$. Inequality (5.34) means that the point $x^{*}$ is a maximum of the function $u_{\text {car }}\left(x, y_{1}^{*}, y_{2}^{*}, \ldots, y_{m}^{*}\right)$. Therefore, to fulfill the inequality (5.34) it is necessary and sufficient that $\frac{d}{d x} u_{\text {car }}\left(x^{*}, y_{1}^{*}, y_{2}^{*}, \ldots, y_{m}^{*}\right)=0$. Solving this equation, we find that

$$
\begin{equation*}
x^{*}=\frac{1}{2 m C_{c a r}} \sum_{k=1}^{m} \frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} y_{k}^{*}} \tag{5.47}
\end{equation*}
$$

Let us note that (5.35) is equivalent to the point $\left(y_{1}^{*}, y_{2}^{*}, \ldots, y_{m}^{*}\right)$ being the maximum of the function $u_{J}\left(x^{*}, y_{1}, y_{2}, \ldots, y_{m}\right)$. To find this maximum with restrictions (5.31), (5.32), and (5.47) we consider the Lagrangian

$$
L(x, y)=u_{J}-\lambda\left(\sum_{k} y_{k}-\operatorname{PmaxJ}\right)-\mu\left(\sum_{k=1}^{m} \frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} y_{k}}-2 m C_{c a r} x\right),
$$

where $\lambda \geq 0$. The derivative $\frac{d}{d y_{l}} L$ is calculated by the formula

$$
\begin{align*}
\frac{d}{d y_{l}} L=\frac{d}{d y_{l}} u_{J}-\lambda+\mu \frac{h_{c a r}^{2} h_{J}^{2}}{\left(\sigma^{2}+h_{J}^{2} y_{l}\right)^{2}}= & \\
\sum_{k=1}^{m} \frac{1}{m} \frac{d}{d y_{l}}\left(-\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y_{k}}+\right. & \left.C_{c a r} x^{2}\right)-2 C_{J} y_{l}-\lambda+\mu \frac{h_{c a r}^{2} h_{J}^{2}}{\left(\sigma^{2}+h_{J}^{2} y_{l}\right)^{2}}= \\
& \frac{h_{c a r}^{2} h_{J}^{2} x}{m\left(\sigma^{2}+h_{J}^{2} y_{l}\right)^{2}}-2 C_{J} y_{l}-\lambda+\mu \frac{h_{c a r}^{2} h_{J}^{2}}{\left(\sigma^{2}+h_{J}^{2} y_{l}\right)^{2}} . \tag{5.48}
\end{align*}
$$

Solving the equation $\frac{d}{d y_{l}} L\left(x^{*}, y_{1}^{*}, y_{2}^{*}, \ldots, y_{m}^{*}\right)=0$, we obtain

$$
\begin{equation*}
h_{c a r}^{2} h_{J}^{2} x^{*}+\mu m h_{c a r}^{2} h_{J}^{2}=m\left(2 C_{J} y_{l}^{*}+\lambda\right)\left(\sigma^{2}+h_{J}^{2} y_{l}^{*}\right)^{2} \tag{5.49}
\end{equation*}
$$

Let us note that the equation (5.49) with respect to $y_{l}$ has no more than one root, since the left side is a constant, and the right side is a monotonically increasing function (because $\lambda \geq 0$ ). Let us denote this root by $y^{*}$. Since the equation (5.49) is satisfied for every $l$, we conclude that

$$
\begin{equation*}
y_{1}^{*}=y_{2}^{*}=\ldots=y_{m}^{*}=y^{*} . \tag{5.50}
\end{equation*}
$$

The case $x^{*}=P \max C$ can be analyzed in a similar way and also leads to the formula (5.50). Thus, regardless of where $x^{*}$ is located on the interval ( 0 , Pmax $C$ ], the equalities (5.50) are fulfilled.

Since (5.50) holds, it is convenient for us to consider the functions $\tilde{u}_{\text {car }}(x, y)$ and $\tilde{u}_{J}(x, y)$ given as follows:

$$
\begin{gather*}
\tilde{u}_{c a r}(x, y)=u_{c a r}(x, y, y, \ldots, y)=\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y}-C_{c a r} x^{2},  \tag{5.51}\\
\tilde{u}_{J}(x, y)=u_{J}(x, y, y, \ldots, y)=-\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y}+C_{c a r} x^{2}-m C_{J} y^{2} . \tag{5.52}
\end{gather*}
$$

Let us establish that the function $u_{J}\left(x^{*}, y_{1}, y_{2}, \ldots, y_{m}\right)$ is a convex upwards function with
regards to the variables $y_{1}, y_{2}, \ldots, y_{m}$. We rewrite the function $u_{J}\left(x^{*}, y_{1}, y_{2}, \ldots, y_{m}\right)$ in the following form:

$$
u_{J}=\sum_{k=1}^{m} \frac{1}{m}\left(-\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{J}^{2} y_{k}}+C_{c a r} x^{2}-m C_{J} y_{k}^{2}\right)
$$

By proving that the second derivative is negative, it can be established that each term $-\frac{h_{c a r}^{2} x}{\sigma^{2}+h_{j} y_{k}}+$ $C_{c a r} x^{2}-m C_{J} y_{k}^{2}$ is a convex upward function of the argument $y_{k}$. Therefore, each term is a convex upward function of the arguments $y_{1}, y_{2}, \ldots, y_{m}$. Thus, the function $u_{J}\left(x^{*}, y_{1}, y_{2}, \ldots, y_{m}\right)$ is a convex upward function of the arguments $y_{1}, y_{2}, \ldots, y_{m}$, since it equals to the sum of convex upward functions. Similarly, we can establish that the function $u_{J}\left(x, y_{1}^{*}, y_{2}^{*}, \ldots, y_{m}^{*}\right)$ is a convex upward function of the argument $x$.

From the convexity of the functions discussed in the previous paragraph we can conclude that the fulfillment of inequalities (5.34), (5.35) is equivalent to the fulfillment of the following inequalities:

$$
\begin{gather*}
\tilde{u}_{c a r}\left(x^{*}, y^{*}\right) \geq \tilde{u}_{c a r}\left(x, y^{*}\right),  \tag{5.53}\\
\tilde{u}_{J}\left(x^{*}, y^{*}\right) \geq \tilde{u}_{J}\left(x^{*}, y\right) . \tag{5.54}
\end{gather*}
$$

Thus, we can reduce the multidimensional problem of finding Nash equilibrium to the twodimensional case. From (5.31) and (5.50) we derive

$$
0<y^{*} \leq \frac{P \max J}{m}
$$

Therefore, there are 4 different cases we need to consider: $\left(0<x^{*}<\operatorname{Pmax} C, 0<y^{*}<\frac{P \operatorname{maxJ}}{m}\right)$, $\left(x^{*}=P \max C, 0<y^{*}<\frac{P \max J}{m}\right),\left(0<x^{*}<P \max C, y^{*}=\frac{P \max J}{m}\right)$, and $\left(x^{*}=P \max C, y^{*}=\frac{P \max }{m}\right)$.

Case 1. $0<x^{*}<\operatorname{Pmax} C, 0<y^{*}<\frac{P \operatorname{maxJ}}{m}$. From the equations (5.47), and (5.50) we deduce that

$$
\begin{equation*}
x^{*}=\frac{h_{c a r}^{2}}{2 C_{c a r}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)} . \tag{5.55}
\end{equation*}
$$

Let us notice that (5.54) is equivalent to the point $y^{*}$ being the maximum of the function
$\tilde{u}_{J}\left(x^{*}, y\right)$. Taking into account that $\tilde{u}_{J}$ is convex upward, we conclude that $\frac{d}{d y} \tilde{u}_{J}\left(x^{*}, y^{*}\right)=0$. The derivative $\frac{d}{d y} \tilde{u}_{J}(x, y)$ is given by the following formula:

$$
\begin{equation*}
\frac{d}{d y} \tilde{u}_{J}(x, y)=\frac{h_{c a r}^{2} h_{J}^{2} x}{\left(\sigma^{2}+h_{J}^{2} y\right)^{2}}-2 m C_{J} y . \tag{5.56}
\end{equation*}
$$

Substituting (5.55) into (5.56) and equating $\frac{d}{d y} \tilde{u}_{J}\left(x^{*}, y^{*}\right)$ to zero we obtain

$$
\begin{gathered}
\frac{d}{d y} \tilde{u}_{J}\left(x^{*}, y^{*}\right)=\frac{h_{c a r}^{4} h_{J}^{2}}{2 C_{c a r}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)^{3}}-2 m C_{J} y^{*}=0, \\
y^{*}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)^{3}=\frac{h_{c a r}^{4} h_{J}^{2}}{4 m C_{c a r} C_{J}} .
\end{gathered}
$$

Case 2. $x^{*}=P \max C, 0<y^{*}<\frac{P \max J}{m}$. To find the maximum of the function $\tilde{u}_{J}$, as in the previous case, we calculate the derivative $\frac{d}{d y} \tilde{u}_{J}(\operatorname{Pmax} C, y)$ and equate it to zero. We derive the following equality:

$$
0=\frac{d}{d y} \tilde{u}_{J}\left(P \max C, y^{*}\right)=\frac{h_{c a r}^{2} h_{J}^{2} P \max C}{\left(\sigma^{2}+h_{J}^{2} y^{*}\right)^{2}}-2 C_{J} m y^{*}
$$

From the previous equation we deduce

$$
\begin{equation*}
y^{*}\left(\sigma^{2}+h_{J}^{2} y^{*}\right)^{2}=\frac{h_{c a r}^{2} h_{J}^{2} P \max C}{2 m C_{J}} \tag{5.57}
\end{equation*}
$$

By analogy with the consideration of case 2 in Theorem 2, we conclude that the conditions (5.57) and $\frac{d}{d x} \tilde{u}_{\text {car }}\left(\operatorname{PmaxC}, y^{*}\right) \geq 0$ are necessary and sufficient for point $\left(x^{*}, y^{*}\right)$ being the Nash equilibrium. We obtain

$$
\frac{d}{d x} \tilde{u}_{c a r}\left(\operatorname{Pmax} C, y^{*}\right)=\frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} y^{*}}-2 C_{c a r} P \max C \geq 0
$$

Case 3. $0<x^{*}<P \max C, y^{*}=\frac{P \operatorname{maxJ}}{m}$. By analogy with case 2, we conclude that in order to find $x^{*}$ it is enough to equate the derivative $\frac{d}{d x} \tilde{u}_{\text {car }}\left(x^{*}, \frac{P \operatorname{maxJ}}{m}\right)$ to zero. Therefore, we obtain the
following equation:

$$
0=\frac{d}{d x} \tilde{u}_{c a r}\left(x^{*}, \frac{P \max J}{m}\right)=\frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} \frac{P \operatorname{maxJ}}{m}}-2 C_{c a r} x^{*}
$$

From the last equation we conclude that

$$
x^{*}=\frac{h_{c a r}^{2}}{2 C_{c a r}\left(\sigma^{2}+h_{J}^{2} \frac{P_{\text {maxJ }}}{m}\right)} .
$$

By analogy with case 2 of Theorem 2, we conclude that it is necessary and sufficient for the point $\left(x^{*}, \frac{P \operatorname{maxJ}}{m}\right)$ to be Nash equilibrium if the following inequality:

$$
\frac{d}{d y} \tilde{u}_{J}\left(x^{*}, \frac{\operatorname{Pmax} J}{m}\right)=\frac{h_{c a r}^{2} h_{J}^{2} x^{*}}{\left(\sigma^{2}+h_{J}^{2} \frac{\operatorname{PmaxJ}}{m}\right)^{2}}-2 C_{J} \operatorname{Pmax} J \geq 0
$$

is satisfied.

Case 4. $x^{*}=\operatorname{Pmax} C, y^{*}=\frac{P \operatorname{maxJ}}{m}$. As in case 4 of Theorem 2, we conclude that the conditions $\frac{d}{d x} \tilde{u}_{\text {car }}\left(\operatorname{Pmax} C, \frac{P \max J}{m}\right) \geq 0$ and $\frac{d}{d y} \tilde{u}_{J}\left(\operatorname{Pmax} C, \frac{P \max J}{m}\right) \geq 0$ are necessary and sufficient. From the last two inequalities we deduce

$$
\begin{aligned}
& \frac{d}{d x} \tilde{u}_{c a r}\left(P \max C, \frac{P \max J}{m}\right)=\frac{h_{c a r}^{2}}{\sigma^{2}+h_{J}^{2} \frac{P \max J}{m}}-2 C_{c a r} P \max C \geq 0, \\
& \frac{d}{d y} \tilde{u}_{J}\left(P \max C, \frac{P \max J}{m}\right)=\frac{h_{c a r}^{2} h_{J}^{2} P \max C}{\left(\sigma^{2}+h_{J}^{2} \frac{P \max J}{m}\right)^{2}}-2 C_{J} P \max J \geq 0 .
\end{aligned}
$$

Remark. Equalities (5.37) and (5.39) are equations for the variable $y^{*}$, which can be solved numerically using binary search, since their left side is an increasing function, and the right side is a constant.

### 5.6 Algorithms

In this chapter, we derive Nash equilibrium in the case of multi-channel and single-channel games. However, communication parameters such as channel gains are generally unknown, which makes their use in practice not always possible. Therefore, in practice, it is of interest to use machine learning algorithms, which by trial and error find the optimal strategy. In this chapter, we compare the performance of Policy hill-climbing [14] algorithm and several state-of-the-art modifications of the classic Q-learning algorithm [55]. All these algorithms are general and can be applied to turn-based games. The essence of the game is that at each step of $k$ each agent is in some state $s_{k}$ and at each turn performs the action $a_{k}$ for which he receives a reward $r_{k}$. The goal of the agent is to maximize cumulative reward

$$
\begin{equation*}
\mathbf{E}\left\{\sum_{k} \gamma^{k} r_{k}\right\}, \tag{5.58}
\end{equation*}
$$

where $\mathbf{E}$ is a mathematical expectation and $\gamma$ is called a discount-rate. Maximizing value (5.58) could be interpreted as maximizing the average cumulative reward obtained by following the certain probabilistic policy. The discount rate $\gamma,(0<\gamma<1)$ determines how important the future rewards are to the agent. If $\gamma$ is close to 1 , this means the high importance of the rewards, otherwise they are less important and the agent focuses more on the current state.

The essence of classic Q-learning algorithm is in recalculating the Q-matrix in which $a$ action utility made from the state $s$ is stored. With a probability $\varepsilon$, the agent selects an action randomly, in other cases it acts greedily and selects an action with a maximum Q-value. Often the parameter $\varepsilon$ decreases to zero with an increasing number of iterations, since it is believed that the environment becomes explored quite well over time and does not require future exploration. In this chapter, we use exponential $\varepsilon$ decay with a starting value of $\varepsilon_{0}$, a limiting value of $\varepsilon_{\infty}$, and decay_rate given by the formula

$$
\begin{equation*}
\varepsilon=\varepsilon_{\infty}+\left(\varepsilon_{0}-\varepsilon_{\infty}\right) e^{-i t e r a t i o n \_n u m b e r / d e c a y-r a t e}, \tag{5.59}
\end{equation*}
$$

where iteration_number is the number of the game iterations until the current moment. At each step, the recalculation of Q-matrix is performed according to the formula

$$
\begin{equation*}
Q^{\text {new }}\left[s_{k}, a_{k}\right]=Q^{\text {old }}\left[s_{k}, a_{k}\right]+\alpha\left(r_{k}+\gamma \max _{a} Q^{\text {old }}\left[s_{k+1}, a\right]-Q^{\text {old }}\left[s_{k}, a_{k}\right]\right) \tag{5.60}
\end{equation*}
$$

One of the main parameters of this algorithm is learning rate $\alpha$ which determines how significant the impact of new experience on Q -values would be.

Policy hill-climbing algorithm (PHC) is a modification of Q-learning. Its main difference from Q-learning is the choice of action. Q-learning is based on the greedy choice of the action $a$ from the state $s$ with the highest value $Q[s, a]$ and exploration of the environment with the probability $\varepsilon$. The PHC algorithm selects each action with a certain probability, which is updated each time taking into account the received awards.

Modifications of the classical Q-learning algorithm [55] discussed below are based on neural networks. A feature of Deep Q-learning [57] is that instead of memorizing values in Q-matrix (the size of which could be very large), the algorithm trains the neural network to store Q-values. To do this, it uses a special method of training, called experience replay. The essence of this method is that previous experiences are stored in a buffer of constant length replay_mem_size and are repeatedly used to train a neural network. After each iteration of the algorithm, batch_size of the previous experiences are randomly extracted from the buffer and used to retrain the network.

Another modification of Q-learning is called Double Q-learning [86]. Its creation is caused by the fact that values of Q-matrix can be locally overestimated in comparison with the real values. The essence of this modification is that instead of using one network, two are used. One is the current version of the network, and the other is an old copy saved a few steps back. An old copy of the network is updated every update_target_frequency iterations. One network version is used for value evaluation and another for the next action selection.

A modification called Dueling Q-learning [93] improves convergence and stabilizes the
training process by introducing a new element called advantage. The essence of advantage is that it is used to compare the Q -value of the current action and the average Q -value, so the algorithm tries to encourage more promising actions. We also implement Double Dueling Q-learning, which is a combination of the ideas of Double Q-learning and Dueling Q-learning.

```
Anti-jamming game algorithm
    while (Game is not terminated) do
        Recalculate jammer power distribution
        Recalculate state of the system using Intelligent Driver model
        Choose new vehicle transmission channel according to pseudorandom sequence
        Retrieve and discretize SINR_old from memory obtained from the previous iteration
        Calculate \(\varepsilon\) using exponential decay rule (5.59)
        new_action \(=\) Learning_Algorithm \(\left(S I N R \_o l d, \varepsilon\right)\)
        Calculate and discretize \(S I N R \_\)new after action new_action
        Add to memory (SINR_old,new_action, SINR_new, reward)
        Retrain algorithm
        Save current state of the system
    end while
```

The anti-jamming game algorithm is described in pseudocode. We first consider the case of Q-learning modifications based on neural networks such as Deep Q-learning, Dueling Qlearning, and Dueling Double Q-learning, and then describe what should be changed in this pseudo-code if PHC algorithm is used. We discretize the range [ 0, PmaxJ] into power_level_num levels. In line 2, by exhaustive search over all power distributions the jammer finds an optimal distribution of power between $m$ channels. Taking into account the previous vehicle state in line 3 the vehicle locations are updated using the Intelligent driver model from Section 4.4. In line 4 , the transmitting vehicle changes the channel according to the pseudorandom sequence, which is assumed to be unknown to the jammer. To discretize the SINR in lines 5 and 8 , the disc_step step size is used. Line 6 evaluates the value of $\varepsilon$ which is responsible for the amount of exploration in Q-learning algorithms. Regardless of which modification of the Q-learning algorithm we use lines 7-10 look the same. In line 7, the algorithm predicts the next action. To do this, it returns a value of 2,1 or 0 , meaning that the vehicle must transmit signal on a higher power level, stay at the current level, or go to a level lower, respectively. It must be ensured
that the level does not go beyond the permissible power limits. In line 9 the new system state is added to memory as an array of four values (SINR_old,new_action, SINR_new, reward). Line 10 calls a function that retrieves the batch_size of previous experiences, updates the state estimate using the formula (5.60), and trains the neural network to remember the updated values. In the case of the PHC algorithm, line 6 is not needed, since this algorithm does not have the parameter $\varepsilon$, in line 10 , the called algorithm additionally recalculates the probabilities with which actions would be selected in the future.

### 5.7 Simulations

We consider the case of adaptive jammer, which is the most dangerous for the network. Based on the state of communication at the previous moment, the jammer finds the optimal transmit power by considering all the possible options. We perform simulations in the single-channel and multi-channel cases and compare the performance of PHC, Deep Q-learning and its recent modifications Dueling Q-learning and Dueling Double Q-learning. We assume the following parameter values (see their description in the previous section):

$$
\begin{gathered}
\gamma=0.7, \text { replay_mem_size }=50, \text { batch_size }=32, \\
\text { update_target_frequency }=20, \varepsilon_{0}=1, \\
\varepsilon_{\infty}=0.01, \text { decay_rate }=100, \text { disc_step }=0.05 .
\end{gathered}
$$

The vehicle motion parameters are taken from Section 4.4. In all algorithms based on Deep Q-learning, we use the following neural network architecture. Since we want to speed up the learning process, it has only one hidden layer of size 64 ; the number of inputs equals 1 , the number of outputs equals 3 . We assume that the output size equals 3 , since the network returns 3 values corresponding to the values of transmission at the next power level (which is 1 higher), the transmission at the current level, and transmission at the previous power level
(which is 1 lower), respectively. In the case of Dueling Q-learning, advantage and value layers are added to this architecture. We use a fairly low value of $\gamma=0.7$, because the system is constantly changing and we want the network to concentrate more on current rewards than on the future rewards. Since the system is changing rapidly, we assume a low value for the update_target_frequency in Dueling Double Q-learning, so that the system can quickly adapt to new experiences. For the same reason, we assume a low value of replay_mem_size in all versions of Deep Q-learning.

### 5.7.1 Single-channel game with quadratic power function

In this section, we discuss simulations of a single-channel anti-jamming game. We assume that the vehicles are located on the same road, with the jammer chasing two communicating cars. Figures $5.2 \mathrm{a}-5.3 \mathrm{~b}$ shows graphs of vehicle rewards and SINR in the case in which the distance between all consecutive network vehicles remains constant and equals 6.4 meters. Figures 5.2a and 5.2 b shows graphs in the case when the initial coordinates of the vehicle equal 9.6 and 16 meters, and the jammer initial coordinate is 0.8 meters. In simulations corresponding to Figures 5.3a and 5.3 b it is assumed that the vehicles are moving according to the Intelligent Driver model described in Section 4.4 with the parameter values given in this section. Due to the fact that the car in front is moving according to the free road model (since there are no other vehicles in front of it), the distance between it and the transmitting vehicle increases over time, resulting in worse communication quality. This explains decreasing of the graphs in Figures 5.3a and 5.3b.

The red color in all figures indicates the Nash equilibrium rewards and SINR calculated according to the formulas from the theorems proven in this chapter. As can be seen from Figures $5.2 \mathrm{a}-5.3 \mathrm{~b}$, the graphs converge to theoretical predictions, confirming their correctness. We assume that the learning rate $\alpha$ is 0.05 in the case of PHC and 0.01 for the rest of the algorithms. We increase the learning rate, because the otherwise PHC would converge to Nash Equilibrium too slowly.


Figure 5.2: Single-channel game with quadratic power function and constant intervehicle distance.

Figures 5.2a and 5.2b show that Dueling Q-learning and Dueling Double Q-learning are the most stable among all considered algorithms, while Deep Q-learning and PHC have significant deviations from Nash equilibrium. Figures 5.3a and 5.3b show that all the algorithms adapt quite well to changes in the network state. However, the PHC is closest to Nash equilibrium throughout all iterations, while the rest of the algorithms deviates significantly from the optimal curve. This is due to the fact that Q-learning algorithms use experience replay which allows for constantly retraining experience from the past. Even taking into account the fact that we chose the small buffer size replay_mem_size $=50$ (usually such a buffer has a size of the order of 10000), it can be seen from the simulations that such algorithms adapt to a change in environment with a noticeable delay. Thus, if the state of the network changes rapidly, PHC is the best among considered algorithms.

### 5.7.2 Multi-channel game with quadratic power function

Figures $5.4 \mathrm{a}-5.5 \mathrm{~b}$ show graphs in the case of a multi-channel game with $m=3$ channels. We assume that in this case the vehicle changes the transmission channels according to a predetermined pseudo-random sequence and each of the $m=3$ channels in it is chosen with the same probability. Since the jammer must divide its power between channels in a multi-channel
case, the rewards of the vehicle in this case are higher than in a single-channel case. To speed up the convergence rate, we increase the learning rete to 0.3 in the case of PHC and to 0.05 for other algorithms. Figures 5.4a and 5.4b show that all algorithms perform quite well in the case in which the distances between cars are constant, especially PHC and Double Dueling Qlearning, however Dueling Q-learning has a big deviation from Nash equilibrium at iterations 900-1000. In the dynamic case (Intelligent driver model) presented in Figures 5.5a and 5.5b it can be seen that the PHC adapts to a change in environment faster and deviates less from Nash equilibrium.

According to Theorem 3, the optimal jammer strategy is to transmit the same power across all channels. The optimality of this strategy is confirmed by the simulations in Figures 5.6a and 5.6 b in the case of PHC algorithm and constant or variable intervehicle distance. In these simulations, the jammer iterates over all combinations of possible power distributions and selects the one that maximizes its utility function. The graphs confirm that transmitting the same power across all channels is the optimal jammer strategy among all possible.


Figure 5.3: Single-channel game with quadratic power function and variable intervehicle distance.


Figure 5.4: Multi-channel channel game with quadratic power function and constant intervehicle distance.


Figure 5.5: Multi-channel game with quadratic power function and variable intervehicle distance.

### 5.8 Chapter summary

This chapter considers the single-channel and multi-channel VANET anti-jamming game. This game is an antagonistic game between the jammer and a pair of communicating vehicles. At the beginning of the chapter, we assume that the power term of the vehicle and the jammer utility functions is linear. In this case, we prove that the optimal strategy of the vehicle is signal transmission at the maximum power (see Theorem). We change utility functions by replacing the term linearly dependent on power with a quadratic one. This case is closer to the actual operational conditions, since the cost of the transmission at higher levels should


Figure 5.6: Jammer power distribution among 3 channels game with quadratic power function in the cases of constant (left graph) and variable (right graph) intervehicle distance.
be higher than at low levels. We examine a single-channel and multi-channel game under this condition. In this case the optimal strategy is not trivial as before. We express the Nash equilibrium of the system through communication parameters (Theorems 2 and 3). We also consider modern machine learning algorithms such as Deep Q-learning, Dueling Q-learning, Double Dueling Q-learning, and Policy Hill Climbing, and compare their performance. All the algorithms successfully converge to the theoretically deduced Nash equilibrium, however, Policy Hill Climbing shows better adaptability in the case of a rapidly changing system state.

## Chapter 6

## CONCLUSIONS AND

## RECOMMENDATIONS

### 6.1 Summary of the results

The statistical information about VANET is practically important and allows, for example, the estimation of the network load. In Chapter 2, we present a versatile investigation of VANET connectivity statistics in the case where vehicles are distributed on the road and express results in terms of parameters of known probability distributions of intervehicle distance and connectivity model. We derive distributions of number of clusters, cluster size, largest cluster size and disconnected vehicle number as well as expected value and variance of all of these characteristics. The results are confirmed by the simulations made for urban and rural traffic scenarios.

Another important aspect of VANET is how network connectivity characteristics change over time. In Chapter 3, we consider evolution of the vehicle network on a highway assuming that the connection between pairs of consecutive cars can be established with a certain probability. We derive the probability distributions describing evolution of such characteristics of the network as distribution of link duration between every pair of cars, time of cluster existence,
and probability of cluster existence between two fixed moments of time. We also examine such a connection characteristic as $\omega$-stable connection. This type of connection means that the connection between the vehicles may be lost, but must be restored within each specific time interval. This communication performance is closer to the actual operating conditions under which the connection between the cars can be interrupted, but we want to guarantee that it is reestablished again with a certain regularity. We derive an algorithm for calculating the probability that a connection on a given interval is $\omega$-stable. All these derivations are done in the frame of the Wang-Moayery model that describes communication channel using the two state Markov chain model.

Chapter 4 is devoted to the study of the statistical properties of VANET on a two-dimensional map with an almost arbitrary topology. To the best of our knowledge, this is the first study on such a general scenario. Prior to this dissertation, only cases of highways and intersections have been considered. However, an accurate analysis of statistical properties on a 2D map is not possible due to the large number of unknowns such as car routes, traffic lights, and traffic model, etc. Therefore, we derive approximate distributions of such characteristics as the distribution of the number of clusters and the size of the average cluster. In order to verify the obtained results, we develop a simulator that simulates both realistic traffic and communication models. The obtained theoretical results quite accurately approximate the simulation results in the case of urban and rural traffic.

Chapter 5 discusses a VANET anti-jamming game between the jammer and two connected vehicles. In terms of game theory, such antagonistic games are formulated as games in which each player maximizes their utility functions. Finding the optimal strategy in this setting can be interpreted as finding the Nash equilibrium of this game. We derive Nash equilibrium in cases of single-channel and multi-channel games expressed in terms of system parameters. In practice, however, some of the transmission parameters are unknown, therefore, machine learning has become popular in the literature, which by trial and error, finds the optimal strategy. We compare the performance of such machine learning algorithms as Policy Hill Climbing, Deep

Q-learning, Dueling Q-learning, and Dueling Double Q-learning. All the indicated algorithms by trial and error are able to converge to theoretically derived optimal strategies, both in the case of constant, and in case of variable distances between vehicles.

The results of this dissertation are published in journals and conference abstracts.

### 6.2 Suggestions for future research

Chapter 2 explores the statistical properties of VANET on a highway. These studies can be continued in the case of multi-lane traffic. The statistical properties of VANET in the case of multi-lane traffic have not been considered in the literature because of its complexity. However, even if accurate results are difficult to obtain in this case, there is probably a potential to obtain good approximations of these distributions.

The results of Chapter 3 regarding the evolution of the network are deduced under the assumption of a constant speed of movement being the same for all vehicles. The case in which this proposition is omitted or at least weakened is worth consideration. This case is much more difficult to study, since in it, the parameters of the Markov model begin to depend on vehicle motion parameters. Perhaps this case is too complicated for analysis, so all the results of Chapter 3 cannot be generalized to it, but at least studying the duration of the connection between the pair of vehicles is definitely possible.

Chapter 4 shows approximate statistical distributions of the number of clusters and the average cluster size. Further research in this direction can be aimed at making them more accurate. In the derivation of these formulas, we try to minimize information about the traffic model and traffic light states and incorporate it into the model through the distribution of the distance between cars. Perhaps, expanding this information could improve the predictive accuracy of this model.

The results of Chapter 5 regarding an anti-jamming game are deduced when the couple of vehicles establishes a connection, and the jammer tries to disrupt it. However, the case in which
several vehicles cooperate in order to maximize the overall utility function is also important for the practice. In other words, it is also important to consider a cooperative anti-jamming game and obtain analytical results regarding the optimal strategy of the vehicles. It is also important to compare the performance of modern multi-agent machine learning algorithms applied to this game in order to find a stable algorithm with a high convergence rate.
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## Appendix A

## Method of generating functions

Here we give a brief exposition of mathematical method of generating functions. This elegant and effective method is used in Chapter 2 to obtain distributions of cluster size and number of disconnected vehicles. The essence of the method is that it treats infinite sequence of numbers $a_{k}$ as the coefficients of a power series $\sum_{k=0}^{\infty} a_{k} x^{k}$. We use this method to establish a relation between the number of different representations of integer number as a sum of integer numbers with some restrictions. We touch only one aspect of this theory, for other applications we recommend to read the book [95]. Here we formulate several problems in ascending order of complexity. We need the results of the problems 3 and 4, but in order to obtain them we solve problems 1 and 2.

Problem 1. What is the number of representations of positive integer number $n$ as a sum of $k$ positive integer summands?

We denote coefficient of $x^{n}$ in power series $F(x)$ by $\operatorname{coef} f_{x^{n}} F(x)$. It is stated that the following coefficient:

$$
\begin{equation*}
\operatorname{coeff}_{x^{n}}\left(x+x^{2}+x^{3}+\ldots\right)^{k} \tag{A.1}
\end{equation*}
$$

equals the number of representations of $n$ as $k$ summands. Let us prove it. We can rewrite the
$\operatorname{sum}\left(x+x^{2}+x^{3}+\ldots\right)^{k}$ as

$$
\begin{equation*}
\sum_{\alpha_{1}} \sum_{\alpha_{2}} \ldots \sum_{\alpha_{k}} x^{\alpha_{1}} x^{\alpha_{2}} \ldots x^{\alpha_{k}}=\sum_{\alpha_{1}} \sum_{\alpha_{2}} \ldots \sum_{\alpha_{k}} x^{\alpha_{1}+\alpha_{2}+\ldots+\alpha_{k}}=\sum_{l=1}^{\infty} x^{l} \sum_{\alpha_{1}+\alpha_{2}+\ldots+\alpha_{k}=l} 1 . \tag{A.2}
\end{equation*}
$$

Therefore, the coefficient (A.1) indeed equals the number of representations of $n$ as a sum of $k$ summands $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$.

Problem 2. What is the number of representations of positive integer number n as a sum of $k$ positive integer summands not equaling $r$ ?

The following formula gives the solution to this problem:

$$
\begin{equation*}
\operatorname{coeff} f_{x^{n}}\left(x+x^{2}+x^{3}+\ldots-x^{r}\right)^{k} \tag{A.3}
\end{equation*}
$$

The only difference between formulas (A.1) and (A.3) is that we subtract $x^{r}$ because integer summands do not equal $r$. It can be proven similar to the proof of formula (A.1).

Problem 3. What is the number of representations of positive integer number n as a sum of $k$ positive integer summands with the following restriction: among them exactly s numbers equal $\alpha$ ?

The answer is given by the following equality:

$$
\begin{equation*}
\operatorname{coef} f_{x^{n}}\left\{\binom{k}{s} x^{\alpha s}\left(x+x^{2}+x^{3}+\ldots-x^{\alpha}\right)^{k-s}\right\} \tag{A.4}
\end{equation*}
$$

because we can choose $s$ summands equaling $\alpha$ in $\binom{k}{s}$ ways and other $k-s$ summands should not be equal $\alpha$ (see Problem 2).

Problem 4. What is the number of representations of a positive integer number $n$ as a sum of $k$ positive integer summands assuming that s of them equal 1 ?

By substituting $\alpha=1$ into answer of Problem 3 we get the following result:

$$
\begin{equation*}
\operatorname{coeff}_{x^{n}}\binom{k}{s} x^{s}\left(x^{2}+x^{3}+x^{4}+\ldots\right)^{k-s} \tag{A.5}
\end{equation*}
$$
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[^0]:    ${ }^{1}$ Maximum Doppler shift is consistent with geometry of the problem, since vehicles follow the signal propagation path.

[^1]:    ${ }^{2}$ Modern standarts would use additional frequency 5.9 GHz , but the calculation methodology would remain the same.

