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Abstract

Over-the-horizon radar (OTHR) systems that operate at high-latitudes often must con­

tend with multipath and pronounced diffusive scattering effects produced by the anisotropic, 

birefringent, and heterogeneous nature of the ionosphere. In this thesis, radar performance 

at high-latitudes is quantified and several applications for either mitigating the deleterious 

effects of multipath and diffusive scattering or deriving information about the state of the 

ionosphere are proposed. The first application is inspired by adaptive optics techniques in 

other fields and involves the coherent summation of the received plane wave spectrum in or­

der to improve angular resolution and array gain. The second application involves deriving 

ionospheric E × B drift from applying spatial correlation analysis to ground clutter echoes. 

The third application is the development of a new spatial adaptive processing technique 

designed specifically to preserve the Doppler spectrum of angle-Doppler coupled clutter like 

that observed at high-latitudes.
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1 Introduction

High-frequency (HF) over-the-horizon-radar (OTHR) systems use the ionosphere as a 

reflecting layer to illuminate targets beyond the geometric horizon [Skolnik , 2008]. As illus­

trated in the ray trace diagram in Figure 1.1, an OTHR radiates an angular spectrum of 

plane waves that enter the ionosphere at oblique angles, are continuously refracted within 

the ionosphere, and exit at angles approximated by Snell's law. Although dependent on 

design and operating frequency, an OTHR typically illuminates ranges from 1000-3000 km 

and an azimuth sector anywhere from 60o — 360o which provides a total coverage area on the 

order of millions of square kilometers [Fabrizio, 2013]. However, the advantage in coverage 

area that OTHR enjoys over line-of-sight (LOS) radars operating at higher frequency bands 

comes with a number of challenges introduced by the propagation medium itself.

Figure 1.1: Ray trajectories through a hypothetical ionosphere.

The ionosphere is a birefringent, anisotropic, and heterogeneous propagation medium. 

Each of these characteristics is evident in the Appleton-Hartree expression for the index of 

refraction in a cold, collisionless plasma given by [Budden , 1985],
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where each of the parameters in (1.1) is given in turn by,

In (1.2) ω is the wave frequency, ω0 and ωH are referred to as the electron plasma 

frequency and electron gyro frequency respectively, and θ is the angle between the Earth's 

background magnetic field B0 and the wave vector k. The plasma frequency ω0 depends 

on electron density N in addition to the physical constants of electron charge e, electron 

mass m, and free space permittivity e0. The gyro frequency ωΗ depends on magnetic field 

strength B0 = ∣B0∣ in addition to electron charge and mass. The birefringent characteristic 

of the ionosphere is evident in the presence of two solutions to (1.1) as indicated by the (±) 

operator in the denominator. The solution corresponding to the (+) sign in (1.1) is termed 

the ordinary mode while the solution corresponding to the (-) is termed the extraordinary 

mode. In general, a plane wave of arbitrary polarization incident on the ionosphere can 

be expressed in terms of the ordinary and extraordinary modes each of which will refract 

differently through the ionosphere. The anisotropic nature of the ionosphere is manifest in the 

dependence of (1.1) on the angle θ between the wave vector k and the Earth's magnetic field 

B0. Finally, the heterogeneous property of the ionosphere can be seen from the dependence 

of (1.1) on electron density N through the plasma frequency ω0. The electron density N is 

in general a function of position and time, i.e. N = N(x,y, z,t) whose large scale variations 

are related to refractive effects and whose small scale variations produce diffractive effects 

[Budden , 1985].
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The birefringent, anisotropic, and heterogeneous nature of the ionosphere produces two 

effects of concern to radar operators. These effects include multipath and diffuse scattering. 

Multipath is the presence of multiple propagation paths between a target and radar. In the 

ionosphere, multipath may exist due to the presence of reflections from multiple ionospheric 

layers, multiple reflections from a single layer, and the presence of ordinary and extraordi­

nary modes. Diffuse scattering refers to the scattering of energy in the angular spectrum. 

Typically, radars operate under the assumption that the received echo from a target consists 

of a single plane wave whose wave vector k depends on the geometry between the radar 

and target. However, the heterogeneous nature of the ionosphere has the effect of spreading 

a single plane wave into a small number of plane waves that are closely resolved in angle. 

The net result of multipath and diffuse scattering is that the received signal consists of a 

time-varying spectrum of plane waves.

In this thesis we investigate the consequences of propagation in the high-latitude iono­

sphere for OTHR. The investigation results in the proposal of several applications for miti­

gating undesirable effects from a target detection standpoint as well as deriving information 

of interest about the state of the ionosphere. The first section of this thesis, Chapter 2, 

involves quantifying radar performance given a received target signal that consists of a time­

varying spectrum of plane waves. Specifically, OTHR systems are often composed of antenna 

arrays and so the presence of a target signal that consists of a spectrum of plane waves rather 

than a single plane wave has significant ramifications for angular resolution and array gain. 

In addition, this section proposes a correction algorithm inspired by adaptive optics tech­

niques in other fields for the coherent summation of the received plane wave spectrum to 

improve angular resolution and achievable array gain. In Chapter 3 of this thesis the pres­

ence of angle-Doppler coupling in ground clutter echoes is investigated. Diffraction analysis 

is applied to demonstrate that the observed angle-Doppler coupling is the product of an 

ionospheric drift transverse to the look direction of the radar. A method of estimating the 

ionospheric drift from spatial correlation analysis is provided as well as experimental drift 
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measurements. Finally, in Chapter 4 a new spatial adaptive processing (SAP) technique 

is proposed. OTHR systems must be capable of detecting targets in an environment that 

contains radio frequency interference (RFI) from other users of the HF band in addition to 

high power clutter echoes due either to backscatter from the surface of the Earth or to Bragg 

scatter from ionospheric density irregularities. One approach to mitigating RFI and clutter 

is a cascaded approach of first eliminating RFI through SAP and subsequently mitigating 

clutter through Doppler processing. However, SAP must be applied in such a fashion that 

the clutter signal is not inadvertently smeared throughout the Doppler spectrum. The SAP 

method proposed in this thesis is designed to preserve the Doppler spectrum of angle-Doppler 

coupled clutter with characteristics based on measurements made in Chapter 3. Chapter 2 

and Chapter 3 of this thesis have been published in Radio Science and Chapter 4 has been 

published in IEEE Transactions on Aerospace and Electronic Systems. Conclusions and 

topics for future work are presented in Chapter 5.
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2 Scintillation Correction in Phased Array High-Frequency Radar

2.1 Introduction

The field of adaptive optics (AO) was originally developed to mitigate atmospheric tur­

bulence induced optical distortion viewed by ground based telescopes [Aubrun et al., 1987]. 

However, AO methods have since been applied to imaging in other fields such as ultrasonic 

[Ng et al., 1997], retinal [Liang et al., 1997], and radio [Steinberg , 1981] which face the 

same fundamental problem of correcting wavefront aberrations in the imaging system. In 

any imaging system, aberrations in the incident wavefront hamper the ability of the receive 

aperture to coherently combine the incoming signal or alternatively to angularly resolve the 

source of the signal.

In this paper we investigate the application of AO techniques to improving the perfor­

mance of the Super Dual Auroral High Frequency Radar (SuperDARN) phased array system 

[Greenwald et al., 1985]. Diffraction and scattering during propagation through the iono­

sphere results in wavefronts incident on the radar whose amplitude and phase fluctuate over 

the physical extent of the array. An example of this scintillation is illustrated in Figure (2.1), 

which compares the magnitude, phase, and angular spectrum of ideal and measured wave­

fronts across the 16 element array. The ideal curves in Figure (2.1) represent the expected 

response from a spherically radiating target in the far-field of the radar, i.e. a constant 

amplitude, linear phase plane wave whose angular spectrum is the spatial Fourier transform 

of the radar aperture. The measured wavefront in Figure (2.1) is from a pulse that has 

propagated approximately 1500 km between two SuperDARN radars via refraction through 

the F-region ionosphere. The effect of fluctuations in the measured amplitude and phase 

across the array in (a) and (b) is spreading in the angular spectrum in (c) as compared to 

the ideal case. Beyond the obvious reduction in angular resolution, the spreading in the 

angular spectrum reduces the peak value of the main lobe that is equivalent to the signal 

obtained after geometric beamforming at the given angle of incidence. As the amplitude 
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and phase perturbations across the array vary with time, beamforming yields a summation 

signal whose amplitude and phase also fluctuate. The scintillation in the beamformed signal 

is not the result of true fluctuations in intensity or phase of the wavefront illuminating the 

radar but due instead to variations in the phasors composing the weighted summation.

Figure 2.1: Comparison of (a) magnitude, (b) phase, and (c) angular spectrum of ideal 
and measured wavefront across the antenna array that illustrates scintillation. The angular 
spectrum in (c) is the N = 128 point zero-padded Fast-Fourier Transform (FFT) of the 
complex data in (a),(b) plotted as a function of normalized spatial frequency f where fs = 
1/∆x and ∆x is the antenna element spacing in meters.

The scintillation evident in Figure (2.1) is a product of the inhomogeneity in the iono­

sphere as the HF waves undergo diffraction and scattering during propagation [Budden, 

1985]. These physical effects impose a limit on the length, lcoh, time, τcoh, and bandwidth, 

fcoh, over which a propagating signal is correlated. For the ionosphere, analytical expres­

sions have been derived [Knepp, 1983; Nickisch, 1992] and numerical simulations have been 

performed [Nickisch and Franke, 2001] to evaluate these coherence lengths which in general 

depend on the spatial electron density distribution, the HF wavelength, and the propaga­
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tion distance. Finite lcoh , τcoh , and fcoh may negatively impact radar performance through 

a number of mechanisms. Here specifically we are concerned with the case where lcoh is on 

the order of the array length and τcoh is less than the coherent processing interval (CPI). 

In this situation, the amplitude and phase of wavefronts across the array are distorted and 

time-varying over the observation period. In addition, as the distortion of the wavefront is 

a function of the propagation path each range gate sampled is uniquely corrupted. Absent 

application of a corrective algorithm on a per range gate basis, the angular resolution and 

array gain achieved are reduced. Further, the beamformed signal will feature scintillation 

that is unrelated to true variations in intensity or phase of the incident wavefront but re­

flects rather variations in the distribution of the wavefront perturbations. However, provided 

that the perturbations across the array are slowly-varying, an adaptive AO algorithm can 

effectively correct and track the distorted wavefront at each range gate to approximate the 

theoretical radar performance.

In this paper, we begin by briefly describing the model of the received signal from a point 

target at the radar in the ideal case and in the case where scintillation produces a random 

phase profile across the array. The reduction in radar performance in terms of angular 

resolution and achievable array gain in the case of a random phase profile is quantified 

and compared to the ideal case which provides an upper bound on the performance of a 

correction algorithm. The implementation of an algorithm to compensate for slowly-varying 

scintillation effects is discussed. The algorithm presented is applied to data recorded by the 

Kodiak SuperDARN and improvement in radar performance is demonstrated.

2.2 Theory

The effect of scintillation is modeled here as the addition of a random phase at each 

antenna element in the radar aperture. The reduction in angular resolution and achievable 

array gain is quantified for the modeled scintillation and compared to the ideal case.
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2.2.1 Signal Model

Let the normalized transmitted signal be expressed as,

where g (t) is the baseband waveform with energy Eg and fc represents the carrier frequency.

Point targets in homogeneous media can be modeled as a linear, time-invariant (LTI) 

system with an impulse response so that the received signal is a scaled, delayed, and possibly 

frequency shifted version of (2.1),

In (2.2) K, τ , fd, and φ represent respectively the amplitude, delay, Doppler frequency, and 

phase imposed on the transmitted signal by the channel. The complex lowpass representation

Given a one-dimensional linear array consisting of N elements, the lowpass waveform at 

the nth element of the array is related to the waveform at a reference element by,

where the phase factor γ is a function of incidence angle α, wavelength λ, and separation d

between elements given by,
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The effect of propagation through an inhomogeneous medium is modeled here as the 

addition of a random phase profile across the radar aperture. Specifically, we assume that 

the form of the lowpass received waveform at a given antenna element is the same as in 

(2.3) but that the phase shift between elements is no longer given by the linear relationship 

in (2.4). Instead, the phase relationship across the array is modeled as a slowly-varying 

random process so that the lowpass signal at the nth element in the array is related to that 

at a reference element by,

where the random variable (RV) φn is a sample function of what we will assume is a stationary 

random process.

2.2.2 Radar Performance

The random phase ripple in the incident wavefront indicated by (2.6) hampers the ability 

of the radar to resolve a target in azimuth. Further, the ripple reduces the achieved array gain 

which depends on the coherent summation of the wavefront across the aperture. Here we will 

quantify the reduction in azimuth resolution by evaluating and comparing the Cramer-Rao 

Lower Bound (CRLB) for the ideal case and for a model of the random phase perturbations. 

The CRLB is a lower-bound on the variance of an unbiased estimator [Peebles, 1998] and is 

evaluated here to provide a benchmark for the improvement in azimuth resolution that may 

be obtained from a scintillation correction algorithm. In addition, the achievable array gain 

is evaluated for the modeled scintillation and is compared to the ideal case.

Azimuth Resolution

Note that a wavefront incident at an angle of α with respect to broadside produces a 

spatial frequency across the aperture given by,



The minimum variance in estimating ωs given a vector of observation RV's y = y0,... ,yN 

dependent on ωs is the CRLB given by [Peebles, 1998], 

where E[·] denotes the statistical expectation, and p(y∣ωs) is the probability of observing the 

set y given the spatial frequency ωs. In the ideal case of a plane wave front across a linear 

array of N elements, each RV yn has the form, 

where the xn's are spaced by ∆x = L/N. The quadrature components of 2.9 are, 

where wni, wnq are the quadrature reciever thermal noise components each of variance σw2. 

The joint probability density function (PDF) of the in-phase signal component conditioned 

on the spatial frequency ωs is given by,

From (2.11), the denominator of the CRLB can be reduced to:
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Assuming the summation over the double frequency component is small relative to the first 

term on the RHS of (2.12) and recognizing -A3/2σ2w as the single antenna element SNR, the2σw

expression further simplifies to 

so that the variance in estimating spatial frequency is bounded by,

Note from (2.14) that the CRLB is inversely proportional to the SNR, total aperture length, 

and the number of sample points in the aperture.

Now we are interested in evaluating the CRLB in the scintillated case modeled here as 

a random phase profile. The analytic signal at each point in the aperture is again given by 

(2.9) with the exception that the phase φ is now a random variable. For simplicity, assume 

each φn is an independent and identically distributed (IID) normal RV with zero mean and 

variance σφ2. Ignoring the influence of thermal noise, the joint PDF of the in-phase signal 

component conditioned on ωs can be found after several transformations [Papoulis , 1984] as,
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The denominator of the CRLB for (2.15) reduces to, 

so that the CRLB in estimating spatial frequency is,

Similar to the result in (2.14), the obtained CRLB is inversely proportional to the aperture 

size and number of sample points. However, as a result of the random phase model and the 

neglect of thermal noise, the CRLB is independent of signal power and is instead propor­

tional to the phase perturbation variance. The effect of including thermal noise would be a 

broadening in the width of the PDF given in (2.15) and a corresponding increase in uncer­

tainty. The CRLB in this case would also be dependent on SNR. However, in the limiting 

case of infinite SNR we would arrive at (2.17).

The ratio of the scintillated CRLB in (2.17) to the ideal CRLB in (2.14) is σφ2 · SNR. 

Assume a target with an SNR of 20 dB exists but that scintillation yields random phase 

perturbations in the wavefront with σϕ = 20°. The uncertainty in azimuth increases by a 

factor of (σ2ϕ · SNR) ~ (0.12 · 100) ~ 12 over the ideal case, clearly demonstrating the need 

for a correction algorithm.

Array Gain Factor

Ideally, a N element phased array yields an array gain factor of N due to the coherent 

addition of the desired signal versus the incoherent addition of receiver noise. The coherent 
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summation of the signal across the antenna array results in the instantaneous received power,

where sn and wn are the (complex) desired signal and noise at the nth receiver. Assuming 

thermal noise that is independent between receivers (2.18) reduces to,

13

In (2.19), the first and third terms are summations of the signal and noise powers across 

the array and the second term is the summation of the cross- correlated signal powers 

sns*m between array elements. In the ideal case, beamforming yields a constant complex 

signal across the array so that sn = sm = s and the sum of the first two terms in (2.19) 

yields the maximum possible signal power of N 2Ps. If the incident wavefront contains phase 

aberrations, the complex numbers in the second term of (2.19) are not co-phased after 

beamforming and the summation of the second term yields a smaller value. The loss in 

array gain with respect to the ideal case is easily evaluated empirically as,

given the distributions ofthe φn's. Figure (2.2) illustrates the empirically evaluated E[Larray] 

versus σφ for IID normal φn's.

In addition to the loss in array gain that results from phase variations across the aperture, 

amplitude variations will also decrease the achievable array gain. Consider that the energy 

intercepted by a slit aperture can be expressed as,



Figure 2.2: Empirically evaluated E[Larray] versus σϕ for IID normal φn's given N =16 
array elements.

where A(l) represents the amplitude of the wavefront along the aperture. Ignoring phase 

variations, the summation of the wavefront along the aperture is,

Variational calculus can be used to demonstrate that the maximum of (2.22) subject to the 

constraint that (2.21) remains constant occurs when A(l) is constant across the aperture, 

i.e. when the wavefront appears as a plane wavefront as may be expected. Therefore, even 

when the aperture intercepts the same total energy εA, the amplitude of the beamformed 

signal is reduced in the presence of amplitude fluctuations in comparison to the ideal case.

Beyond the reduction in array gain discussed above, time variations in the wavefront 

disotortion will reduce the non-coherent integration gain obtained. In the case that τcoh < 

CPI, the observed array gain GA will fluctuate over the CPI. This implies that non-fluctuating 

targets (Swerling 0) with constant radar cross section (RCS) appears as fluctuating targets
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(Swerling II/IV). Non-coherent integration gain depends on Swerling target type and can 

be approximated for a given point on a radar operating curve [Shnidman , 2002]. Although 

dependent on the exact point on the ROC, the minimum single sample SNR to achieve a 

given point on the ROC is typically obtained for Swerling 0 targets. Applied to our study, 

the correction algorithm should be capable of tracking changes in the wavefront distortion 

so that a non-fluctuating target actually appears non-fluctuating over the CPI.

Time, Range, Doppler Resolution

It is also worth noting that the improvement in SNR discussed above improves the res­

olution in time, range, and Doppler. Assuming that the signal is non-fluctuating over the 

observation period, the well known CRLB's for these resolutions are [Peebles , 1998], 

where Brms and τrms are the rms bandwidth and time duration of the transmitted signal.

2.3 Scintillation Correction Algorithm

Realizing the upper performance bounds presented in Section (2.2.2) requires correcting 

the amplitude and phase perturbations across the radar aperture for every sampled range 

gate. For a given range gate, co-phasing may be performed by applying a phase conjugate
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filter to each antenna element. Given an array of N elements each filter is simply formed as, 

where φr is an arbitrary reference angle and φn is the angle of the element to be corrected. 

For a phased array radar with N antenna elements and M sampled range gates a total of (N 

x M) phase conjugate filters are required.

Note that application of (2.26) will force a flat phase response across the array which 

optimizes the angular resolution but translates the peak of the angular spectrum to zero. If 

we wish to optimize angular resolution but preserve the location of the peak in the angular 

spectrum, then the mean slope of the phase-conjugate filters in (2.26) should be removed as, 

where φ is the mean slope of the phase conjugate filters calculated in (2.26). Here, the 

mean slope of the phase conjugate filters is obtained from a least-squares linear fit to the 

unwrapped phase. Note that if the phase errors are large enough to produce an incorrect 

phase unnwrapping, the peak of the angular spectrum will still be translated.

Amplitude perturbations may be corrected by scaling the amplitude of the wavefront 

across the aperture to yield the maximum coherent summation subject to the constraint 

that the energy intercepted by the aperture remains constant. Suppose for a given range 

gate that the amplitude at the nth antenna element in the aperture is An and the total energy 

intercepted by the aperture is εA. The ideal amplitude at the nth element in the aperture 

that yields the same total energy across the aperture is Bn = KnAn where scaling factor Kn 

is given by,
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The amplitude and phase correction factors in (2.26) and (2.28) may be evaluated from 

the first pulse in a CPI. However, the wavefront distortion across the radar aperture will 

vary over the duration of the CPI. These changes may be tracked by applying the slow-time 

history of Kn and ∆φn to a feedback loop. The conjugate filter for the nth antenna element 

during the mth pulse in a CPI may now be expressed as,

17

and L is the length of the slit aperture. The correction factor for the nth antenna element 

that compensates for both amplitude and phase distortion is,

where lK (m) and lφ(m) represent the impulse response of the feedback loops used to track 

amplitude and phase variations in the wavefront.

The amplitude and phase correction process described above is illustrated in the flow 

diagram depicted in Figure (2.3). In Figure (2.3), xn denotes the slow-time analytic signal 

from a single antenna element and range gate, Lφ,n (s) and LK,n (s) represent the system 

transfer functions of the ∆φn and Kn tracking loops, and hn is the filter in (2.30) that 

performs amplitude and phase correction. Note that a phased array antenna system with N 

antenna elements and M sampled range gates requires (N X M) of the system blocks depicted 

in Figure (2.3) in order to correct range gate specific wavefront distortion across the array.

In this study we experimented with both standard second order tracking loops and linear 

predictive filtering for the tracking loops Lϕ∕κ(s) depicted in Figure (2.3). A standard second 

order tracking loop has a transfer function of the form,



Figure 2.3: Flow diagram of wavefront correction for a single antenna element and range 
gate. Note that the multiplicative factors in the lower branch are required to conserve the 
total energy intercepted by the aperture when performing amplitude correction. For a system 
comprised of N antenna elements and M sampled range gates (N X M) such system blocks 
are required to correct range gate specific wavefront distortion across the aperture.

where τ1 >> τ2 [Proakis and Salehi , 2008]. The poles of (2.31) are controlled by the pa­

rameters K and τ1 while the zero is controlled by τ2 and these parameters may be varied 

to produce various levels of damping in the system response. A discrete IIR realization of 

(2.31) may be implemented by using a bilinear transformation [Mitra , 2010].

Linear predictive filtering is implemented here using 1-step ahead causal FIR Wiener 

filtering. Specifically, a N th order linear predictive filter predicts the current sample of 

a discrete wide-sense-stationary (WSS) random process using a linear combination of the 

N most recent values [Proakis and Salehi , 2008]. By assuming the WSS process to be 

modeled is ergodic, the FIR filter tap coefficients may be found by solving the Yule-Walker 

equations from N + 1 samples of the autocorrelation of the input data sequence (∆φn or 

Kn) [Proakis and Salehi , 2008]. Predictive filtering was applied in this study by dividing 

the input data sequence xn into non-overlapping frames of length L and re-evaluating the 

FIR tap coefficients for the tracking blocks Lϕ∕κ(s) in Figure (2.3) every frame. The output 

response is given by re-assembling the frames using the overlap-add algorithm [Mitra, 2010].

Although our experimentation was limited, we found that a standard second order track­

ing loop generally gave comparable results to predictive filtering although the predictive 

filtering results were superior. The results presented here are generated using the linear pre­
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dictive filtering algorithm we've described above but a more exhaustive study of optimizing 

the wavefront correction process has been planned for a future date.

2.4 Results

In the following section the experimental set-up and signal conditioning that was per­

formed in this study will be detailed before presenting measurements of the observed scin­

tillation and effect on radar performance. The performance of the scintillation correction 

algorithm in section (2.3) is then illustrated by comparing the measured scintillation and 

radar performance post-correction to the uncorrected data set.

2.4.1 Experimental Set-Up

The data set presented in this study was measured utilizing a SuperDARN radar located 

in Kodiak, Alaska ([57.62 N, 152.19 W]) to listen to pulses transmitted from the back lobe 

of a SuperDARN radar located in Inuvik, Northwest Territories ([68.42 N, 133.5 W]). The 

radars are separated by ~ 1500 km so that the only viable propagation method is ionospheric 

refraction. The main lobe of the Inuvik radar was steered so that the bearing of the back 

lobe was ~ 0.7o from boresight at Kodiak. In the dataset presented here, Inuvik transmitted 

a periodic pulse sequence containing 15 pulses with a pulse repetition frequency of 50 (Hz), 

a pulse width of 500 (μs), and a carrier frequency of 10.5 (MHz) that was continuously 

re-triggered for a 15 (s) observation interval. During an observation interval, the Kodiak 

radar was configured to listen at the transmit frequency, recording raw sample files of length 

50 (ms) consisting of the in-phase and quadrature signal at each antenna element in the 

16-element array sampled in 100 (μs) steps. An 80 (ms) latency is incurred between writing 

raw sample files so that only ~ 120 files are recorded during a single ~ 15 second observation 

interval. The data presented in this study consists of five 15 (s) observation intervals recorded 

at the end of each minute during the period 2014/10/30 14:00:00-14:05:00 UT.
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2.4.2 Signal Conditioning

The radars at Inuvik and Kodiak are not time synchronized with respect to each other 

and the Inuvik radar drifts in time with respect to UT. The lack of time synchronization 

meant the phase of the received pulses varied between raw sample files over an observation 

interval. The signal across the array from each received pulse was referenced to zero phase 

by first removing the linear phase profile due to the incidence angle of 0.7o using (2.5) and 

then subtracting the angle of the phasor summation 0N-1 ejφn.

In addition to referencing each received pulse to a zero reference phase, care was taken 

to eliminate amplitude variations between antenna elements due to differences in receiver 

gains. During 25 (ms) prior to each observation period, a Rayleigh distribution was fit to the 

amplitude distribution of noise at each antenna element. The noise power at each antenna 

element was determined from the mean, μA, of the fitted Rayleigh distribution as,
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and gain correction factors evaluated by taking the ratio of the measured σw2 between a given 

element and a reference element. In doing this we have assumed that the external thermal 

and atmospheric noise is additive, white, and Gaussian (AWGN) and also much greater than 

the receivers internal noise referred to the input [Carlson et al., 2002].

The result of the pre-processing performed in this study is a [16, M] matrix of complex 

signal samples representing the received pulse across the array for the duration of an ob­

servation interval. Each sample of the wavefront across the array has been referenced to 

zero-phase and scaled to compensate for receiver gain variations. The number of samples 

M recorded at each antenna element is on the order of 180 with a time-spacing between 

consecutive samples in the range of [20, 180] (ms).



2.4.3 Evidence of Scintillation

Before continuing, we provide evidence that the observed phase and amplitude error dis­

tributions are broader than what would be expected from AWGN at the measured SNR 

levels with the conclusion that the increased width of the distributions results from scintil­

lation. The distribution of phase fluctuations from all samples and antenna elements where 

the single element SNR was ≥ 15.0 (dB) is illustrated in Figure (2.4) (A). Also illustrated is 

the theoretical distribution of phase error for a constant phasor in AWGN which is given by, 

where k is the ratio of the constant phasor amplitude to noise amplitude equivalent to 

√SNR ~ 5.62 in this case [Goodman, 1985]. Note that the measured distribution is sub­

stantially broader than that predicted for AWGN and a SNR of 15.0 (dB).

Amplitude scintillation is similarly demonstrated by first identifying all pulse samples 

where the SNR of the coherent summmation across the arrayis ≥ (15.0+10. log10(N)) = 27.0 

(dB). For this set of samples, the histogram of signal to noise amplitude is illustrated in 

Figure (2.4) (B) and compared to the theoretical distribution of σα for a constant phasor in 

AWGN which is given by,

where b = — √SNR = 5.62 and I0 ( ·) is the modified Bessel function of the first kind,σw

zero-order [Goodman, 1985]. Again, the measured distribution is substantially broader than 

the predicted distribution for AWGN and a SNR of 15.0 (dB).
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Figure 2.4: (A) Distribution of observed phase errors over all samples and antenna elements 
where the single element SNR was ≥ 15.0 (dB). (B) Distribution of σa over all samples and 
antenna elements where the coherent summation SNR was ≥ (15.0 + 10. log10(N)). The 
red curves in (A) and (B) illustrate the theoretical distributions of amplitude and phase 
of a constant phasor in the presence of AWGN alone. The broad width of the measured 
distributions in comparison to the theoretical curves provides evidence of scintillation.

2.4.4 Measured Scintillation & Performance Loss

The severity of the amplitude and phase fluctuations across the array were quantified 

during each observation interval by evaluating the amplitude scintillation index S4 and phase 

standard deviation of the beamformed signal given by,

and
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Note that the beamformed signal was normalized by the energy in the wavefront εA as given 

in (2.21) to isolate amplitude fluctuations caused by wavefront distortion from those due to 

variations in the total power density illuminating the radar, i.e. to isolate diffractive effects 

from refractive effects. Figure (2.5) (A)-(C) depict a sample history of the SNR, normalized 

amplitude, and phase of the beamformed signal across one of the observation intervals. 

Scintillation is clearly illustrated during the interval by valleys in the signal amplitude history 

accompanied by large fluctuations in the phase history such as those near sample indices 10, 

25, 50, 65, 80, 100, and 125. Annotated in Figure (2.5) (B) and (C) are the corresponding 

amplitude and phase scintillation metrics for the interval to provide the reader with a visual 

reference for these quantities.

Figure 2.5: (A) SNR, (B) amplitude, (C) phase history of beamformed signal across array 
during given observation interval. Plot (B) generated by normalizing the signal amplitude 
by √εA to isolate fluctuations due to wavefront distortion from fluctuations in power density 
illuminating the radar. Note √L is the ideal amplitude achieved when coherently summing 
a unit-energy wavefront across a slit aperture of length L.

The effect of scintillation on radar performance was quantified by evaluating the un-
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Table 2.1: Scintillation metrics evaluated for each observation period

Period S4 ϕrms ( º) σωs -Obs

σωs -Ideal
E \L array]

1 0.33 8.22 3.50 1.09

2 0.19 9.52 20.69 0.87

3 0.19 3.63 22.32 0.83

4 0.51 9.45 29.69 1.68

5 0.35 8.07 12.61 1.41

certainty in angular resolution with respect to the CRLB and the loss in array gain. The 

spatial frequency across the array was estimated from a least-squares linear fit for every 

sample in an observation interval. The uncertainty in the spatial frequency measurement 

was then quantified by comparing the variance σω2 s of the resulting distribution to the CRLB 

in (2.14). The expression in (2.14) was evaluated using the radar parameters and the mean 

single-element SNR during the given observation period. Loss in array gain due to wavefront 

distortion was evaluated for every sample in an observation interval as, 

which is the amplitude ratio betweeen a coherently summed ideal plane wave and the actual 

beamformed signal.

Table (2.1) depicts the measured scintillation metrics for each of the five, 15 (s) observa­

tion intervals. The table illustrates that wavefront distortion results in amplitude scintillation 

that varies from weak (S4 < 0.3) to moderate (0.3 ≤ S4 < 0.6) but phase scintillation that 

is consistently strong (φrms > 1 ◦). The scintillation results in angular resolution uncertainty

that is on the order of a magnitude greater than the CRLB in the ideal case and a loss in 

array gain on the order of a decibel.
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Table 2.2: Post-correction scintillation metrics evaluated for each observation period.

Period S4 ϕrms (º ) σωs -Obs

σωs -Ideal
E \L array]

1 0.15 2.97 1.17 0.22

2 0.13 2.17 4.69 0.16

3 0.04 1.20 2.16 0.04

4 0.10 3.28 2.12 0.16

5 0.16 3.46 4.22 0.25

2.4.5 Performance of Scintillation Correction Algorithm

A correction algorithm was implemented as discussed in section (2.3). The filters lφ(m) 

and lK(m) used to track the variations in wavefront amplitude and phase at each antenna 

element were implemented as 2-tap linear predictive FIR filters and tap coefficients were re­

evaluated every 4 samples in a given observation interval [Proakis and Salehi , 2008]. Further, 

improved results were obtained by pre-filtering the slow-time phase error history ∆φn(m) 

using a first-order Butterworth lowpass filter. Figure (2.6) illustrates a comparison between 

the normalized amplitude and phase history of the uncorrected and corrected beamformed 

signals during the same observation interval depicted in Figure (2.5) with a reduction in 

scintillation clearly evident. Note in Figure (2.6) (B) that the width and depth of the valleys 

in the corrected amplitude history are substantially reduced in comparison to the uncorrected 

amplitude history and that some valleys in the uncorrected history such as those near samples 

50 and 80 are no longer even discernible. Similarly, in Figure (2.6) (C) note that both the 

number and magnitude of significant phase fluctuations in the corrected phase history is 

significantly reduced in comparison to the uncorrected phase history. Table (2.2) depicts the 

scintillation metrics evaluated for the corrected wavefronts during each of the observation 

intervals.
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Figure 2.6: Comparison of (A) SNR, (B) amplitude, (C) phase history of measured (black) 
and corrected (red) beamformed signals across array during the same observation interval 
illustrated in Figure (2.5).

2.5 Discussion

Table (2.3) illustrates the factor by which the scintillation metrics have been reduced 

and the radar performance improved after wavefront correction for each of the observation 

intervals. During the five minute period investigated, the amplitude and phase scintillation 

of the beamformed signal was typically reduced by a factor in the range [2, 5]. The radar 

angular resolution showed substantially more improvement with a reduction in uncertainty 

of as much as an order of magnitude and no less than a factor of 3 for the least-squares 

estimation used. Finally, wavefront correction provided a modest improvement in array 

gain of at least 0.7 (dB) during the period. The results presented in Table (2.1) illustrate 

that diffraction during ionospheric propagation does significantly reduce radar performance 

for HF phased arrays by producing significant phase and amplitude fluctuations over the
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Table 2.3: Reduction factor in scintillation metrics and radar performance between measured 
and corrected data.

Period S4-Obs

S4-Corr

φrms-Obs 

φrms-Corr

σωs -Obs 
σ2 cωs - C orr

E \Larray-Obs\ E \Larray-Corr]

1 2.17 2.77 3.00 0.87

2 1.42 4.38 4.41 0.70

3 4.67 3.03 10.32 0.79

4 5.2 2.88 14.00 1.52

5 2.2 2.33 2.99 1.16

dimensions of the radar aperture. However, it is straightforward to determine phase and 

amplitude correction factors for each antenna element in the array by comparison of the 

measured wavefront with an ideal plane wave as described in section (2.3). Further, the 

wavefront distortion varies slowly enough in the period studied here that linear predictive 

filtering can effectively track the variations in amplitude and phase to yield substantially 

improved radar performance and reduce the scintillation observed in the beamformed signal 

as demonstrated in Tables (2.2)-(2.3). While the unevenly spaced sampling times of the 

data sets here (as described in section(2.4.2)) are not ideal for estimating the rate at which 

the phase and amplitude fluctuations varied over the observation period it is reasonable to 

assume it is slow in comparison to 1/PRF = 20 (ms) given the success of predictive filtering.

An important note about this study is that it has been performed with point targets in 

mind. Specifically, the scintillation correction algorithm is based on the assumption that the 

target produces a planar wavefront under ideal conditions - i.e. the target emits spherical 

waves and is located in the far-field with respect to the radar. On the other hand, distributed 

targets are composed of many scattering centers. These scattering centers may produce a 

wavefront at the radar whose amplitude and phase fluctuate due to interference, an effect 

indistinguishable from scintillation. Applying the scintillation correction algorithm presented 

here to a clutter target for example would increase the array gain and reduce fluctuations in 

the coherently summed signal but at the expense of information about geometric interference 

effects. This may still be useful however ifthe objective ofthe study is to investigate refractive 

27



effects as in Bristow and Greenwald \1995] or Theurer and Bristow \2012] where scintillation 

in the signal amplitude due to diffraction obscures the estimation of the total amount of power 

diverted into a given angular extent or range gate. A topic the authors are currently studying 

is discriminating geometric interference from scintillation which is particularly challenging 

for propagation via ionospheric refraction. For example, many techniques that may be 

used to decorrelate geometric effects between observations such as varying wavelength, look­

angle, or averaging over multiple clutter cells (see Attia and Steinberg \1989]) also effect 

wave propagation through the ionosphere as can be seen from the expression for the index 

of refraction\Budden \1985]] and would produce a corresponding change in the observed 

scintillation.

2.6 Conclusion

Diffraction during ionospheric propagation produces wavefronts whose amplitude and 

phase fluctuate over dimensions comparable to those of HF phased array radars such as 

SuperDARN. The result of this time-varying wavefront distortion is amplitude and phase 

fluctuations in the beamformed signal and a reduction in radar performance in terms of 

angular resolution and achieved array gain. In the experiment presented here wavefront dis­

tortion produced weak to moderate amplitude scintillation and strong phase scintillation in 

the beamformed signal while reducing azimuth resolution by an order of magnitude and the 

achieved array gain by a decibel. A correction algorithm based on AO techniques was pre­

sented that yields a wavefront approximating an ideal plane wave and is capable of tracking 

the slow time variations observed in this experiment. Applying the correction algorithm to 

the measured data set significantly reduced the observed scintillation, dramatically improved 

angular resolution, and provided a modest improvement in array gain.
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3 Ground Clutter Spatial Correlation Analysis: Transverse Ionospheric Drift Velocity

3.1 Introduction

A long established radar technique of measuring atmospheric wind velocities is to measure 

the motion of the diffraction pattern produced on the ground by specular reflection from 

variations in the index of refraction \Mitra, 1949; Briggs et al., 1950; Briggs, 1968]. The 

form of the observed diffraction pattern is often assumed but can be explicitly related to 

the statistical properties of the index of refraction in the scattering medium \Doviak et al., 

1996; Holloway et al., 1997a]. The basis of these spatial correlation analysis techniques is 

the simple result from diffraction theory that the angular power spectrum is unchanged 

by propagation between parallel planes \Ratcliffe, 1956]. Therefore, a measurement of the 

correlation of the diffraction pattern across the ground can be used to deduce properties, 

such as a transverse velocity, of the electric field emerging from the scattering altitude of the 

atmosphere. Methods based on this concept include full correlation analysis \Briggs et al., 

1950] and spatial correlation analysis \Briggs, 1968; Holloway et al., 1997b; Holdsworth, 1999] 

which have been used to evaluate drifts in the troposphere, stratosphere, and mesosphere.

The principal purpose of the Super Dual Auroral Radar Network (SuperDARN) is to 

provide a global convection plot of the E × B plasma drift in the high latitude ionosphere 

where E is the ionospheric electric field and B is the geomagnetic field \Greenwald et al., 

1985]. Each radar in the network measures back scatter from field aligned electron density 

irregularities in the F-region and hence derives the line-of-sight component of the E × B drift 

within its field-of-view. A global convection plot can then be constructed from overlapping, 

independent drift measurements \Ruohoniemi and Baker , 1998]. In addition to back scatter 

from ionospheric irregularities, these HF radars also observe ground clutter from signals 

that reflect from the ionosphere, scatter from the ground, and return to the radar via the 

same path. A typically undesired data product, our objective here is to demonstrate that 

ground clutter returns carry information about the E × B plasma drift transverse to the 
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look direction of the radar and that spatial correlation analysis techniques may be used to 

derive this component of the drift.

Here we will use the optics term for the correlation of the electric field at two-points and 

two-times, which is the mutual-coherence function (MCF) defined as,

where E(x, t) denotes the low-pass electric field observed at (x, t), the limits of integration are 

[-∞, ∞], and (ξ,τ) are space and time displacements. The motivation for this study came 

from measurements of ∣Γ(ξ, τ)∣ for range cells containing oblique ground scatter observed 

by the Kodiak SuperDARN HF radar such as Figure (3.1). Note that the contour plot in

Figure 3.1: Example of measured contours of ∣Γ(ξ, τ)∣ for a single range gate containing 
ground clutter.

Figure (3.1) was generated by evaluating the discretized form of (3.1) using the time-series 

of received echoes at each antenna in the 16 element array over the annotated observation 

period for a range gate known to contain ground clutter. The most significant aspect of 

Figure (3.1) is that the elliptical contours are rotated in the (ξ,τ) plane which suggests that 

we have a relationship of the form Γ(ξ, τ) ≈ Γ(ξ — vτ). This in turn means that the spatial 

distribution of the backscattered electric field appears to move coherently across the radar 
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aperture, a result that is not as intuitive for backscatter from a fixed target such as the 

ground as it is for scatter from moving irregularities in the atmosphere.

In this paper we will model the ionosphere as a thin, moving diffractive screen and 

examine the scenario of oblique ground scatter as diffraction from the screen on the forward 

path, reflection from the ground, and diffraction from the screen on the backward path. We 

will demonstrate that the observed MCF will have the form Γ(ξ - vτ ) where v denotes the 

transverse screen velocity and that the general expression for Γ(ξ, τ ) in terms of the angular 

power spectrum is equivalent to what would be expected if the clutter cell was considered 

an incoherent optical source. Measurements of ionospheric drifts made using this technique 

and data from the Kodiak SuperDARN radar are presented.

3.2 Theory

The objective of this section is to demonstrate that the observed MCF of oblique ground 

scatter will have the form Γ(ξ -vτ ) if the ionospheric region over which the diffraction occurs 

is moving with a velocity, v, transverse to the radar look direction. The geometry considered 

here is illustrated in Figure (3.2). Figure (3.2A) illustrates a linear array of antennas that

Figure 3.2: (A) illustrates a radar obliquely illuminating an area of ground. (B) illustrates 
overhead projection of oblique illumination

obliquely illuminates an area of ground at a distance R from the radar. The transmitted 
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pulse of duration Tp arrives at an incidence angle θ that we will assume here is equal to the 

take off angle. We will further assume that the distance R is much greater than the footprint 

of the pulse so that θ is approximately constant over the illuminated area. In the overhead 

projection of the same scenario illustrated in Figure (3.2B) the radar appears as a narrow 

slit aperture oriented along the x-axis that illuminates an area of ground at a radial distance 

ρ = Rcosθ (where x ≪ z, i.e narrow transmit beam). For clarity we will first illustrate the 

basic relationship between the electric field observed in a given plane in Figure (3.2B) and 

the angular spectrum of waves incident on that plane. We then model the ionosphere as 

a thin diffractive layer inserted between the radar aperture and the illuminated area as in 

Figure (3.3) and use diffraction theory to evaluate the field in different planes in Figure (3.3) 

along the forward and reverse propagation paths to arrive at the result Γ(ξ, τ) = Γ(ξ -vτ).

Figure 3.3: Overhead projection of oblique illumination with a diffractive screen at the mid­
point of the propagation path. Note that the polar coordinates (ρ, φ) are related to the Carte­
sian Cartesian coordinates (x, z) by the relationships ρ √x2 + z2 and φ = tan-1(x∕z).

3.2.1 Angular Spectrum

Consider Figure (3.4) which illustrates a linearly polarized plane wave in a Cartesian 

coordinate system propagating away from an arbitrary (x, y) plane. If we define θ as the 

elevation angle with respect to the (x, z) plane and φ as the azimuth angle with respect to
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the z-axis the plane wave may be expressed as,

Figure 3.4: Plane wave geometry for definition of angular spectrum.

where A(θ, φ) is the (complex) amplitude and ω = 2πfc is the center frequency of the wave.

The projection of the wave in (3.2) onto the x-axis in a given (y,z) plane is,

and represents the relationship between the electric field across a slit aperture along the 

x-axis and the spectrum of waves in (φ, θ) that are radiated. In the case of oblique ground 

scatter from a single range gate, Figure (3.2) illustrates that the signal of interest consists of 

a spectrum of plane waves that have a fixed elevation angle θ0 but a spread of azimuth angles 

φ. The projection of the electric field onto the x-axis in Figure (3.4) is then the integral over 
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the azimuth angular spectrum for a given elevation angle θ0 given by, 

where we've made the substitutions k' = 2∏ cos θ0 and Az(φ) = A(θ0,φ) and have omitted 

the term ej(k sin θ0y-ωt) that is independent of φ. Note that the limits of integration in (3.4) 

are [— π/2, π/2] but can be made [-∞, ∞] without physically altering the problem [Ratcliffe, 

1956]. If we make one further substitution, S = sin φ, then (3.4) has the conventional form 

from diffraction theory, 

which is obtained from (3.5) using first-order terms of the Taylor series expansions of 

(sin φ, cos φ) and represents a direct Fourier transform relationship between the azimuth 

spectrum of plane waves and the amplitude of the electric field along the x-axis.

In the event we had drawn the wave normal in the opposite direction in Figure (3.4) to 

represent a plane wave arriving at the given (x, y ) plane we would have
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where F (S) = A1 (sin-1 S) and C = cos φ [Ratcliffe, 1956]. We will denote the Fourier 

transform operation in (3.5) as Ff{·} where the subscript f signifies that it is the relationship 

between the field E(x) and an azimuth spectrum of waves propagating in the forward or 

+(x, z) direction. In the event that the azimuth angular spectrum is narrow, as is the case 

when the transmitted beam width is small, then (3.5) can be approximated as,



and the corresponding change in (3.5) would be,

We will denote the Fourier transform operation in (3.7) as Fb {·} to signify that it is the 

relationship between E (x) and an azimuth spectrum of waves propagating in the -(x, z) 

direction.

3.2.2 Diffracting Screen Model

Here we will briefly describe a simplified model of the diffracting screen. The problem of 

a normally incident plane wave propagating through an ionospheric layer containing random 

variations of the mean electron density N is described by Ratcliffe. In the specific case 

that the density variations, ∆N (x), have a Gaussian autocorrelation function with standard 

deviation Nm, Ratcliffe demonstrates that the angular power spectrum |F (S )|2 consists of 

an undeviated component in addition to a side wave spectrum that is proportional to,
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where ξ0 is the scale size of the electron density deviations normalized to wavelength [Rat­

cliffe , 1956]. The ratio of power in the undeviated component of the angular spectrum to 

the power in the side wave spectrum is ~ φm2 where φm is given by,

In (3.9) e is electron charge, e0 is the permittivity of free space, m is the mass of an electron, 

c is the speed of light, f is the wave frequency, and Z is the thickness of the layer. Note 

that (3.8) only holds for φm ≪ 1 [Ratcliffe, 1956]. If we considered the ionosphere as a 

series of stratified layers with increasing mean density N then the standard deviation Nm



is likely greatest at the midpoint of the propagation path where N itself is greatest and 

consequently most of the diffractive effects occur in this region. In this paper we assume 

that the ionospheric conditions are such that (3.8)-(3.9) are valid. Therefore, the effect of 

the diffractive screen is a transformation of the incident angular spectrum δ(S) into the 

scattered spectrum |F (S)|2 where |F (S)|2 has a dominant component at S = 0 and a small 

amount of power distributed around S = 0. We further assume that (3.8)-(3.9) holds for 

small incidence angles Si ≪ 1 such that the scattered angular spectrum for an incident plane 

wave δ(S - Si) is |F(S - Si)|2 .

The discussion above describes the properties of the magnitude of the angular spectrum, 

at least in an ensemble averaged sense. If the ionosphere is moving with some bulk velocity 

transverse to the look direction of the radar then the phase of the scattered angular spectrum 

also has important properties. First, consider the received signal at a discrete point on 

the ground as the screen moves overhead as depicted in Figure (3.5). As illustrated, the

Figure 3.5: Illustration ofthe received signal at a point on the x-axis from a moving diffractive 
screen.

received signal from the direction Si originates from a differential volume of the screen 

that lies along a ray at the angle Si between the observation point and the screen. For a 

screen moving with horizontal velocity v, the line-of-sight velocity of the differential volume 

along the ray at Si relative to the given point on the ground is vSi. Our model of the 

36



moving screen should therefore include a mean Doppler shift of -k,vSi for the plane wave 

Si diffracted by the screen during forward propagation. Second, we note that the weak 

side waves scattered in direction S = Si are Doppler shifted by an amount relative to their 

displacement S - Si from the undeviated component of the scattered spectrum. To see this, 

note that we've described the effect of the diffracting layer as a convolution operation which 

transforms the incident angular spectrum δ(S - Si) into the scattered spectrum F(S - Si). 

From the fundamental properties of Fourier transform theory we can express the convolution 

operation in the angular spectrum as a product operation in the spatial spectrum. Let 

Ff {F(S)} = f (x) and note that Ff {δ(S — Si)} = ejk'xSi. Then if our screen representing 

the ionosphere is displaced by an amount ∆x = vt, the scattered angular spectrum for an 

incident plane wave δ(S — Si) is: 

which is simply the original scattered angular spectrum for a plane wave input δ(S — Si) 

Doppler shifted by ωd = — k,v(S — Si). Considering Figure (3.5), we expect the signal 

scattered in direction Si to have a Doppler spectrum, W(ω), centered at ω = -k'vSi, but 

with some finite width due to the contributions of weak side waves that are Doppler shifted 

by other amounts.

Based on the discussion above, we conclude that the scattered angular spectrum can 

be represented as F(S, ω). The component F(Si, ω) of the scattered angular spectrum is 

dominated by the undeviated plane wave δ(S — Si) in the incident angular spectrum but 

contains weak side wave contributions from waves S = Si in the incident angular spectrum. 

In terms of Doppler, F(Si, ω) is centered around ωd = -k,vSi but will have some finite width 
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due to side wave contributions shifted by other Doppler amounts. Up to this point we've 

discussed the effect of the diffracting screen solely in terms of the angular domain F(S) 

while the main result we are after is an effective motion of the diffraction pattern E(x) in 

the spatial domain. The effects in the two domains are tied together by the relationship 

in (3.5) (or (3.7) for k = —k). We've argued here that a moving ionosphere produces the 

special phase relationship e~jk'υst in the angular domain and from (3.5) one can demonstrate 

that the corresponding effect in the spatial domain is exactly the result we are after, i.e. the 

diffraction pattern E(x) can be expressed as E(x— vt) in this case. Therefore the two effects 

are equivalent; if the observed diffraction pattern in a plane appears to move coherently 

then the angular spectrum of plane waves incident on that plane must be Doppler shifted in 

proportion to their incidence angle S.

3.2.3 Forward Propagation

The HF radars under consideration here transmit a broad elevation spectrum but a 

narrow azimuth spectrum with a half-power beamwidth of φBw ≈ 7o. As illustrated in 

Figure (3.2A) we expect the illuminated area of ground corresponding to a given range gate 

to have a constant elevation angle θ0 so that we can work instead with the two dimensional 

geometry illustrated in Figure (3.2B) where it is understood that θ = θ0 is fixed. Referring 

now to Figure (3.3), when the slit aperture representing the radar is excited with a field 

distribution Et(x), a narrow azimuth spectrum of waves Ft(S) = Ff-1{Et(x)} is emitted. 

Each of these component waves will propagate to the diffracting screen illustrated in Figure 

(3.3) experiencing a phase delay related to the given direction of propagation. Now denote 

the angular spectrum of waves scattered from the diffracting screen on the forward path 

Fsf. Assuming the ionospheric conditions are such that (3.8)-(3.9) are valid, we expect the 

magnitude of the S component of ∣Fsf (S)∣ to be α ∣Ft(S)∣ but to contain a narrow Doppler 

spectrum centered at ωd = -k,vS. We will approximate the Doppler spectrum as δ(ω — ωd) 

for the moment so that we have Fsf (S, ω) ~ Fsf (S)e-jk'vst and consider the consequences of 
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a finite Doppler width ∆ω in section (3.2.5).

Now consider Figure (3.6) which illustrates the geometry between the field distribution 

emerging from the diffractive screen and the field distribution along an arc in the illuminated 

area where the position along the arc is denoted in polar coordinates (ρ, φ). The electric

Figure 3.6: Geometry of a propagation between diffractive screen and illuminated area.

field distribution across the diffractive screen is Esf(x) = Ff{Fsf(S)}. Using the narrowband 

approximation to the Huygen's-Fresnel principle \Goodman , 2005\ we could express the field 

along the arc as, 

where r(φ, x) is the phase path length between Esf(x) and the point (ρ, φ) on the arc and 

χ(φ) is an obliquity factor. If we assume that |φ| ≪ 1 and |x| ≪ RR cos θ0 then the obliquity
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factor χ(φ) ≈ 1 and the phase path length may be simplified as follows from Figure (3.6)

Substituting these approximations into (3.11) we arrive at, 

which illustrates that the amplitude of the electric field at the point (ρ, φ) in the illuminated 

area is proportional to the amplitude of the plane wave propagating in the direction cosφ θo 

away from the diffracting screen. Our conditions |φ| ≪ 1 and |x| ≪ RR cos θ0 correspond 

to conditions on the width ΔS of the angular spectrum ∖Faf (S)| emerging from the screen 

and the width ∆x of the electric field ∖Esf (x)| across the screen. We've already noted 

that here we are assuming that the width ΔS of ∖Faf (S)| is approximately that of the 

transmitted spectrum so we have ΔS ≈ φBw ≪ 1. Under this same assumption the ratio

Δx∕R cos θ0 ~ φBw and so both conditions are satisfied.

3.2.4 Reverse Propagation

When the electric field Eρ(φ) in (3.13) scatters from the ground we expect most of the 

energy in the signal to be specularly reflected. The direction of specular reflection depends 

on the relative orientiation of the surface normal at a given point and so this will in general 

not be in the direction of the radar. However, due to the roughness of the terrain some 

fraction of the signal will be scattered in all other directions. Now for a given point (ρ, φ) 
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in the illuminated area of Figure (3.6), the radar will receive that fraction of the signal that 

happens to be scattered back in the direction (θ0, φ). We can write this fraction of the signal 

as σ(ρ, φ)Eρ(φ). Now at this point we can again apply the Huygen's-Fresnel principle to find 

the electric field arriving at the diffractive screen, Esg, in terms of those signals, σ(ρ, φ)Eρ(φ), 

scattered back in the direction of the radar:

Note that in the second line of (3.14) we've substituted the expression in (3.13) for Eρ(φ) 

and also applied the same approximations for r(φ, x) and χ(φ) given in the previous section. 

In the third line we've made the variable substitution φ = φ cos2 θ0 and simplified. Note 

that the expression in (3.14) includes only the contribution to the electric field from those 

points along an arc of fixed radius ρ within the illuminated area. The total field incident on 

the diffractive screen is found by integrating over the radial extent of the illuminated area, 

where σ'(φ) represents an effective backscatter coefficient given by the bracketed expression 

in the second line of (3.15). Note that this bracketed expression is a definite integral over 

the radial extent of the illuminated area which depends on the width of the transmitted 

pulse and the incidence angle θ0. While we haven't explicitly included it in (3.13)-(3.15), 

the wave Fsf (φ) contains a factor e-jk'vφt where v is the transverse velocity of the screen 
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as discussed in section (3.2.2)-(3.2.3). However, it is important to note that after reflection 

from the ground there are two Doppler effects we must account for. The first is a change in 

the sign of the Doppler shift as the term -k,vSi discussed in sections (3.2.2)-(3.2.3) is the 

shift observed by the radar. The wave at angle Si observed (and reflected) by the ground has 

a corresponding Doppler shift of +ktvSi because of the reversal in orientation of the receiver 

and source terms in the Doppler equation. Second, we note that the Si wave will gain an 

additional Doppler shift of k,vSi due to reflection from the ground. To see this, refer to 

Figure (3.5) and note that the two way phase path between a point (ρ, φ) in the illuminated 

area and a differential volume in the direction Si is changing at the rate of 2klvSi. Taking 

this into account we substitute Fsf (φ) = Fsf (φ)ej2k'vφt into (3.15) to obtain:

which illustrates that the electric field in the plane of the screen propagates along the x- 

direction with twice the apparent velocity of the screen itself. This is an important distinction 

as it implies we do not see a second Doppler shift. Specifically, from (3.7) a relationship of 

the form in (3.16) means that the component wave δ(S - Si) incident on the diffractive 

screen during back propagation has a Doppler shift of — 2ωd = 2klvSi. Diffraction from the 

screen a second time will produce a Doppler shift of (—2ωd) + ωd = —ωd = k'vSi. Denote the 

angular spectrum of waves diffracted by the screen on back propagation as Fsb(S). Again 

using (3.7), note that if Fsb (S) has the phase relationship ejk'vs then the scattered electric 

field distribution Esb(x) = Fb{Fsb(S)} will have the property Esb(x) = Esb(x — vt) where v 

is the transverse velocity of the screen.

At this point, consider the MCF Γsb(ξ) of the electric field emerging from the screen as 

defined in (3.1). Using the Wiener-Khintchine theorem [Goodman , 1985] and the Fourier



As the wave Fsb (S) propagates from the screen back towards the radar only the phase of 

the wave will change so that |Fsb (S)|2 incident on the radar remains the same. Therefore, 

if the MCF of the electric field across the diffractive screen, Γsb(ξ, τ), has the property that 

Γsb (ξ, τ ) = Γsb(ξ - vτ) then the MCF across the radar aperture, Γr(ξ,τ), will also have the 

property Γr(ξ, τ ) = Γr(ξ - vτ ) which is what we set out to demonstrate.

3.2.5 Observed Mutual Coherence Function

A more general expression for the MCF than (3.1) that allows for time variations in the 

diffraction pattern is, 

where the limits of integration are again [-∞, ∞]. The Wiener-Khintchine theorem extended 

to two-variables then yields the following relationship for the received MCF, 

where |F(S, ω)|2 represents the distribution of power in the (S, ω) plane. In sections (3.2.3)­

(3.2.4), we assumed that F(S, ω) = F(S)δ(ω) so that after allowing for an angular specific 
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integral in (3.7), the following Fourier relationship can be shown to exist between the MCF

Γ(ξ ) across any plane and the corresponding angular power spectrum,



Doppler shift produced by the diffractive screen (3.19) simplifies to,

However, the motion of the diffractive screen and time variations in the ground scatter 

coefficient, or the incidence angle θ0 (which effects the ground scatter coefficient) produce 

spreading in the Doppler spectrum of |F(S, ω)∣2. Here we will assume that the Doppler 

spread is independent of azimuth angle S so that |F(S, ω)|2 is separable into the product 

|F(S)|2|W(ω)∣2 in which case we would arrive at the following expression for the received 

mutual coherence function, 

where A(τ) is the Fourier transform of the Doppler power spectrum |W(ω)∣2. Equation

(3.21) represents the general form of the MCF we expect to observe in terms of the received 

angular power spectrum |F(S)∣2 and an arbitrary Doppler spectrum |W(ω)∣2 whose inverse is 

A(τ). To arrive at this expression we've assumed the ionosphere is moving with a transverse 

velocity v and spreads the angular power spectrum only a small amount on both forward 

and reverse propagation as discussed in sections (3.2.2)-(3.2.4).

It is also worth noting that if the illuminated area itself appears to be moving with 
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respect to the radar then (3.21) will require modification. Specifically, the velocity of the 

illuminated area could be decomposed into perpendicular and transverse components. The 

perpendicular component will produce a Doppler shift independent of look angle that would 

be observed in (and could be determined from a linear fit to) ∠Γ(0, τ ). The transverse 

component of the velocity of the illuminated area would produce the same effect that the 

screen produces which is an angular specific Doppler shift. We would expect the received 

MCF to be of the form Γ(ξ — Vτ) where V is the sum of the transverse velocities of the screen 

and the illuminated area. In general we don't expect ground clutter to have a significant 

velocity relative to the radar. The size of the illuminated area on the ground is of the order 

of hundreds of square kilometers so it is difficult to imagine there being a net motion in 

any direction and it is specifically this property (negligible Doppler velocity) which is used 

to identify a particular range gate as ground clutter. One specific exception is back scatter 

from the ocean; the results analyzed here are for terrain back scatter so this case won't be 

pursued further.

In general we don't have any a priori knowledge about the forms of A(τ) and |F(S)|2 in 

(3.21). However, note from (3.21) that the shape of the |Γ(ξ, 0)| cross-section depends only 

on |F(S)|2 and not A(τ). Measured cross-sections of |Γ(ξ, 0)| typically appear to have either 

a decaying exponential or Gaussian form. In the event that |Γ(ξ, 0)| is well represented by a 

decaying exponential then the received angular spectrum must have a Lorentzian form such 

as,
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On the other hand, if |Γ(ξ, 0)| is Gaussian then the angular spectrum will have the form,

Regardless of the form of the angular spectrum, A(τ) was found to be accurately represented



by a Gaussian such as

In the case that the received angular spectrum is Lorentzian, the observed MCF can be

found from subsitituing (3.22) and (3.24) into (3.21) to find,

Note from (3.25) that the value of klβ can be determined from a linear fit to ln ∣Γ(ξ, 0)∣ and 

the value of α from a quadratic fit to ln ∣Γ(0, τ)∣. The value of drift velocity v in expression 

(3.25) can be estimated by noting that the peak of the ∣Γ(ξ,τ = τc∣ cross-section in the ξ 

dimension occurs at the point ξmax = vτc where τc is an arbitrary constant. An illustration 

of the MCF in (3.25) for increasing drift velocity v is depicted in Figure (3.7) and clearly 

depicts a rotation that is proportional to drift velocity.

Figure 3.7: Contours of ∣Γ(ξ, τ)∣ for a Lorentzian angular angular spectrum that illustrate 
rotation for increasing values of drift velocity v.

In the case that the received angular spectrum is Gaussian the observed MCF can be

found from substituting (3.23) and (3.24) into (3.21) to arrive at,
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From (3.26), the contour of amplitude D can be expressed in a general quadratic form as, 

where,

Noting from (3.28) that B2 - 4AC < 0 for all (positive) values of (α, β) we will always have 

elliptical contours. After some analysis of (3.28), we can identify three effects of an increasing 

transverse velocity v for a given contour level. These three effects include a rotation in the 

(ξ, τ ) plane, an increase in the diameter of the major principal axis, and a decrease in the 

diameter of the minor principal axis. These effects are depicted in Figure (3.8) and (3.9) for 

the annotated values of (α, β). Figure (3.8)(A)-(C) illustrates contour plots of |Γ(ξ, τ)| for 

increasing values of v while Figure (3.9)(A)-(C) illustrate the rotation angle θr and diameters 

of the principle axes of the |Γ| = 0.5 contour as the transverse velocity is varied over the 

range [5, 500] (m/s). As discussed later in section (3.3), we will estimate velocity in this 

paper by noting that regardless of whether the observed MCF is of the form in (3.25) or 

(3.26) that the peak value of the ∣Γ(ξ, τ = τc)∣ cross-section occurs at ξ = vτc.

3.2.6 Relationship to Van-Cittert Zernike Theorem

In this section we note that the expression in (3.21) is equivalent to a form of the Van- 

Cittert Zernike theorem from optics [Goodman , 1985]. To illustrate this property, note that 

from Figure (3.3) we could express the received electric field in the absence of a diffractive 

screen using the Huygen's-Fresnel principle and the same approximations as in section (3.2.3)
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as,

Figure 3.8: Contours of ∣Γ(ξ, τ)∣ for a Gaussian angular spectrum. The effect of an increas­
ing drift velocity v is illustrated by a rotation and stretching/compression of major/minor 
principal axes.

Figure 3.9: (A) illustates plot of rotation angle θr of elliptical contours of ∣Γ(ξ, τ)∣ as a 
function of drift velocity v. (B) and (C) illustrate the diameters of the major/ minor principal 
axes of the ∣Γ(ξ, τ)∣ = 0.5 contour as a function of drift velocity v.

where Eρ(φ) is the electric field in the illuminated area at point (ρ,φ). Note that the 

expression in (3.29) is a scaled form of (3.7) where in this case the incident angular spectrum 

of waves A(φ) can be expresssed in terms of the field distribution across the illuminated area
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Eρ(φ). From the Weiner-Khintchine Theorem the observed MCF is then, 

where < · > denotes the ensemble averaging operation. If we evaluate (3.31) using (3.29) 

and the incoherence property < Eρ(φ2)E*(φχ) >= δ(φ2 — φ1) we would again arrive at (3.30) 

demonstating that (3.30) is a form of the well-known Van-Cittert Zernike theorem from 

optics.

In(3.30),Γr(ξ) isdetermined solely by the intensity distribution of the electric field in the 

illuminated area. Ignoring the scattering coefficent of the ground, the intensity distribution 

∣Eρ(φ)∣2 will extend over an angular width φBw ≈ L where L is the spatial extent of the 

array. From (3.30) and the inverse spreading property of Fourier transforms the received 

field will be correlated over a distance of (λ cos θ0)L = L cosθ0. From the fact that (3.21) and 

(3.30) are equivalent in the absence of diffraction we find that ∣F(S)|2 = ∣Eρ(ϕcos2 θ0)∣2 so 

that the angular power spectrum in (3.21) is a scaled version of the radar azimuth intensity 

pattern. Now in the presence of diffraction we expect the width of |F(S)|2 to broaden at 

least slightly on each passage through the screen so we have ∣F(S)|2 > ∣Eρ(φ cos2 θ0)∣2. From 

(3.21) this in turn means that width of ∣Γr(ξ)∣ will always be less than the ideal width of 

L cos θ0. The similarity between (3.21) and (3.30) illustrates that oblique ground scatter 

can be thought of as an incoherent source whose angular width varies with the amount of 

diffraction that occurs during propagation through the ionosphere.
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Consider now the case that Eρ(φ) is an incoherent source such that the value of Eρ(φ) 

and Eρ(φ + ∆φ) vary independently with time. The MCF is defined in this case as the 

ensemble averaged value,



3.3 Algorithm

Our sole objective in this dissertation section is to evaluate a transverse velocity v from 

the measured MCF of the electric field across the radar aperture. We noted in the previous 

section that measured MCF's appear to be well modeled by either (3.25) or (3.26). A simple 

method of evaluating v regardless of which form of MCF is observed is to note that both 

these functions have the property that for a fixed time delay τ the peak of the cross-section 

|Γ(ξ, τ)| occurs along the ξ dimension at,

Using (3.32), we should be able to determine v by simply recording the spatial separation 

at which the peak value of the MCF occurs for every time lag. However, a limitation of 

this technique results from the discrete sampling of the (ξ, τ) plane. Let (ξs, τs) denote the 

discrete space and time delay sampling intervals due to the spacing of the antenna elements in 

the aperture and the pulse repetition frequency (PRF) the radar is operating at. Equations 

(3.32) can be re-written in terms of the sampling frequencies fξ = ξ- and fτ = ± as, 

where [-J denotes truncation to the nearest integer. The effect of the quantization in (3.33) 

is easily visible in measurement as illustrated in Figure (3.10) which depicts nmax evaluated 

from cross sections of the contour plot illustrated in Figure (3.1). Note that from (3.33) the
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Figure 3.10: Example of quantization of (3.32) due to discrete sampling of (ξ, τ) plane. Plot 
generated from MCF illustrated in Figure (3.1).

range of velocities that get mapped to the same integer tuple (n,m) is, 

and represents the uncertainty in an estimate of v from a single measurement of (nmax, m). 

In practice, we have some number N of measured integer tuples of (nmax, m) as illustrated 

in Figure (3.10). The true value of v must lie within the corresponding intersection of all N 

distributions given by the expression in (3.34), i.e. the largest velocity range for which all 

distributions completely overlap. Let pn(v) denote the distribution obtained by finding the 

intersection of N distributions given by (3.34). In this paper the mean value of pn(v) is taken 

as an estimate of v and the width of the distribution as the uncertainty in the estimate.

3.4 Measurements of Ionospheric Drifts at Kodiak

Measurements of ionospheric drifts evaluated from data recorded by the Kodiak Super­

DARN during two short time intervals on 17 May 2014 are presented here. The radar 

operation is discussed below before presenting the drift measurements.
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3.4.1 Radar Operation and Signal Conditioning

The Kodiak SuperDARN radar consists of a collinear array of 16 log periodic antenna 

spaced by 15.24 m. The phased array has a narrow azimuth beamwidth of ~ 7o at 10 MHz but 

a broad elevation beamwidth. The geographic coordinates of the radar are [57.62o, — 152.19o] 

with boresite oriented 30o from North. During normal operation the radar scans through 16 

beam directions separated by 3.24o, collecting measurements from a single beam direction 

for a period of 7 s. During the observation periods presented here the radar ran a special 

operating mode in which a N = 15 pulse sequence was transmitted with a fixed PRF of 

fτ = 50 Hz in a single beam direction with a fixed transmit frequency. A range resolution of 

15 km was obtained by transmitting phase coded (5-bit Barker) pulses of duration Tp = 500 

μs and sampling the received signal at fs = 10 kHz. The raw in-phase (I) and quadrature 

(Q) low pass analytic received signal was recorded at each antenna element in the radar 

array.

Prior to evaluating the MCF for a particular pulse sequence and range gate, the phase 

coding and beamforming during transmit were removed from the raw I/Q time series at 

each antenna by convolving with the Barker phase code and adding a phase shift specific to 

the beam direction and antenna element. Note that the addition of a phase shift to remove 

the effects of beamforming has no bearing on the |Γ(ξ, τ)| and simply projects the actual 

radar geometry into that depicted in Figure (3.3) where the radar is perpendicular to the 

illuminated area. The MCF in (3.1) was evaluated in discrete form as,
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where Ei(j) is the (complex) analytic signal observed at antenna element i after transmit 

pulse j for a given range cell, L is the number of spatial samples, and N is the number of 

time delay samples. Here (L, N) corresponding to the number of antenna elements in the 

array and the number of pulses in a transmit sequence so that L = 16 and N = 15. The



value obtained in (3.35) was then coherently integratedoveraperiodof≈5s (corresponding 

to 12 transmit sequences) to reduce the effect of Gaussian noise on ∣Γ(n, m)∣. A transverse 

velocity v was then estimated from cross-sections of the normalized ∣Γ(n, m)∣ as described in 

section (3.3).

3.4.2 Measurements

During both observation periods ground scatter was observed at ranges gates around 900 

km in range. The discrete MCF was evaluated as described above and then a transverse 

velocity estimated according to the method given in section (3.3). Figures (3.11) and (3.12) 

illustrate measured and fitted MCF's at a sequence of three gates around 900 km in range 

from one 5 s period in both observation intervals.
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Figure 3.11: Examples of the measured (left) and fitted (right) MCF's at three different 
range gates where ground scatter was observed during the UT 2014 May 17 12:00:15-12:00:20 
observation period. The form of the MCF and best fit parameter values are annotated on 
the plots on the right.
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Figure 3.12: Examples of the measured (left) and fitted (right) MCF's at three different 
range gates where ground scatter was observed during the UT 2014 May 17 13:00:15-13:00:20 
observation period. The form of the MCF and best fit parameter values are annotated on 
the plots on the right.

55



Note the form of the fitted MCF and parameter values annotated in the plots on the right 

hand sides of Figures (3.11) and (3.12) were determined from the |Γ(ξ, 0)| and |Γ(0, τ)| cross­

sections as described in section (3.2.5). As illustrated, larger velocities and an exponential 

ξ dependence were observed during the first period and smaller velocities with a Gaussian 

ξ dependence during the second period. We do not know why the ξ dependence of the 

MCF changed between the periods but note that both the ionosphere and consequently the 

illuminated area are unlikely to be exactly the same between observations. We expect that 

changes in the ionosphere and/or the illuminated area produced preferential scattering into 

certain angles so that the received angular power spectrum |F(S)|2 and it's Fourier pair |Γ(ξ)| 

are different between the two measurement intervals. Figure (3.13) illustrates the derived 

velocities at all ranges during both observation periods in the form of range-time-velocity 

plots.
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Figure 3.13: Range-time-velocity (RTV) plots during (A) UT May 17 2014 12:00:15-12:00:59 
and (B) UT May 17 2014 13:00:14-13:00:59.
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(a) Velocity uncertainty during UT May 17 2014 12:00:15-12:00:59 (b) Velocity uncertainty during UT May 17 2014 13:00:15-13:00:59
Figure 3.14: Velocity error bounds due to discretization of ∣Γ(ξ,τ)∣ as discussed in section
3.3.

Note in Figure (3.13) that the horizontal time axis indices occur in ~ 5 s increments 

and that the range corresponding to a given velocity measurement is half the range of the 

ground clutter cell from which the velocity was derived. The uncertainty of the velocity 

measurements of Figure (3.13) due to the discretization of ∣Γ(ξ,τ)∣ as discussed in section 

(3.3) is depicted in Figure (3.14). In general, Figure (3.14) demonstrates that the velocity 

uncertainty is of the order ±50 m/s.

Finally, Figure (3.15) illustrates geographic plots of the derived drift vectors averaged over 

the entire ~ 45 s observation periods. In addition to the Kodiak derived drift measurements, 

Figure (3.15) depicts drifts measured by digisondes in Alaska at Gakona ([62.380, —145.0o]) 

and Eielson AFB ([64.660, — 147.07o])[Reinisch and Galkin, 2011]. The digisonde drift mea­

surements are several hundred kilometers away from the location of our drift measurements 

and so do not provide an ideal comparison. As illustrated in Figure (3.15), the Eielson drift 

measurement had a magnitude on the order of 300 m/s during both observation periods and 

a West to East drift direction, both of which are consistent with the drifts derived from the 

Kodiak radar. On the other hand, the Gakona digisonde measured a comparitively small 

drift velocity magnitude on the order of ~ 30 m/s during both periods. During the first pe­

riod at 12:00 UT there is a blanketing sporadic E layer evident in ionograms at Gakona. The

58



Figure 3.15: Ionospheric drifts evaluated during time periods (A) UT May 17 2014 12:00:15­
12:00:59 and (B) UT May 17 2014 13:00:15-13:00:59 plotted over Alaska as measured by the 
Kodiak SuperDARN. The ionospheric drift measured by digisondes at Gakona and Eielson 
AFB is also annotated. The Eielson drift measurements in (A) and (B) were taken at 11:53:00 
and 12:53:00 UT. There is no usable Gakona drift measurement in (A) due to the presence of 
a blanketing sporadic E layer. The Gakona drift measurement in (B) was taken at 13:04:25 
UT.

drift derived by Gakona at this time is that of the sporadic E layer rather than the F region 

and so the discrepancy is not surprising. However, during the second observation period at 

13:00 UT there is no sporadic E-layer present in ionograms and the measured drift at this 

point is evidently that of the F-layer. While the Gakona drift measurement at 13:00 UT is 

inconsistent with the drifts derived by the Kodiak radar it is also inconsistent with the drift 

measured at Eielson. As the location of the Gakona drift measurement is several hundred 

kilometers from both the Eielson and Kodiak drifts we don't believe the discrepancy is con­

clusive of an error in the method presented here. Another possible source of validation for the 

drift measurements presented here would be the SuperDARN convection model. However, 

only two radars (Kodiak and Christmas Valley West) have the geographic region in question 

within their field-of-view and neither recorded significant ionospheric back scatter during the 

observation periods which renders the SuperDARN convection model inconclusive.
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3.5 Discussion

As noted in section (3.4.2), we currently lack conclusive evidence in the form of overlap­

ping observations for the drift measurements presented here. We are currently in the process 

of collecting more data in the hope of obtaining drift measurements that overlap with ei­

ther a digisonde or a region of significant ionospheric backscatter such that the SuperDARN 

convection model may be used for comparison. However, this same obstacle also illustrates 

the potential use of the method, which is to provide an additional tool to fill in the gaps in 

convection plots generated from overlapping measurements of line-of-sight plasma velocity. 

Another potential idea we are exploring is estimating the scale size of the electron density 

irregularities from Γ(ξ, τ). Specifically, as discussed in section (3.2.2) the plane wave scat­

tered in direciton Si contains weak side wave contributions whose Doppler shift differs from 

that of the undeviated component. The width ∆ω of the Doppler spectrum should then be 

an indication of the angular width ∆S over which the ionosphere scatters an incident plane 

wave. If we were to assume a form of the side wave power spectrum |F(S)|2 such as that in 

(3.8) we can estimate a density deviation scale size ξ0 by noting that the width ∆τ of Γ(0, τ) 

is inversely related ∆ω.

3.6 Conclusion

Measurements of ground scatter targets made by the Kodiak SuperDARN radar illustrate 

that the spatial distribution of the incident electric field often appears to move coherently 

across the radar aperture. Diffraction theory can be applied to demonstrate that this behav­

ior is a product of transverse ionospheric motion between the radar and the illuminated area 

of ground. A general expression for the observed mutual coherence function was developed 

and used to derive a method of evaluating the transverse ionospheric drift. Ionospheric drifts 

evaluated using this technique were presented for two short observation periods at Kodiak.
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4 MV-SAP: Preserving Angle-Doppler Coupled Clutter

4.1 Introduction

Sky wave over-the-horizon radar (OTHR) systems use the ionosphere as a mirror to 

illuminate targets beyond the horizon [Skolnik , 2008, Ch. 20]. These systems must be 

capable of detecting targets in the presence of backscatter from the surface of the Earth 

(either terrain or the sea) termed ground clutter and often radio frequency interference 

(RFI) from other users of the HF band [Fabrizio , 2013, Ch.4], [Leong , 1999]. In addition, 

high-latitude OTHR systems must contend with Bragg scatter from ionospheric density 

irregularities termed auroral clutter [Choi et al., 1991; Ravan et al., 2012].

An effective signal processing scheme that mitigates RFI and clutter to improve target 

detection requires knowledge of the characteristics of RFI and clutter in the dimensions 

of range, Doppler, and incidence angle. RFI in OTHR systems is typically modeled as 

incoherent with a uniform spectral density over the receiver bandwidth and so contaminates 

the entire range and Doppler domains [Fabrizio , 2013, Ch. 10]. In the angular domain, 

RFI occupies a small number of incidence angles that slowly vary over the observation 

period [Fabrizio et al., 1998]. Ground clutter is generally broad in the angular domain 

and well resolved in the Doppler domain and at high-latitudes there is evidence of coupling 

between these dimensions [Riddolls , 2014; Theurer and Bristow , 2017]. The characteristics of 

auroral clutter depend on the state of the ionosphere during the period of observation [Ravan 

et al., 2012]. However, measurements at high-latitude and models often feature a narrower 

angular width but broader Doppler width than ground clutter as well as coupling between the 

domains related to an ionospheric drift velocity transverse to the beam direction [Riddolls , 

2014; Ravan and Adve, 2013]. Both auroral and ground clutter may be non-stationary in 

range as the echoes originate from physically distinct volumes or surfaces which may have 

dissimilar scattering properties. Further, the spectral characteristics of the received signal 

are shaped by the propagation path through the ionosphere and so echoes from different 
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range gates (different propagation paths) may be expected to be non-stationary [Vallieres 

et al., 2004].

Given the signal characteristics described above, one approach to jointly mitigating both 

RFI and clutter is Space-Time Adaptive Processing (STAP) in the slow-time and space 

dimensions [Ward, 1994]. The main obstacle to this approach is obtaining a sufficient amount 

of training data to accurately estimate the auroral and ground clutter covariance matrices 

which are non-stationary in range [Ravan et al., 2011]. Variants of STAP such as FFA 

have been derived that drastically reduce the required training data and have been used to 

successfully mitigate auroral clutter but not all OTHR systems and/or ionospheric conditions 

may yield a sufficient number of statistically homogeneous clutter snapshots to apply this 

technique [Saleh et al., 2016; Ravan et al., 2011]. An alternative to the joint mitigation of 

RFI and clutter is a cascaded approach where RFI is first mitigated by adaptive spatial 

processing (SAP) and clutter subsequently by Doppler processing [Fabrizio et al., 2004]. 

Besides avoiding the clutter training support issue, this type of processing may also be 

appropriate if the clutter or rather the Doppler spectrum of the clutter is itself a data 

product of interest as in [Vallières et al., 2004].

Each stage of processing in a cascaded processing scheme must be designed with con­

sideration of the effect of the current stage of processing on latter stages. The consider­

ation involved in a SAP-Doppler processing scheme is best illustrated by formulating the 

SAP problem. Consider an OTHR that transmits N consecutive pulses at a fixed pulse- 

repitition-frequency (PRF) of ft Hz and samples the downconverted, match-filtered received 

signal across M antennas K times each pulse interval at the rate fr Hz. The received data 

during the coherent-processing-interval (CPI) can be formatted as an M × N × K cube of 

complex samples corresponding to the dimensions of space, slow-time, and range (or fast­

time) respectively. The spatial snapshot znk ∈ CM×1 at a particular slow time sample n and 

range gate k can be expressed in general as,
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where tnk, ynk, ink, and nnk denote target, clutter, interference, and noise signals respectively.

Standard SAP involves generating the scalar time sequence z[n] = wHznk where the 

vector w is the solution to the constrained optimization problem, 

where Rii = E ink inHk is the ensemble averaged interference spatial covariance matrix and 

t(θ ) is the target steering vector. As described previously, the interference spatial covariance 

matrix Rii varies with slow-time index n as the interference direction of arrival varies over 

the CPI. Our goal then is to find the sequence of weight vectors wn that minimize the inner 

product wnH ink ∀ n within a CPI. Further, the sequence wn should yield a scalar clutter 

signal y[n] = wnH ynk whose Doppler spectrum is indistinguishable from that produced using 

the fixed weight vector w0 for all slow-time samples. This additional constraint is necessary 

to prevent smearing in the Doppler spectrum that may obscure targets during subsequent 

Doppler processing.

The two most promising solutions we are aware of to the problem presented above include 

stochastically-constrained SAP (SC-SAP) and time-varying SAP (TV-SAP) [Abramovich 

et al., 1994, 1998; Fabrizio et al., 2004]. In [Abramovich et al., 1994, 1998] the authors 

demonstrate a general theoretical solution provided that the clutter may be accurately rep­

resented as a multivariate, autoregressive (MVAR) process [Marple , 1986, Ch. 15, pp. 394­

409]. However, a practical implementation is stymied by a lack of knowledge of MVAR model 

parameters. This obstacle is sidestepped in [Abramovich et al., 1994, 1998] by restricting 

attention to the scalar MVAR clutter model, a special case for which knowledge of the model
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parameters is superfluous. It is this specialized solution that will be referred to here by the 

name SC-SAP. A scalar MVAR model implies that the clutter signal is space-time separable, 

a condition that has been empirically demonstrated in [Abramovicht et al., 1996], [Fabrizio, 

2013, Ch. 7] for quiet mid-latitude ionospheric conditions. However, as mentioned previ­

ously the auroral and ground clutter observed at high-latitudes may feature angle-Doppler 

coupling and in that case is non-separable in space-time. In the event of angle-Doppler cou­

pling, implementing SC-SAP does require an accurate estimation of the MVAR model order 

and parameters which is a non-trivial task. Beyond this obstacle, SC-SAP requires updating 

the weight vector during every slow-time sample which is both computationally intensive 

and susceptible to error accumulation [Fabrizio et al., 2004].

TV-SAP is an alternative algorithm presented in [Fabrizio et al., 2004] with two distin­

guishing features. First, the adaptive weight vector is updated in slow-time every Q samples 

where Q is the CPI subinterval over which the interference is spatially stationary. Second, 

the clutter Doppler spectrum is preserved in TV-SAP by constraining changes in the weight 

vector to be orthogonal to the clutter subspace in the current CPI subinterval. The fidelity 

with which TV-SAP reproduces the clutter Doppler spectrum appears to depend mainly 

on the correct estimation of the clutter subspace rank. Further, the slower rate of weight 

vector updates dramatically reduces the computational burden of TV-SAP in comparison to 

SC-SAP [Fabrizio et al., 2004]. TV-SAP doesn't explicitly rely on a scalar MVAR model but 

instead assumes that the clutter during any particular CPI subinterval is well modeled by a 

small number of steering vectors. One can analytically demonstrate that while this assump­

tion produces excellent performance for a scalar MVAR process, it is inherently ill-suited to 

more general MVAR processes and results in a performance ceiling below what one might 

otherwise expect.

The inherent and practical obstacles of TV-SAP and SC-SAP motivate the derivation 

of a new SAP algorithm in this paper termed MV-SAP that incorporates key features from 

both. Following SC-SAP, MV-SAP contains weight vector optimization constraints that are 
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based on the ensemble averaged clutter properties rather than quasi-instantaneous clutter 

characteristics as in TV-SAP. However, MV-SAP minimizes weight vector updates to the 

period over which the interference is stationary in the same fashion as TV-SAP. The results 

in this paper demonstrate that for a coupled clutter process based on measurements made at 

high-latitudes MV-SAP is capable of providing better performance than TV-SAP. It should 

be noted that all of the SAP algorithms discussed in this paper are appropriate for mitigating 

RFI that occurs in the sidelobes of the radar and cannot suppress mainbeam interference. 

However, while not addressed in this paper MV-SAP may be extended to fast-time STAP in 

the same fashion as TV-STAP and SC-STAP which mitigate main beam interference using 

redundancy in the interference signal in the fast-time dimension that exists due to multipath 

[Fabrizio , 2013, Ch. 11], [Abramovich et al., 1998].

This dissertation section is organized as follows. In Section II we present some background 

MVAR process theory, the problem of Doppler spreading during SAP, the performance ceiling 

of TV-SAP, and the theoretical basis for the new algorithm MV-SAP. Section III discusses 

the simulation set up used in this paper. Simulation results are presented in Section IV that 

verify the analysis in Section II and quantify the performance of MV-SAP. For perspective, 

the performance of MV-SAP is compared with TV-SAP which generally outperforms SC- 

SAP while avoiding the obstacles associated with that algorithm.

4.2 Theory

4.2.1 MVAR Properties

In this section we briefly detail some properties of MVAR processes important for the 

following discussion and refer the reader to [Marple , 1986, Ch. 15] for a more detailed 

treatment. Let yn ∈ CM×1 denote a general MVAR process described by the recursive 

equation,
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where Hn is the multichannel impulse response matrix. The summation in (4.5) is restricted 

to [0, ∞) because Hn is causal, i.e. Hn = 0 ∀n < 0. The relationship between (4.3) and 

(4.5) is illustrated by taking the multichannel z-transform of (4.3), Z · , given by,
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where P denotes the model order, Al are M × M autoregressive coefficient matrices, and ξ n 

is a white noise process. ξ n has the covariance property,

where Rξξ is Hermitian. An expression equivalent to (4.3) is the convolution,

where A-1 (z ) is the inverse of the matrix,

From (4.6) and the property of convolution under the Z · operator we note that Hn =

Z-1{A-1(z)}.

The relationship between Rymy and Rξmξ is given by

The power spectral density (PSD) matrix Pyy(f) defined as Z(Ryy} ∖z=e-j2πfmτ can now be 

expressed using the relationships in (4.4)-(4.8) as,



where the space-time separability is evident in the factorization of Rymy into the scalar func­

tion of time r[m] and the constant spatial covariance matrix Rξξ .

4.2.2 Doppler Spreading

At this point we turn to an analytical investigation of the problem of Doppler spreading. 

This investigation will provide us with the means of constraining variations in the adaptive 

weight vector sequence wn to avoid Doppler spreading and also help illustrate key differences 

between scalar and general MVAR processes. Let y[n] denote the scalar output sequence 

obtained by filtering the vector sequence yn at a particular range gate with the adaptive
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where -H denotes Hermitian transpose of the inverse.

In the particular case of a scalar MVAR process a number of simplifications can be made 

to the expressions above. A scalar MVAR process is one in which the coefficient matrices in 

(4.3) have the form Al = αl I. In this case, (4.7) can be expressed as,

so that the power spectral density simplifies to,

The covariance sequence corresponding to (4.11) is,



weight vector sequence wn where both yn and wn are wide-sense-stationary Gaussian random

processes. The correlation sequence of y [n] is given by,

The inner products in (4.13) can each be expanded using (4.5) as follows, 

where the second subscript refers to an element of the given vector or matrix, i.e. Hu,ij refers 

to the (i, j ) entry of Hu . It follows that (4.13) can be re-written as,

The fourth order moment in (4.15) can be expressed as a sum of lower order moments 

[Stoica and Moses, 2005]. We assume here that y[n] is a zero-mean process and that the 

cross correlation E wn,iξm,j = 0 for all (n, m, i, j), an assumption that follows from the 

fact that the weight vector changes are driven by an independent interference process. In 

this case, (4.15) further reduces to,
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The power spectral density corresponding to (4.16) is,

In the special case of constant beamforming the E · operator can be eliminated from 

the quadratic expression in (4.16) and the spectral density is readily seen to be Py(f ) = 

wH Pyy(f )w which is simply a weighted summation of auto and cross spectral densities. In 

contrast, (4.17) demonstrates that in the general case we have a summation of convolved 

auto and cross spectral terms which results in the observed Doppler spreading.

The expression in (4.16) implicitly contains the necessary condition to avoid Doppler 

spreading. Specifically, wn+m and wn can differ without affecting ry [m] so long as that
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difference (wn+m — wn) is orthogonal to Rymywn . In particular, note that if yn is a scalar

MVAR process, (4.16) simplifies to, 

from which it is apparent that Doppler spreading may be avoided by constraining changes 

in wn+m to be orthogonal to Rξξwn. This is an alternative derivation of the TV-SAP 

algorithm, which may be more easily recognized by noting that the columnspace of Rξξ for a 

deterministic clutter signal yn = Vpn is the same as the columnspace of the steering vector 

matrix V, i.e. Rξξ = VE{pnpH}Vh.

4.2.3 Limitations of TV-SAP applied to general MVAR clutter

The TV-SAP algorithm is based on the approximation that the clutter signal over a win­

dow of Q samples is deterministic. Given this approximation, any L consecutive snapshots 

yn, yn+1, . . . , yn+L may be used as a basis for a clutter space of rank L. Suppose for the 

moment that the clutter signal is an MVAR process that is approximately unit rank over 

a window of Q samples. The error associated with using snapshot yn as an estimate of 

snapshot yn+L is,

The error spatial covariance matrix Pee is consequently,

Now for the scalar MVAR case we can substitute (4.12) to reduce (4.20) to,
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where λ = 2r[0] - r[L] - r[-L] is a scalar. As Pee is a scalar multiple of Rξξ , it necessarily 

has the same columnspace. The important implication of this result is that the error eL will 

not be spread by weight vector adaptations that are constrained to be orthogonal to Rξξ , 

i.e. TV-SAP. However, the matrices Ryy [m] are only parallel to Rξξ for all m in the scalar 

MVAR case. In general, the coefficient matrices Al successively rotate each sample of the 

random process with the result that the error covariance Pee will not be parallel to Rξξ and 

thus eL will be modulated by the TV-SAP weight vector adaptations.

4.2.4 Multivariate SAP (MV-SAP)

Given the foregoing analysis, it is worth returning to the expression in (4.16) for an 

alternative method of preserving the Doppler spectrum. Note that any covariance matrix 

Rymy can be expressed in terms of the singular value decomposition,
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Following the philosophy of TV-SAP, we note that if wn+m is constructed such that (wn+m - 

wn)H Um = 0, then ry[m] will be unaffected. However, we desire ry[m] to be unaffected for 

al l lags m and it is not immediately obvious that the columnspaces of Um overlap for all m. 

Further, L = rank (Um) needs to satisfy the condition L ≪ M for spatial processing to be 

effective.

First we investigate the properties of Um versus lag m. Let C · denote columnspace. 

From (4.11) it is clear that C ( Pyy(f) ) is the same for all frequencies f for a scalar MVAR 

process. On the other hand, angle-Doppler coupling indicates a linear relationship between 

direction-of-arrival and Doppler frequency, i.e. C ( Pyy (f1 ) ) = C ( Pyy (f2 ) ). Suppose we



take Nf samples of Pyy(f) over the range [—1/2T, 1/2T] and denote the kth sample Pyy[k].

The covariance sequence Rymy is then approximated by the discrete Fourier transform,

Suppose each matrix Pyy[k] is close to unit rank so that it may be approximated as,

Substituting (4.24) into (4.23) yields, 

where,

Expressions (4.25)-(4.26) demonstrate that Rymy can be decomposed in terms of the same 

set of left singular vectors Û for all lags m. If Pyy[k] is in fact greater than unit rank, Û

will have more columns but the fundamental result is unchanged.

Let us assume for the moment that rank (Û) = L where L ≪ M. In addition, following 

the TV-SAP algorithm we'll divide the CPI into NQ subintervals of Q slow-time samples 

each where Q is the period over which the interference is stationary. The multivariate SAP 

(MV-SAP) algorithm can be posed as the optimization problem,
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The only remaining piece in implementing (4.29) is obtaining the dominant left singu­

lar vectors [u0 · · · uL-1 ] of Rymy . We assume here that the interference signal is incoherent 

and thus contaminates all range gates so that clutter only samples for evaluating Rymy are 

unavailable. We do however have access to the instantaneous interference spatial covariance 

matrix Riqi during the q th subinterval, and thus a means of estimating the interference steer­

ing vector(s) using DOA algorithms such as MUSIC [Schmidt , 1986]. Let znk denote the 

received array snapshot at slow-time sample n and range gate k while [i0 · · · ip-1] denote the 

P ≪ M interference unit steering vectors found using MUSIC or another technique. The 

corresponding clutter only signal is approximately
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where,

In (4.27)-(4.28) t(θ) represents the ideal target steering vector, [u0 · · · uL-1] are the dominant 

L left singular vectors of the clutter covariance matrices Rymy, and the subscript q denotes 

the qth CPI subinterval. The well known solution to optimization problems of the form in 

(4.27) is,



Once clutter only samples have been obtained over a period of time the dominant left 

eigenvectors [u0 · · · uL-1 ] can be obtained from the SVD of any Rymy with the simplest choice 

being R0yy estimated as
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Provided we choose Nc » 2M, IRyy will accurately approximate the asymptotic form of Ryy 

[Reed et al., 1974].

In summary, MV-SAP is performed on a per range gate basis as follows,

1. During the first D CPI subintervals where DQ 2M:

i Perform unconstrained SAP as given in (4.2)

ii Obtain interference steering vectors via DOA algorithm

iii Evaluate ynk using (4.30)

2. Approximate R0yy from (4.31).

3. Obtain [u0 · · · uL-1] from SVD.

4. Peform (4.29) for all remaining CPI subintervals.

MV-SAP exacts an upfront computational cost to obtain clutter only samples but subse­

quently costs the same as TV-SAP.

4.3 Simulation

The problem of Doppler spreading during SAP, the limitations of TV-SAP in the presence 

of angle-Doppler coupled clutter, and the proposal of a new algorithm termed MV-SAP



have been presented in the previous sections. In this paper the performance of MV-SAP 

is quantified and compared to TV-SAP through simulation. In this section, the properties 

of each term of znk in (4.1) and how they are generated in simulation are first discussed. 

In the derivation of MV-SAP, the existence of L ≪ M left singular vectors that span the 

coupled clutter covariance columnspace C Rymy for all m was assumed. In this section, the 

validity of this assumption is also evaluated using simulated coupled clutter whose covariance 

properties are based on observations made by a high-latitude radar [Theurer and Bristow , 

2017].

4.3.1 Noise

The noise term nnk is a multivariate white process defined by the covariance property,
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The noise signal for a M × N × K data cube is thus generated by drawing M × N × K 

independent and identically distributed (IID) complex samples from a zero-mean Gaussian 

distribution of variance σ2.

4.3.2 Target

All SAP algorithms presented here contain a constraint t(θ)Hw = 1 that ”freezes” the 

beam pattern in the steer direction θ. However, there are no explicit constraints to prevent 

pattern fluctuations in directions other than θ and so it is of interest to investigate how 

robust a given SAP algorithm is to target mis-match. The target used in simulation here is 

thus a sidelobe target. The target is assumed to be a deterministic signal of the form,



Table 4.1: Target Parameters

SNR (dB) fd∕ft d sin θ/λ
0.0 0.09 -0.13

In (4.33) μ, fd, d, and λ correspond to target amplitude, Doppler frequency, receiver ele­

ment spacing, and wavelength. The source waveform gk(n) is coherent with the radar pulse 

sequence so the covariance of tnk is,

Simulation target parameters are listed in Table 4.1.

4.3.3 Interference

We model ink using a first order Generalized Watterson Model (GWM) so that, 

where Am is the RMS amplitude, gk(n) is the source waveform, and cm(n) is the channel 

response vector of the mth mode [Abramovicht et al., 1996]. The channel response vector is 

defined by the scalar MVAR recursion,

where the driving noise process ξm(n) has the covariance property, 
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Note Toep[·] denotes a Toeplitz matrix structure [Marple , 1986, Ch. 3, pp. 64]. In addition to 

having a Toeplitz structure, Rξm ξm in (4.37) is Hermittian positive definite and and therefore 

has a Cholesky decomposition Rξmξm = LcLcH where Lc is a lower triangular matrix [Marple , 

1986, Ch. 3, pp. 73] Note that ξ m (n) may be generated as, 

where nnk is multivariate white noise described previously. Given ξm(n), the channel re­

sponse vector cm(n) is found using the vector recursion in (4.36). In (4.36)-(4.37) the pa­

rameters (zm,wm) are temporal and spatial poles defined in terms of mean (fm, θm) and 

spread (Bt(m), Bs(m)) parameters as,

We assume for simplicity that the interference is incoherent and consists of a single mode

(Nm = 1). The covariance of ink is given by,
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Table 4.2: Interference Parameters

Mode INR (dB) z w fm d sin θm∕λ
1 30.0 0.98ej0.6 0.98ej0.9 -0.1 0.14

The parameters used in simulation are listed in Table 4.2. The mean and spread parameters 

in Table 4.2 are chosen to place the RFI in the sidelobe of the radar and yield a situa­

tion where a constrained SAP algorithm such as TV-SAP or MV-SAP provides discernible 

spectral sharpening over unconstrained SAP as will be illustrated in Section 4.5.

4.3.4 Coupled Clutter

Angle-Doppler coupled clutter can be generated using the recursion in (4.3). The coeffi­

cient matrices Al and driving noise spatial covariance Rξξ are related to the clutter covari­

ance sequence Rjyy by the multichannel Yule-Walker equation [Marple , 1986, Ch. 15, pp. 

394-400],

In [Theurer and Bristow , 2017] high-latitude clutter was observed that exhibits a Gaussian 

space-time correlation function of the form,
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where the terms in (4.41) are defined by,



Table 4.3: Clutter Parameters

A B C D E F
7.90 × 10-2 2.45 × 10-2 7.60 × 10-3 1.15 0.0 3.45

where indices (i, j ) denote space and time lag. The relationship between (4.43) and the

covariance matrices Rjyy in (4.42) is,

Simulated clutter is generated by,

1. Evaluate (4.43) for a particular set of parameters [A - F ]

2. Evaluate (Al, Rξξ ) from (4.41) for some model order P

3. Evaluate the recursion in (4.3) for the desired number of slow-time samples

There exist methods for determining the model order P that best fits an observed MVAR 

process based on information theory [Nuttall , 1976]. However, the motivation here is to 

demonstrate the general impact of angle-Doppler coupling on SAP for which a very accurate 

fit to any particular function is unnecessary. Table 4.3 lists the parameters [A - F ] of the 

coupled clutter space-time correlation function in (4.43) that were used in simulation. The 

parameter F corresponds to a single element clutter-to-noise ratio of 15 decibels given unit 

variance noise.
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Table 4.4: Radar Operating Parameters

d (m) λ (m) θs ft (Hz) M N K Q
15.0 30.0 0∙0 50.0 16 8192 17 16

4.3.5 Radar Parameters

Table 4.4 contains the relevant radar operating parameters and data dimensions used in 

simulation. Note θs is the steer direction of the radar, i.e. all SAP algorithms are applied 

with the constraint wHt(θs) = 1. There is no significance to the chosen steering direction 

other than the RFI and target appear in the sidelobes which is the scenario of interest in 

this paper. Recall that M × N × K represents the dimensions of the data cube over the 

observation period with the axes representing antenna elements, slow-time samples, and 

range bins respectively. In general, K = fr /ft is much greater than the K = 17 range 

gates considered here. However, the purpose of this paper is to evaluate the proposed MV- 

SAP algorithm using an example of coupled clutter based on measurements made by the 

high-latitude OTHR in [Theurer and Bristow , 2017]. In this case, it is only necessary to 

simulate a number of range gates containing only interference and noise that is sufficient 

for estimating the interference covariance matrix and a single range gate that additionally 

contains the coupled clutter signal and possibly a sidelobe target. In sky wave OTHR 

systems the range gates closest to the radar contain only thermal noise and RFI as the slant 

ranges correspond to echoes from volumes of space that lie below the ionosphere and so are 

free of auroral and ground clutter. In this simulation, the first 16 range bins contain only 

RFI and noise and so are used to estimate the interference covariance matrix while the last 

range bin additionally contains the clutter signal. The parameter Q represents the slow­

time subinterval window length we use for all SAP algorithms. Note that the total aperture 

length here is dM = 240.0 meters which corresponds to an (untapered) beam width on the 

order of ~ 7o. In addition, note that N = 8192 slow-time samples corresponds to a total 

observation period of T = N/ft = 163.84 seconds. However, when evaluating the Doppler 
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power spectrum we will divide the scalar output sequence into 256 point windows. This will 

provide 8192/256 = 32 samples for each frequency bin so that the mean of the distribution 

provides a reasonable indicator of average performance for a CPI consisting of 256 pulses 

which equates to an observation time of T = 5.12 seconds. Finally, it is assumed that the 

receive array is well-calibrated and the problem of array calibration will not be considered 

here.

4.4 Verification of Coupled Clutter Properties

The effectiveness of MV-SAP is predicated on the existence of L ≪ M left singular vectors 

that span the clutter covariance columnspace C Rymy for all m. In this section, the validity 

of this assumption is demonstrated for the simulated coupled clutter discussed in Section 

4.3.4. The matrices (Al, Rξξ) of an order P = 4 MVAR process evaluated from (4.41) were 

used to generate samples of the mock clutter process. Fig. 4.1 illustrates a comparison of 

the ideal |r(i, j)| contours and the contours produced from the sample correlation function of 

N = 8192 simulated slow-time snapshots. Fig. 4.1 clearly demonstrates that the MVAR data 

exhibits the desired rotated elliptical contours in the space-time plane. Fig. 4.2 illustrates 

the spectrum of Poyoy ( f ) evaluated using (4.9). Note that all significant frequency components 

lie within the normalized frequency range [-0.1, 0.1], a feature shared by all components of 

Pyy.
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(a) |r (i, j )| of ideal Gaussian using parameters in Table 4.3
Figure 4.1: Comparison of |r(i, j)| of the simulated MVAR process with the ideal Gaussian 
function. |r(i, j)| normalized such that |r(0,0)| = 1.0.

(b) |r(i, j )| of a fitted MVAR process of order P = 4

Figure 4.2: Autospectra of coupled clutter used in simulation.

First we verify that Pyy(f) is low rank and has the property that C Pyy (f1) = C Pyy(f2)

The normalized singular value spectrum of Pyy(f) for f ∈ [—0.1,0.1] is depicted in Fig. 4.3a 

using percentile curves. The percentile curves indicate the value below which a given per­

centage of singular values may be found. From examining the median percentile curve in Fig. 

4.3a, one can see that Pyy(f) is close to unit rank as there is a nearly 50 decibel difference 

between the first and second singular values. In Fig. 4.3b we've evaluated the projection 

error magnitude ||euf∣ where euf is given by,
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In (4.45) Uo is the largest left singular vector of Pyy(0) while Uf is the largest left singular 

vector of Pyy(f). As expected, Fig. 4.3b demonstrates that the left singular vectors of 

Pyy(f) are generally not parallel for f1 = f2.

(a) Normalized singular value spectrum of Pyy (f) for f ∈ (-0.1, 0.1). Normalization factor is largest singular value of Pyy(0).
Figure 4.3: Investigation of the rank and columnspace of Pyy(f).

(b) Error in projection of largest left singular vec­tor of Pyy(f) onto largest left singular vector of 
Pyy(0).

Next we verify the properties of coupled clutter in the time domain. The normalized 

singular value spectrum of Rymy for m ∈ [0, 128] is depicted in Fig. 4.4a. Fig. 4.4a features a 

much more gradual decay than Fig. 4.3a. While there is no discernible ”knee” in Fig. 4.4a, 

there are L = 5 singular values above -12 decibels and thus the singular vectors associated 

with these values account for ~ 94% of each matrix Ryy. Let Ûm = [u0 · · · u4] denote the 

collection of L = 5 dominant left singular vectors for each lag m. The projection matrix Jp 

given by,

yields the least-squares approximation of an arbitrary M × 1 vector in the columnspace of
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Û0. The error in the least-squares approximation of the left singular vector um of Rmy is 

then,

Fig. 4.4b illustrates ∣∣eum ∣∣ for the L = 6 largest left singular vectors of Ryy for m ∈ 

[0,128]. Fig. 4.4c depicts the relative power σi∕σ0 of each associated singular value. It is 

evident that the columnspace of Û0 spans Um to a good approximation as the occurrence 

of significant error magnitude in Fig. 4.4b always corresponds to negligible relative power in 

Fig. 4.4c. Thus the simulated coupled clutter based on the parameters in Table 4.3 satisfies 

the conditions necessary for MV-SAP to be effective.
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Figure 4.4: Investigation of the columnspace and relative power of Um.

4.5 Results

The performance of the TV-SAP and MV-SAP algorithms are quantified here by apply­

ing each technique to the simulated vector sequence znk that contains noise, clutter, and 

RFI to yield the scalar sequence z[n]. The focus of this paper is evaluating how well a 

given SAP algorithm preserves the Doppler spectrum of angle-Doppler coupled clutter for 

either subsequent Doppler processing or parameter estimation. Doppler power spectra are 

produced by dividing the scalar output sequence z[n] into 256 point windows, evaluating the
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Fast-Fourier-Transform of each window, and averaging the magnitude squared output of all 

windows. Let Zideal [k ] denote the ideal discrete clutter Doppler power spectrum obtained in 

the absence of RFI after spatial processing with a fixed weight vector where k ∈ [0, 255]. A 

measure of how well the SAP algorithm in question preserves Zideal [k ] is a fitting-accuracy 

(FA) given by,

where ZSAP [k ] is the Doppler spectrum produced by MV/TV-SAP. The FA metric will be 

evaluated both over the entire normalized spectrum f ∈ [-0.5, 0.5] (k ∈ [0, 255]) and over 

the smaller clutter region f ∈ [-0.1, 0.1] (k ∈ [102, 154]) which contains all of the clutter 

energy. Comparing FA metrics evaluated over these two different regions will help identify 

tradeoffs between interference suppression and accuracy for each SAP algorithm. In this 

section we first illustrate a baseline Doppler spectrum that illustrates the Doppler masking 

produced by RFI as well as the Doppler smearing produced by applying unconstrained SAP. 

Next, the Doppler spectra and FA metrics of TV-SAP and MV-SAP are compared for a 

variety of constraints. In addition, we compare the robustness of TV-SAP and MV-SAP in 

the presence of a sidelobe target. Finally, to support the statistical relevance of the results in 

this section we illustrate the convergence of the Doppler spectrum as a function the number 

of windows included in the averaging process.

4.5.1 Baseline Performance

Fig. 4.5 illustrates three different Doppler spectrums that provide a baseline for our 

investigation. The red curve in Fig. 4.5 illustrates the power spectrum obtained from 

geometric beamforming with no interference suppression. The blue curve illustrates the 

power spectrum obtained by applying unconstrained SAP (NSC-SAP) which contains no 

provisions to prevent Doppler smearing. The black curve illustrates Zideal [k] in (4.48), i.e. the 

uncontaminated Doppler spectrum obtained from processing the entire observation period



with the first weight vector in the NSC-SAP weight vector sequence. Note that in the ideal 

case the clutter is confined to the region f ∈ [-0.1, 0.1] and the sidelobe target is visible 

as an impulse at f = 0. 09. Fig. 4.5 illustrates that the interference masks all signals with 

SNR < 15 dB across the spectrum despite lying well outside the main lobe. Further, NSC- 

SAP significantly smears the ideal clutter signature across the spectrum so that the sidelobe 

target is no longer resolvable. The FA metric of NSC-SAP is 87.6% in the clutter region 

(f ∈ [-0.1, 0.1]) and 61.8% over the full spectrum.

Figure 4.5: Baseline Doppler power spectrum including (i) No interference suppression, geo­
metric beamforming, (ii) Unconstrained SAP (NSC-SAP), and (iii) Ideal (uncontaminated) 
clutter spectrum obtained by processing entire observation period with first weight vector in 
unconstrained SAP weight vector sequence.

4.5.2 TV-SAP

Fig. 4.6 contrasts the clutter Doppler spectra produced by TV-SAP with L = 1 (red 

curve) and L = 3 (blue curve) constraints with the ideal clutter spectrum. Note that there 

is no visible spectrum sharpening produced by the increased number of constraints. Table
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4.5 depicts the FA metric of TV-SAP vs. number of constraints L for both the clutter region 

and full spectrum. In both cases the FA metric is relatively insensitive to the number of 

constraints with an increase of 1% - 2% between L = 1 , 3 and a subsequent decrease. These 

results confirm that with respect to coupled clutter TV-SAP has a performance ceiling due to 

the error spreading effect discussed in Section 4.2.3 which cannot be overcome by increasing 

the number of constraints. Instead, it appears that increasing the number of constraints 

past L = 2 - 3 reduces interference suppression and consequently reduces the FA metric. In 

comparison to NSC-SAP, TV-SAP (L = 3) improves the FA metric by 5. 4% in the clutter 

region and by 21.0% over the full spectrum.

4.5.3 Clairvoyant MV-SAP

As a proof of concept, we first apply the MV-SAP algorithm with clairvoyant knowledge 

of the left singular vectors of R0yy. Specifically, we estimate R0yy using only the simulated 

ground clutter sequence ynk uncontaminated by interference. Fig. 4.7 illustrates a compar-
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Table 4.5: FA % vs. L for TV-SAP

L f ∈ [-0.1,0.1] f ∈ [-0.5,0.5]

1 92∙5 80∙7
2 92∙7 82∙5
3 93∙0 82∙8
4 92∙9 82∙3
5 92∙3 80∙8

ison of the ideal, TV-SAP, and MV-SAP spectrums. Note L = 5 left singular vectors were 

used to produce the MV-SAP spectrum in accordance with our estimate of the number of 

significant singular values in Section 4.4. In the clutter region the MV-SAP spectrum is 

nearly indistinguishable from the ideal spectrum and clearly outperforms TV-SAP. Table

4.6 lists the MV-SAP FA metric versus number of constraints L for both the clutter region 

and the full spectrum. As expected from our previous analysis, the MV-SAP FA metric is 

proportional to the number of left singular vectors used as constraints. At the proposed 

L = 5 constraints based on the singular value analysis, MV-SAP provides an increase in 

the FA metric over NSC-SAP of 11.0% in the clutter region and 24.3% over the full spec­

trum. MV-SAP begins to outperform TV-SAP (L = 3) in the clutter region starting with 

L = 2 constraints and over the whole spectrum starting with L = 3 constraints. While 

MV-SAP provides nearly twice the improvement of TV-SAP in the clutter region there is 

a relatively small improvement when considering the entire spectrum. Although difficult to 

discern in Fig. 4.7, in the unoccupied portion of the spectrum MV-SAP appears to have 

larger amplitude fluctuations or ripple which is responsible for the reduction in the FA metric 

improvement. Thus, while MV-SAP clearly improves the accuracy of the clutter Doppler 

signature it does so at the expense of introducing a slight ripple in the unoccupied portion 

of the spectrum.
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Table 4.6: FA % vs. L for Clairvoyant MV-SAP

L f ∈ [-0.1,0.1] f ∈ [-0.5,0.5]

1 91.2 75.7
2 93.8 80.4
3 95.9 83.2
4 97.9 85.7
5 98.6 86.1

Figure 4.7: Ideal, TV-SAP, and clairvoyant MV-SAP clutter Doppler spectra.

4.5.4 MV-SAP Practical Implementation

Now we analyze the performance of MV-SAP in the event uncontaminated clutter is 

unavailable for estimating R0yy . One method of obtaining clutter only samples over an 

interval of time is to estimate the interference steering vectors using MUSIC and subtract 

the pro jection of the received signal onto the interference subspace as discussed in Section 

4.2.4. In the application of MUSIC we assume here that the interference is unit rank in 
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each subinterval and specifically apply the Root-MUSIC algorithm [Krim and Viberg , 1996]. 

Following the procedure outlined in Section 4.2.4 we use both NQ = [2, 8] CPI subintervals as 

a training period for estimating R0yy. Fig. 4.8 illustrates a comparison of the ideal, TV-SAP 

(L = 3), and MV-SAP (L = 5) spectra for NQ = 8. Table 4.7 depicts the FA metric evaluated 

for NQ = [2, 8] and L = [1, 5] over both spectrum regions of interest. In all cases except 

one (NQ = 8, L = 2) FA performance increases with the number of constraints. However, it 

can be seen that increasing the training period often decreases the FA metric. These results 

indicate that performance is primarily limited by our ability to accurately measure the left 

singular vectors of R0yy which in turn depends on the ability to obtain accurate interference 

steering vectors. The practical MV-SAP implementation with NQ = 8, L = 5 yields a 5.2% 

and 16% increase over NSC-SAP in the clutter region and full spectrum respectively. Thus, 

the FA metric is essentially the same as TV-SAP (L = 3) in the clutter region but 5.0% worse 

when the entire spectrum is considered. There are two likely culprits for the performance 

decrease. The first is the incomplete rejection of interference when generating clutter only 

snapshots. If some amount of interference remains in the snapshots used to evaluate R0yy 

then interference suppression will be hampered and the clutter spectrum will be skewed. The 

second culprit is the previously mentioned ripple introduced by MV-SAP in the unoccupied 

portion of the spectrum.
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Table 4.7: FA % vs. L for Practical MV-SAP

L Nq =2 f ∈ [-0.1, 0.1] Nq = 2 f ∈ [-0.5, 0.5] Nq =8 f ∈ [-0.1, 0.1] Nq =8 f ∈ [-0.5, 0.5]

1 86.2 67.2 87.0 67.6

2 87.7 69.6 86.8 66.9

3 89.5 72.8 88.4 69.3

4 90.2 73.6 90.3 74.1

5 92.7 76.7 92.8 77.8

Figure 4.8: Ideal, TV-SAP, and MV-SAP (NQ = 8, L = 5) clutter Doppler spectra.

4.5.5 Sidelobe Target

Finally, we investigate how well TV-SAP and MV-SAP preserve mis-matched or side­

lobe targets. Fig. 4.9 illustrates a comparison of ideal, TV-SAP, and MV-SAP (Practical, 

NQ = 8) Doppler spectra when the range gate being processed includes a sidelobe target 

with the characteristics listed in Table 4.1. The algorithms are applied with the number 

of constraints that yielded the best FA from Tables 4.5,4.7. The FA metrics of TV-SAP 

and MV-SAP in Fig. 4.9 are 74.3% and 75.8% respectively. The improved FA metric 
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performance of MV-SAP relative to TV-SAP in this case is due to the enhanced fidelity 

with which the target Doppler signature is captured. Inspection of Fig. 4.9 illustrates that 

MV-SAP preserves the impulsive characteristic of the target signal which leads to a ~ 4 

dB improvement in SNR over TV-SAP. These results demonstrate that MV-SAP effectively 

preserves the Doppler signature of incident signals and that although the FA metric used 

here provides a useful means of quantifying performance it does not give a complete picture 

of the sharpening afforded by a given SAP algorithm.

Figure 4.9: TV-SAP (L = 3) and MV-SAP (NQ = 8, L = 5) Doppler spectra in the presence 
of a sidelobe target.

4.5.6 Doppler Spectrum Convergence

In section 4.3.5 it was noted that the Doppler spectra presented here are the result of 

averaging 32 windows of data each of which consist of 256 slow-time snapshots. Let Z[k]N 

denote the kth point in the 256 point Doppler spectrum obtained by averaging N windows 

of data. The difference Z[k]N - Z[k]N-1 should approach zero as the number of windows 

N increases. Fig. 4.10 depicts the difference Z[k]N - Z[k]N-1 at two points k = (128, 132) 
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within the clutter occupied area of the spectrum as a function of N for both TV-SAP and

MV-SAP. Note that by N ~ 20 the difference oscillates by only a few tenths of a decibel 

and so the spectra presented here accurately reflect the true mean of the Doppler spectrum.

Figure 4.10: Spectrum convergence of TV-SAP (L = 3) and MV-SAP (NQ = 8, L = 5) at 
frequency bins k = [128, 132].

4.6 Summary and Conclusions

In the foregoing analysis, we verified analytically and through simulation that TV-SAP 

has an intrinsic performance ceiling when applied to coupled clutter. This intrinsic limita­

tion of TV-SAP spurred the development of the alternative algorithm MV-SAP. The results 

presented demonstrated that the performance of clairvoyant MV-SAP surpasses that of TV­

SAP. Specifically, clairvoyant MV-SAP appears to yield an arbitrarily good fit to the clutter 

Doppler signature at the expense of introducing a slight ripple in the unoccupied portion 

of the spectrum. The performance of a practical MV-SAP implementation matched that of 

TV-SAP in the clutter region and was slightly worse when the entire spectrum was consid­

ered. However, in the presence of a sidelobe target closely spaced with the clutter signal 
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in Doppler the practical MV-SAP implementation performed slightly better than TV-SAP. 

The improved performance relative to TV-SAP in this scenario can be attributed to the 

increase in target Doppler signature fidelity offsetting the ripple introduced by the algorithm 

in the unoccupied portion of the Doppler spectrum. Thus, MV-SAP appears to sharpen 

the Doppler signature of all incident signals present and the FA metric used here provides 

a useful but incomplete picture of the Doppler visibility enhancement afforded by a given 

SAP algorithm.

The reduced performance of the practical implementation of MV-SAP in comparison to 

clairvoyant MV-SAP stems from error in the estimate of R0yy due to incomplete rejection of 

interference when generating clutter only snapshots. As described previously, clutter only 

snapshots were generated by estimating the interference steering vector using Root-MUSIC 

and subtracting the pro jection of the received signal in the interference direction. Root­

MUSIC was chosen as the DOA algorithm for its computational efficiency (in comparison 

to standard MUSIC) and ease of implementation [Krim and Viberg, 1996]. A future work 

will consider other DOA algorithms such as Root-WSF as well as other alterations to the 

practical implementation in an effort to better approximate the clairvoyant performance 

[Krim and Viberg , 1996]. Another related issue, the problem of array calibration is also 

deferred to a future work.

It is worth emphasizing that the results presented here are for a specific case of coupled 

clutter based on measurements made with a high-latitude radar during a particular time 

and do not represent the performance of TV-SAP and MV-SAP in all cases of angle-Doppler 

coupling [Theurer and Bristow , 2017]. In general, we expect the performance differential 

between TV-SAP and MV-SAP to be proportional to the amount of angle-Doppler coupling 

with the difference disappearing in the case of space-time separable clutter. A future work 

may involve quantifying the performance of MV-SAP as a function of the properties of 

the coupled clutter such as the major/minor axes lengths and rotation of the correlation 

function ellipses in the space-time plane. For coupled clutter with properties similar to that 
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simulated here, TV-SAP provides a reasonably accurate fit to the Doppler spectrum despite 

the violation of the assumption of clutter space-time separability. However, there may exist 

conditions in high-latitude OTHR or other signal processing applications where the spectral 

sharpening of MV-SAP proves to be valuable.
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5 Conclusions & Future Work

5.1 Summary

In the previous chapters three different high-frequency (HF) over-the-horizon radar (OTHR) 

applications were developed for the unique and challenging high-latitude environment. The 

birefringent, anisotropic, and heterogeneous nature of the ionosphere produce multipath and 

diffuse scattering effects that invalidate the ordinary assumptions under which radars oper­

ate. Specifically, propagation through the ionosphere yields spreading of the target signature 

in space-time domain or equivalently the angle-Doppler domain. In the angular domain, 

spreading is observed as a target echo that consists of a narrow angular spectrum of plane 

waves rather than a single discrete plane wave determined by the geometry between the 

radar and the target. Similarly, in the Doppler domain spreading is observed as a spectrum 

of frequencies rather than a discete frequency determined by the velocity of the target with 

respect to the radar. These propagation effects significantly impact radar performance in a 

number of different aspects. The most obvious impact is that the angle-Doppler resolution 

of the radar is diminished by the spreading of energy in these domains during propagation. 

Another significant consideration is that signal processing techniques require accurate mod­

els of the target and interference signals. Thus, signal processing techniques require some 

form of adaptation to account for ionospheric propagation effects. A final consideration is 

that the observed propagation effects provide an indirect measurement of the state of the 

ionosphere which is of importance to the geophysics community.

The first application presented was a method of scintillation correction motivated by 

an analysis of the detrimental effects that multipath and diffuse scattering have on angular 

resolution and achievable array gain. The correction method presented coherently combines 

the spectrum of plane waves produced by ionospheric propagation and was experimentally 

demonstrated to improve angular resolution by an order of magnitude and increase array 

gain by 1 decibel.
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The second application presented here was a method of deriving E × B ionospheric drift 

measurements transverse to the steer direction of the radar. Specifically, the ionosphere was 

modeled as a random phase screen moving transverse to the radar steer direction and diffrac­

tion analysis was used to demonstrate that ground clutter echoes will exhibit angle-Doppler 

coupling due to the motion of the ionosphere. The measured mutual coherence function 

of the electric field was used to deduce an effective drift velocity and some experimental 

measurements were provided.

The final application developed was a new spatial adaptive processing technique termed 

MV-SAP. The new technique was motivated by the problem of preserving the Doppler spec­

trum of angle-Doppler coupled clutter in the context of a cascaded processing scheme where 

SAP is applied to mitigate RFI and Doppler processing is subsequently applied to mitigate 

clutter. Previously developed SAP algorithms explicitly or implicitly assume space-time 

separable clutter and the investigation performed here serves to quantify the error involved 

when that assumption is violated as well as introduce MV-SAP as an alternative. Although 

MV-SAP was demonstrated to provide approximately twice the spectral sharpening of ex­

isting SAP techniques, the practical implementation had a performance ceiling similar to 

existing methods.

5.2 Future Work

There are a number of improvements that can be made to the work presented here as 

well as areas of future exploration. With respect to the scintillation correction application a 

more rigorous analytical analysis could be performed. First, the Cramer-Rao Lower Bound 

(CRLB) for estimating spatial frequency is derived assuming a plane wave with independent 

and identically distributed Gaussian phase perturbations at each antenna. A more accu­

rate model that would be consistent with the work performed in Chapter 3 and by other 

researchers in the area would be to represent the received signal as a multivariate autore­

gressive (MVAR) process. The probability density function necessary for evaluating the 
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CRLB is simply related to the spatial covariance matrix and therefore simply related to the 

MVAR parameters. Performing the CRLB analysis in this manner would provide a better 

perspective on the improvement in angular resolution afforded by the scintillation correction 

technique.

With regard to the evaluation of E × B drift measurements an alternative derivation of 

the mutual coherence function of angle-Doppler coupled ground clutter is possible and is 

included in the Appendix. The advantage of this alternative derivation is that the statistical 

properties of the random phase screen are explicitly incorporated in the observed mutual 

coherence function. Further, the alternative derivation hinges on a ground scatter coefficient 

that is impulsive in angle and thus provides an explanation of why angle-Doppler coupling is 

not observed as often as one might expect. A future area of exploration would be to assess 

the relationship between the random screen parameters and the actual scale size of refractive 

index variations in the ionosphere through some independent method of measurement.

Finally, the practical implementation of MV-SAP requires refinement in order to achieve 

the theoretical performance of the technique. An obvious method of refinement would be 

to investigate alternative methods of estimating the interference steering vector during the 

generation of clutter only samples. Another area of exploration is to assess the performance 

differential between MV-SAP and existing SAP techniques as a function of the ground clut­

ter properties such as angle-Doppler spectrum widths and the amount of coupling between 

these domains. An analyis of this nature would be useful for determining under what condi­

tions MV-SAP outperforms existing SAP techniques and how large of a benefit the method 

provides.
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Appendix: Alternative Derivation of Ground Clutter MCF

In (A.2), note Fsf (φr) is a scalar and recall that k' = |k| cos θ0 where θ0 is the eleva­

tion angle of the scattered plane wave. Thus, the electric field across the phase screen 

in (A.2) is that given by a plane wave of amplitude Fsf (φr) and wave vector k where 

k · x = |k| cos θ0 sinφrx ~ k'xϕr. Omitted from (A.2) are the ^ and y components of 

the phase term which are |k| cos θ0 cos φrz ~ k'z and |k| sin θ0y respectively where (y, z) 

are evaluated at the coordinates of the phase screen. These terms are omitted as they are 

constant across the phase screen and will not contribute to the observed MCF.

If the random screen imparts a phase shift of k'f (x,t) at the point x and time t then
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Suppose the ground scatter is dominated by a single specular component at angle φr. The 

backscatter coefficient σ'(φ) is then σ'(φ) ~ δ(φ — φr), and (A.1) reduces to,

The derivation of the mutual coherence function (MCF) of angle-Doppler coupled ground 

clutter in Chapter 3 is based on the assumption that the effects of diffuse scattering can be 

represented by a random phase screen moving transverse to the steer direction of the radar. 

However, no assumptions are made about the random phase screen other than that it imparts 

an angular specific Doppler shift. Here an alternative derivation is provided that explicitly 

incorporates a detailed description of the random phase screen.

Recall equation (3.15) re-stated below which expresses the electric field across the random 

phase screen due to backscatter from the ground:



(A.2) can be expressed as,

The MCF of the electric field can now be written as, 

where δξ,τ = f(x + ξ, t + τ) - f(x, t) is the random phase displacement and p(δξ,τ) is the 

probability distribution of δξ,τ. Note that ∣Fsf (ϕr)|2 is a scale factor while ejk'ξφr is the linear 

phase expected from a wave arriving at the angle φr. Dropping these terms, the normalized 

MCF can be expressed solely in terms of the statistical properties of the random screen as,

Now the measured ground clutter MCF's in Chapter 3 have ellyptical contours which 

provides a clue as to what form the distribution p(δξ,τ) must have. Let p(δξ) be the probability 

density of observing phase difference δξ between two points separated by ξ. Assume that 

p(δξ) is a zero mean Gaussian distribution with variance,
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The phase difference f(x + ξ,t + τ) - f(x,t) appearing in the exponential in the integrand 

is a random quantity whose variations will be assumed to be homogeneous and stationary, 

i.e. independent of the (x,t) origin. In this case (A.4) is equivalent to,



so that the variance of the distribution is proportional to the square of the spatial displace­

ment along the screen. Similarly, let p(δτ ) be the probability density of observing phase 

difference δτ at two times separated by τ . Again, let p(δτ ) be normally distributed with a 

variance στ2 given by,

The joint probability density function p(δξ, δτ) is simply, 

where ρ is the correlation between δξ and δτ. Note that the correlation ρ captures the motion 

of the random screen. Namely, in the absence of any motion ρ = 0 while values of ρ > 0 

imply a net velocity along the x-axis. The phase displacement δξ,τ in (A.6) is δξ,τ = δτ + δξ 

with a probability distribution given by,

Substituting (A.10) into (A.6) yields the MCF,

Note that (A.12) clearly has the desired rotated ellyptical contours in the (ξ, τ) plane and

102



(a) Figure 3.14 depicting ionospheric drift mea­surements. (b) Topographic map of Alaska provided by https://pacific-map.com/topographical-map-of- alaska-state.html
Figure A.1: Comparison of Figure 3.14 with topographic map of Alaska demonstrating that 
regions where significant ionospheric drift was measured correspond roughly to the location 
of the Alaska Range.

that the quadratic parameters (A, B, C ) are simply related to the random screen parameters 

(Dξ, Dτ , ρ).

The derivation presented here that culminated in (A.12) was obtained by assuming that 

backscatter from the ground is dominated by a single specular component. In other words 

the assumption is that at some particular angle φr there is a particularly strong return 

compared to all other angles φ in the illuminated area. A particularly strong return could be 

expected when the surface normal at the ground is parallel to the wave vector so that most of 

the signal is scattered directly back towards the radar. For typical ground clutter elevation 

angles θ0 this requires a surface with a steep slope such as a mountain. Figure (A.1) above 

depicts a comparison of the ionospheric drift map in Figure 3.14 with a topographic map of 

Alaska.

Note that areas of significant ionospheric drift velocities in Figure (A.1a) correspond 

to range cells where significant angle-Doppler coupling was present in the clutter return. 

Inspection of the topographic map above in Figure (A.1b) demonstrates that the region of 

significant ionospheric drift velocity corresponds roughly to the location of the Alaska Range 

in the radar field of view. Thus, the assumption made in the derivation here is consistent 

with the measurements made in Chapter 3.
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