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ABSTRACT 
 

Shannon showed that the codes with random-like codeword weight distribution are 

capable of approaching the channel capacity. However, the random-like property can be 

achieved only in codes with long-length codewords. On the other hand, the decoding 

complexity for a random-like codeword increases exponentially with its length. Therefore, 

code designers are combining shorter and simpler codes in a pseudorandom manner to form 

longer and more powerful codewords. In this research, a method for designing non-binary 

compound codes with moderate to high coding rate is proposed. Based on this method, non-

binary single parity-check (SPC) codes are considered as component codes and different 

iterative decoding algorithms for decoding the constructed compound codes are proposed. 

The soft-input soft-output component decoders, which are employed for the iterative 

decoding algorithms, are constructed from optimal and sub-optimal a posteriori probability 

(APP) decoders. However, for non-binary codes, implementing an optimal APP decoder 

requires a large amount of memory. In order to reduce the memory requirement of the APP 

decoding algorithm, in the first part of this research, a modified form of the APP decoding 

algorithm is presented. The amount of memory requirement of this proposed algorithm is 

significantly less than that of the standard APP decoder. Therefore, the proposed algorithm 

becomes more practical for decoding non-binary block codes. 

The compound codes that are proposed in this research are constructed from 

combination of non-binary SPC codes. Therefore, as part of this research, the construction 

and decoding of the non-binary SPC codes, when SPC codes are defined over a finite ring of 

order q, are presented. The concept of finite rings is more general and it thus includes non-

binary SPC codes defined over finite fields. Thereafter, based on production of non-binary 

SPC codes, a class of non-binary compound codes is proposed that is efficient for controlling 

both random-error and burst-error patterns and can be used for applications where high 

coding rate schemes are required. Simulation results show that the performance of the 

proposed codes is good. Furthermore, the performance of the compound code improves over 

larger rings. The analytical performance bounds and the minimum distance properties of 

these product codes are studied. 
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CHAPTER 1 

INTRODUCTION 
 

 

 

 

 

 

1.1. Introduction 
 

Forward error correction (FEC) codes are used in digital communication systems to 

detect and correct the errors incurred during data transmission over noisy mediums. For this 

purpose, some extra information is added to the original message thus at the receiver side, 

they can be used in crosschecking the original message. It was shown by Shannon [1] in 

1948 that by using FEC codes in communication systems, the error rate can be reduced to 

any negligible level. However, he did not specify any method for constructing good practical 

codes. Since then, the challenge for coding theorist has been to achieve the Shannon channel 

capacity limit by using the FEC codes, which have sufficient structure to be encoded and 

decoded practically. 

The design of FEC codes began with the work of Hamming in 1950 [2] and was 

succeeded with the research on heavily structured codes for almost four decades. The 

structured codes are either algebraic as in most of the block codes or topological as in most 

of the convolutional codes. The decoding of a structured code is relatively easy and practical. 

Therefore, these codes are being used extensively in wireless communication. In deep space 

communication and satellite systems, where power-limited and low spectral efficiency codes 

are required, mainly serially concatenated structures are being used. The most commonly 
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used structured code in satellite communications is constructed from concatenation of an 

outer Reed-Solomon code over an inner convolutional code. In mobile communication 

systems where bandwidth is scarce and expensive, bandwidth-efficient coding schemes are 

required and for example, in global system for mobile communication (GSM) standard, a 

variety of channel coding schemes including Bose–Chaudhuri–Hochquenghem (BCH) 

codes, fire codes and cyclic redundancy check (CRC) codes have been used [3]. However, 

the performance of these structured codes is still far away from the channel capacity.  

 

1.2. Turbo codes  
 

In the mid-90s, a major discovery was made in the field of coding theory. This was 

motivated by the work of Shannon in [1], which showed that the randomly generated long-

length codewords are capable of approaching the channel capacity. Traditionally, increasing 

the code’s minimum distance was considered as the only solution for improving the 

performance of a code. However, in 1993, Berrou, Glavieux, and Thitimajshima [4] 

considered a different approach to reduce the bit-error rate (BER) of a code. In their 

approach, instead of increasing the minimum distance of a code, the multiplicity of the 

minimum weight codeword is reduced. This has resulted in a capacity approaching class of 

codes named as turbo codes. 

Turbo codes are the first class of code that for almost any code rate can get as close as 

1.0 dB to the additive white Gaussian noise (AWGN) channel capacity at the moderate BER 

of     . Therefore, with the exception of very delay-sensitive applications, turbo codes have 

been employed in most industrial standards. In satellite communication systems, they are an 

alternative to the Reed-Solomon-Viterbi codes and in mobile communication, they are 

extensively being used in the third and fourth generations of mobile telephony standards 

such as high speed packet access (HSPA) and 3rd generation partnership project long term 

evolution (3GPP LTE) [5]. Moreover, turbo codes are the coding scheme for the worldwide 

interoperability for microwave access (WiMAX), which is a wireless metropolitan network 

standard [5].  
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The excellent performance of turbo codes has made them an exciting topic in channel 

coding theory. The main reason for this excellent performance is the random-like weight 

spectrum of a turbo code. This means that the distance distribution between any typical 

codeword of a turbo code and all other codewords of that code resembles the distance 

distribution for a randomly generated code. The random-like weight spectrum is caused by 

interleaving or reordering the information symbols (bits) during the encoding process. 

However, this random-like characteristic can be achieved only for long codes (e.g. with more 

than      symbols (bits) per codeword). 

The decoding complexity for a code with random-like structure increases 

exponentially with its length. This means that decoding a turbo code is expected to be very 

complicated. However, turbo codes are cleverly constructed from combination of simple 

component codes so that their decoding complexity can be avoided and a long-length 

codeword can be decoded based on the decoding of its shorter and simpler component codes. 

Furthermore, by using soft-input soft-output (SISO) component decoders in an iterative 

decoding algorithm, the chance of losing information becomes less. This is because in 

conjunction with the channel information, the soft output values of the other component 

decoders, which are known as extrinsic information, can also be used in the decoding 

process. 

The process of a SISO iterative decoding algorithm is initialized by decoding each 

constituent code individually, where each constituent code is decoded based on the channel 

information and the a priori information of its symbols (bits). Subsequently, the soft output 

information generated by each component decoder is shared with the other component 

decoders. In the next iteration, each component decoder uses the shared information of the 

other component decoders as extrinsic information to improve its data estimations. This 

process is iterated multiple times and each time the data estimation of every component 

decoder is improved by the help of extrinsic information received from the other component 

decoders. Eventually, after certain number of iterations, a hard decision for each symbol (bit) 

based on combination of the channel information and the extrinsic information for that 

symbol (bit) can be made. 
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1.3. Turbo-like codes 
 

The concept of concatenated codes was introduced by Forney [6] and in fact, the serial 

concatenated codes were the best-known codes prior to the invention of turbo codes. Turbo 

codes were originally constructed as parallel concatenation of two interleaved convolutional 

codes. Further research showed that other capacity-approaching codes can be constructed 

from parallel concatenation of interleaved block codes [7] or from serial [8] or even hybrid 

serial-parallel [9] concatenation of different interleaved component codes. All these 

capacity-approaching codes can be categorized as turbo-like codes and although there is no 

generic definition for turbo-like codes, all these codes have the following characteristics:  

 

 Compound structure: Turbo-like codes are constructed from multiple low-

complexity component or constituent codes. 

 Interleaving: The information symbols (bits) are reordered before being used 

by each constituent code. 

 SISO iterative decoding: Turbo-like codes are decoded by an iterative 

decoding algorithm where the soft reliability information is repeatedly 

exchanged between the constituent codes.  

 

Therefore, different turbo-like codes based on different type of constituent codes and 

concatenation structures can be designed. In the rest of this section, an overview on the 

literature for the two important categories of turbo-like codes is given. The first category is 

the turbo-like codes constructed from parallel concatenation of single parity-check (SPC) 

codes and the second category is the turbo-like codes with the product structure.  
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1.3.1. Low-density parity-check codes 

 

Low-density parity-check (LDPC) codes were first discovered by Gallager in 1962 

[10] and had the computing power been available at that time, these codes would have 

outperformed the best-known codes prior to the invention of turbo codes. However, besides 

few exceptions such as [11], they were largely neglected until the mid-90s when they were 

rediscovered by Mackey [12, 13] and shown to form a class of capacity approaching codes. 

An LDPC code is defined as the null space of an     sparse parity-check matrix, where   

is the length of the code and   is the number of parity-check equations. Therefore, an LDPC 

code can simply be considered as a turbo-like code constructed from   parallel SPC codes, 

where the information symbols (bits) are interleaved by the position of nonzero elements of 

the parity-check matrix.  

LDPC codes were originally constructed from parity-check matrices with uniform 

column and row weights that in the literatures are known as regular LDPC codes. Later, 

Luby et al. [14] introduced the irregular LDPC codes, where their parity-check matrices have 

non-uniform row and column weights and they can outperform the regular LDPC codes. 

Furthermore, Davey and MacKay [15,16] studied the construction of non-binary LDPC 

codes and they showed that the performance of an LDPC code improves over higher order 

fields. Generally, LDPC codes are constructed either as pseudorandom (or random-like) 

codes [13-20] or as algebraic and combinatorial codes [21-39]. In most cases, the 

performance of a pseudorandom LDPC code is better than that of a structured LDPC code. 

However, a pseudorandom LDPC code does not have sufficient structure and its encoding is 

complicated. On the other hand, structured LDPC codes have encoding advantages over 

pseudorandom codes. For example, in structured quasi-cyclic LDPC codes [29-39], the 

encoders can be implemented from simple shift registers with linear complexity.  

An LDPC code is often presented by a bipartite graph known as Tanner graph. A 

Tanner graph consists of two sets of nodes: variable nodes that correspond to the data and 

check nodes that correspond to the parity-check equations. A variable node is connected to a 

parity-check node if the corresponding variable is involved in the corresponding parity-check 

equation. The performance of an iteratively decoded LDPC code is very much depended on 

the length of its Tanner graph’s shortest cycle [11]. The length of the shortest cycle in a 
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Tanner graph is known as the girth of that graph. In the design of an LDPC code, small 

girths, especially a girth of four, should be avoided. This is because the iterative decoding 

process in a code that has a girth of four becomes correlated after two iterations. It is shown 

that avoiding short cycles in non-binary LDPC codes is more feasible compared with their 

binary counterparts [40]. A well-designed LDPC code has a reasonably large-girth Tanner 

graph and code optimization, based on analyzing the code’s behavior under the iterative 

decoding algorithm, is a crucial process in designing a good-performance LDPC code. 

The density evolution method proposed by Gallager [10] is an optimization method 

and can be used as a practical technique for designing powerful LDPC codes. Richardson et 

al. [17] used the density evolution technique and determined a threshold on signal-to-noise-

ratio (SNR) value for different LDPC codes, from which it was claimed that most LDPC 

codes under SISO iterative decoding algorithm are asymptotically good-performance codes 

above these SNR thresholds. The simulation results for large block length LDPC codes 

confirm these thresholds [18]. Moreover, by using density evolution technique, several well-

performed  

 
 rate LDPC codes were designed [19], including one which its theoretical 

thresholds approaches within 0.0045 dB of the AWGN channel capacity, and another with 

the length of      bits that approaches within 0.04 dB of the AWGN channel capacity at 

BER of     . Density evolution is one of the best-known methods for optimizing an LDPC 

code, however, it is a computationally intensive process which becomes intractable for non-

binary LDPC codes that have alphabet size larger than three [17]. Therefore, other 

approximated optimization techniques such as Gaussian distribution algorithm [41,42] and 

extrinsic information transfer (EXIT) chart [43-45] are proposed. One of the fundamental 

assumptions in density evolution and other approximated techniques is that the channel 

should be symmetric. However, not all communication channels can be considered as 

symmetric. In [46], the non-symmetric channels are considered and a systematic approach 

for designing the non-binary LDPC codes for the memoryless channels is presented. 

LDPC codes under SISO iterative decoding algorithm exhibit performance 

comparable and sometimes even better than turbo codes. The first SISO iterative decoding 

algorithm for binary LDPC codes was proposed in [10], which is based on probability 

distribution of the codeword variables over a graph-based model. Mackay et al. [12] also 

used a similar algorithm for decoding LDPC codes. Moreover, it is shown by Mackay that 

the simplification of the Pearl belief propagation (BP) [47] decoding algorithm over the 
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Tanner graph representation of a code, provides a powerful tool for decoding an LDPC code. 

It is shown in [48] that Gallager and Mackay decoding algorithms are specific instances of 

sum-product algorithm (SPA). Depending on the context, the SISO iterative decoding 

algorithm for an LDPC code can be called as SPA, BP or iterative message passing decoding 

algorithm.  

A good-performance LDPC code has very long length codewords and implementing 

SPA algorithm for such a code is computationally complicated. Therefore, other SISO 

iterative decoding algorithms based on approximation of SPA have been proposed. Fossorier 

et al. in [49] proposed an approximation for SPA algorithm, which is known as min-sum or 

BP-based algorithm. The min-sum decoding algorithm significantly reduces the 

computational complexity of SPA and also degrades the performance of a code. In [50], 

several other reduced-complexity decoding algorithms for binary LDPC codes are proposed. 

In general, there is a trade-off between the performance of an optimized LDPC code and the 

complexity of its decoder. However, for an LDPC code whose Tanner graph contains many 

short cycles, the reduced-complexity decoding schemes may outperform the SPA decoding 

algorithm [50]. 

SPA decoding algorithm is also generalized for decoding non-binary LDPC codes 

[15,16]. However, the computational complexity for SPA decoding of an LDPC code 

defined over a finite field of order q,   , is dominated by  (  ) operations for each check 

sum calculation [16]. By employing a fast Fourier transform belief propagation (FFT-BP) 

decoding algorithm, the decoding complexity can be reduced [51]. Moreover, it is shown 

[52] that by describing FFT-BP algorithm in the logarithmic domain, a more simplified 

decoding algorithm, known as Log-FFT-BP, can be achieved. The computational complexity 

for decoding an LDPC code defined over    (with      for any positive integer  ) and 

decoded by Log-FFT-BP decoding algorithm, is reduced to  (  ) operations for each check 

sum calculation. In [53] a more convenient description for FFT-BP and Log-FFT-BP based 

on the tensoral representation is given. Moreover, an approximation for FFT-BP algorithm, 

known as extended min-sum (EMS) decoding algorithm, is proposed in [54]. To reduce the 

amount of memory requirement for EMS decoding algorithm, a new implementation for this 

algorithm is presented in [55], however, similar to binary LDPC codes, there is a 

performance-complexity trade-off for decoding an optimized non-binary LDPC code. 
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LDPC codes are used in many industrial standards such as digital video broadcasting 

second generation (DVB-S2) [56], WiMAX (IEEE 802.16e) [57], G.hn standard [58] and 

ethernet cable transmission (10GBASE-T) [59]. A well-designed, long-length LDPC code 

performs only a few tenth of dB from the channel capacity; however, for the codes with less 

than      bits per codewords, turbo codes generally perform better than LDPC codes. 

Therefore, designing small and medium block length turbo-like codes constructed from SPC 

constituent code, which can perform close to channel capacity, is still an open research field. 

The generalized LDPC codes such as generalized low-density (GLD) [60,61] and 

generalized irregular low-density (GILD) [62] codes can be considered as turbo-like codes 

constructed from SPC constituent code. The parity-check matrices for both GLD and GILD 

are denser than that of the LDPC codes. The studies in [62] showed that GILD codes could 

perform as good as some LDPC codes and it is suggested that variations of GILD codes 

might be able to match or beat LDPC codes with small or medium block lengths. 

 

1.3.2. Turbo product codes 

 

The first idea for constructing long and powerful codes from a combination of short 

and simple codes dates back to the invention of product codes by Elias in 1954 [63]. Product 

codes can be constructed from any binary or non-binary, block or convolutional constituent 

codes in multiple dimensions, however, common choices are the two or three-dimensional 

product codes that are constructed from BCH codes, binary SPC codes or Hamming codes. 

A d-dimensional product code can be considered as a structured interleaved code where each 

of its information symbols (bits) is employed in d constituent codes.   

The first soft decoding algorithm for a product code was given by Battail [64] and 

later Hagenauer et al. [65] showed that the turbo decoding principles can be used for 

decoding a product code. A turbo product code (TPC) is a product code that is decoded by a 

SISO iterative decoding algorithm and it is shown [66-70] that they can achieve good 

performance. Product codes are efficient for controlling both random-error and burst-error 

patterns [69] and are suggested for applications with high coding rate requirements such as 

submarine cables, optical transport networks and networks at 100Gbit/sec [70]. 
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1.4. Motivation for research 
 

In designing a suitable coding scheme for mobile communication systems, in addition 

to the code performance, other factors such as bandwidth efficiency and quality of service 

must also be considered. In mobile systems, due to the increase in demand and growth in 

number of subscribers, bandwidth is scarce and expensive, and thus, codes with high coding 

rates are required. Also faster encoding and decoding techniques, which result in reducing 

time delays of the systems, and thus improving the quality of service, are required. However, 

existing good-performance LDPC and turbo codes are mostly low-rate codes and are 

computationally complicated [5,19]. This complexity mainly arises from the large block size 

of these codes. Therefore, there is a great necessity for designing good-performance high-

rate codes with small or medium block size. 

It is shown that the performance of a moderate-length LDPC code improves over 

higher order fields [15,16] and since LDPC codes are constructed as parallel concatenation 

of SPC codes, it can be imagined that codes which are designed based on concatenation of 

non-binary SPC codes may perform better over short-length or medium-length block size. 

Moreover, non-binary codes are attractive for high data-rate digital communication where 

high-order modulations are widely being used and it is more convenient to use non-binary 

codes with appropriate alphabet size to match the constellation. Furthermore, the research on 

GLD and GILD codes [60-62] shows that the parallel-concatenated SPC codes with denser 

parity-check matrices are better choices for designing small or medium length good-

performance codes. Therefore, in this research we investigate compound codes that are 

constructed from non-binary SPC codes with average-density parity-check matrices.  

The non-binary SPC component codes can be defined either over a finite field of order 

q or over a finite ring of order q. Furthermore, for designing a compound code, two issues 

have to be taken into consideration. One is the codeword-weight-distribution of the code and 

the other is the structure of the decoder. The multiplicity of the minimum weight codewords 

in a well-designed compound code needs to be reduced and the SISO iterative decoding 

algorithm needs to be simple so that the decoding latency can be avoided in the system. In 

this research, we show that these two conditions can be more satisfied when the compound 

codes are constructed from non-binary SPC codes defined over a finite ring of order q 
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compared with those that are constructed from concatenation of non-binary SPC codes 

defined over a finite field of order q.  

In this research, the design of non-binary compound codes with moderate to high 

coding rates is studied. The proposed compound codes are constructed from combination of 

non-binary SPC component codes. The SISO iterative decoding algorithms for decoding 

these compound codes are proposed. A SISO component decoder can be constructed from an 

optimal or sub-optimal a posteriori probability (APP) decoder. For non-binary codes, 

implementing an optimal APP decoder requires a large amount of memory.   

In the first part of this research, we present a modification on the APP decoding 

algorithm to reduce its amount of memory requirements and computational complexity. The 

amount of memory requirement of the proposed algorithm is significantly less than memory 

requirement of the original APP decoder, thus the proposed modified APP decoding 

algorithm is more practical for decoding the non-binary linear block codes. The proposed 

algorithm is an optimum algorithm and it is not depended on the trellis structure of the code, 

thus it can be used for any linear block code.  

The proposed class of compound codes that is discussed in this research is based on 

production of two non-binary SPC codes. Turbo product codes are efficient for applications 

where high coding rate schemes are required. We study the construction and decoding of the 

non-binary SPC turbo product codes when SPC codes are defined over a finite ring of order 

q. This includes non-binary SPC turbo product codes that are defined over finite fields, but 

this may be more general. The performance bounds for these codes are presented. 

 

1.5. Thesis overview 
 

This thesis is divided into six chapters. In Chapter 1, the major forward error 

correcting codes used in the wireless communication systems were presented. Turbo codes 

and turbo-like codes as the two important classes of capacity-approaching codes were briefly 

introduced. Furthermore, we explained the reasons for their extraordinary performance and 

discussed the issues that should be considered in their design process. Finally, the motivation 

for the work done in this thesis is discussed.  
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The optimal APP decoding algorithm for non-binary block codes is discussed in 

Chapter 2. An algorithm for calculating the symbols’ APP values of a non-binary block 

code, which is based on the Fourier transform, is proposed. By employing this modified APP 

decoding algorithm, the amount of memory requirement and the computational complexity 

of the standard APP decoding algorithm are reduced and therefore, optimal APP decoding of 

a non-binary block codes becomes more feasible. 

The non-binary SPC codes are studied in Chapter 3. The majority of the non-binary 

block codes are defined over the finite fields of order q. In this chapter, the construction of 

non-binary SPC codes when they are defined over the finite rings of order q is studied. 

Different decoding methods for these codes are proposed.  

In Chapter 4, the construction of non-binary SPC turbo product codes is investigated. 

Different SISO iterative decoding methods for these codes are proposed. The simulation 

results show that SPC turbo product codes defined over finite rings perform better than SPC 

turbo product codes defined over finite fields. Moreover, by increasing the order of the ring 

the performance of non-binary SPC turbo product codes is improved. 

The performance analysis of the non-binary SPC product codes are discussed in 

Chapter 5. The minimum Hamming distance of these codes and the multiplicity of the 

minimum Hamming weight codewords are presented. Based on the minimum distance of 

these codes, the upper bound for the bit-error rate is calculated and is compared with the 

simulation results. 

Chapter Six presents the discussion on the conclusions drawn in this thesis. 

 

1.6. Original contributions 
 

The original contributions of this thesis include: 

1. Derivation of optimum APP decoding algorithm for non-binary block codes to 

reduce the amount of memory storage and the computational complexity that is 

required for calculation of APP values of codewords’ symbols. [Chapter 2] 
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2. Study of non-binary SPC codes over finite rings of order q and derivation of 

different decoding algorithm for these codes. [Chapter 3] 

3. Design of non-binary turbo product codes which are constructed from non-binary 

SPC component codes defined over finite rings of order q and a study of the effect of 

ring order on the performance of an SPC turbo product code. [Chapter 4] 

4. Derivation of minimum distance property and analytical bounds of non-binary SPC 

product codes. [Chapter 5] 
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Linear Block Codes”, in Proc. Southern African Telecommunications Networks and 
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CHAPTER 2 

A POSTERIORI PROBABILITY ALGORITHMS 
 

 

 

 

 

 

2.1. Introduction 
 

After the invention of turbo codes, researchers became interested in the design of 

iteratively decodable compound codes using soft-input soft-output (SISO) component 

decoders. The soft input of an optimal component decoder consists of symbol’s a priori 

information, channel information and extrinsic information, while the soft output of the 

decoder consists of the a posteriori probability (APP) values for the symbols of that 

particular component code. The soft output information of each SISO component decoder is 

shared with the other component decoders, therefore, it can be used as extrinsic information 

in the next iteration. Subsequently, after certain number of iterations, the maximum a 

posteriori (MAP) decoder chooses the maximum APP values as the decoded symbols. 

The standard way for calculating the symbol’s APP values was proposed by Bahl-

Cocke-Jelinek-Raviv (BCJR) [71], which requires storing of all state metric values. 

However, the computational complexity and the amount of memory requirement for the 

BCJR algorithm, which arises from the necessity of computing and storing of all state metric 

values, are often prohibitive in many practical applications. 
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For reducing the computational complexity of the MAP algorithm, both optimal 

algorithms, such as log-MAP [65,73,82], and sub-optimal algorithms, such as soft-output 

Viterbi algorithm (SOVA) [83] and max-log-MAP [65,72], have been proposed. However, 

employing sub-optimal decoding algorithms degrades the bit (or symbol) error rate 

performance of a code. In all these algorithms, whether optimal or suboptimal, although the 

complexity is reduced, the amount of memory requirement is the same as in the BCJR. This 

means that all the state metrics are required and have to be stored for the forward and 

backward recursions. 

In [65,72,73], the BCJR algorithm was used for decoding linear block codes. 

However, implementing the BCJR algorithm for a linear block code usually requires large 

amount of memory storage. It is shown in [73] that for a linear block code with length N and 

dimension K defined over a finite field of order q, the number of states may reach up to  

qmin{K , N – K} states. This means that implementing BCJR algorithm for such a code requires 

storing qmin{K , N – K}  numbers. This large amount of memory requirement makes BCJR an 

impractical decoding algorithm for many non-binary block codes and even for the codes with 

relatively small N. For example, to implement a BCJR decoder for a (31,21) Reed-Solomon 

code, at least 3210 numbers require to be stored. Assuming that each number uses 32 bits of 

memory, more than 4 106 gigabytes of memory storage for decoding this code is required. 

Storing this amount of data imposes great cost, energy consumption and time delay to the 

system. 

Some attempts have been made in [74-77] to reduce the amount of memory 

requirement in a MAP decoder.  It is shown in [74] that using all state metrics for 

computation of APP values is not required and instead, saving some parts of all state metric 

values is sufficient. This method is highly depended on the trellis graph of the code. This 

means that the efficiency of this method is completely related to the code’s structure and it is 

effective only for codes with symmetrical trellis graphs like Reed-Muller codes. Another 

possible approach for decreasing memory requirement of the BCJR algorithm is presented in 

[75-77]. In this method, for computing the APP values of a symbol at a particular time, only 

the metric values for that time and some other adjacent states need to be stored. As it was 

shown in [73], the number of state metric values for some times may reach up to qmin{K , N – K} 

states. This is still a large amount of memory requirement for most of non-binary block 

codes. 
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In this chapter, we present some modifications on the APP decoding algorithm in 

order to reduce its amount of memory requirement compared with the BCJR algorithm and 

therefore, to make it a feasible algorithm to be used for decoding non-binary codes. The 

reduction in the memory requirement is at the cost of increasing the computational 

complexity. However, this can be justified from the power consumption point of view, which 

as it was analyzed in [78,79], data storage and transfer operation consume much more power 

than data computation operation. Furthermore, the computational complexity of our 

proposed algorithm is less than that of the minimal-storage APP decoding algorithm and by 

use of our proposed algorithm, optimal APP decoding of any linear block code becomes 

feasible although it might force some latency to the system. Our proposed algorithm is not 

dependent on the trellis structure of a code, and therefore it can be implemented for any 

linear block code.  

This chapter is organized as follows. In Section 2.2 the problem formulation is given. 

We then, in Section 2.3, provide a description of the MAP algorithm for block codes. In 

Section 2.4, the minimal-storage APP decoding algorithms and our proposed APP decoding 

algorithm are presented and the simulation results are given. Moreover, the computational 

complexity and the memory requirement for each algorithm are discussed. The final section 

concludes this chapter. 

 

2.2. Background and notation 
 

2.2.1. General notation 

 

In this chapter, vectors and matrices are denoted in boldface letters and their elements 

in lower case; e.g.    is the ith element of the vector   (            ). An (N,K) code is 

referred to a non-binary linear block code with length N and dimension K. The non-binary 

codes are mostly defined over a finite field of order q,     however, they can also be defined 

over finite rings or finite groups [80,81]. In this chapter, we consider non-binary codes 

defined over finite ring of integer modulo-q,      as well as the non-binary codes that are 

defined over   . Without loss of generality, all codewords are assumed to be in systematic 
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format so that the first K symbols of each codeword are the information symbols and the 

remaining N-K symbols are the parity-check symbols. The generator matrix of a systematic 

(N,K) code is represented by          , where    is a K×K identity matrix and   is a  

K×(N-K) matrix whose elements belong to set            . The parity-check matrix of a 

systematic (N,K) code is represented by                               where 

   denotes the ith column of  . Furthermore, a sub matrix of   that has the first i columns of 

  is denoted by    (i.e.                  ). We assume that the codewords are 

transmitted over a discrete time memoryless, noisy channel and the soft decision vector 

  (            ) that corresponds to a transmitted codeword is available at the decoder.  

 

2.2.2. Trellis for linear block codes 

 

Let   be an (N, K) non-binary linear block code. A trellis diagram T for code   is a 

directed graph with     levels of vertices and   levels of edges.  For any level              

              ,   ( ) denotes the set of all encoder states at the time i or in other words, 

  ( ) consist of all vertices at the ith level of trellis T. Therefore, at the time 0 and at the 

time N only one node exists, which are respectively represented by    and   . (i.e.   ( )  

     and   ( )      ). Moreover, a branch or edge is a section of trellis between the ith 

level and the (i+1)th level that connects the      ( ) node to the          ( ) node and 

is labeled with a code symbol   , which represents the ith element of the codeword vector. 

Each state in T can be labeled based on the code’s parity-check matrix. 

For code   with parity-check matrix  , the label of the state      ( )
 
is represented 

by  (  ) and is defined as  (  )      
 , where   is the path in trellis T that starts from 

initial state,   , and terminates at the state   ; and   denotes the inner product between the 

vectors. As an example: consider the (7,4) binary Hamming code with the parity-check 

matrix given by (2.1). The trellis graph for this code is shown in Figure 2.1, where the 

vertical axis shows the label of each state and the horizontal axis shows the level of the 

trellis. 
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Figure 2.1: Trellis diagram of the (7,4) Hamming code given by the parity-check matrix in (2.1) 

 

Two states that are connected to each other via one branch are called adjacent states. 

Therefore, a directed path from the initial node S0 to the final node Sf with a label sequence 

(            ) exists if and only if (            ) is a codeword belonging to  . The 

set of all edges between the state space   ( ) and the state space     ( ) is denoted by 

  ( ). Moreover,   ( ) can be spanned to subsets {   
 ( )                } where 

   
 ( )  corresponds to the symbol      . Clearly based on the structure of a non-binary 

linear block code,  {  ( )  ⋃   
 ( )   

                }. Let |  
 ( )|denote the 

cardinality of the subset   
 ( ), therefore, we can write 

 

 |  
 ( )|  |  

 ( )|    |    
 ( )|                                                                                          (   ) 
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2.3. Computation of the MAP decoding algorithm 
 

The MAP value for the symbol    of any codeword   (            ) that belongs 

to code   can be calculated as  

 

 ̂        
             

{
 
 

 
 

∑   (   )
   
    }

 
 

 
 

                                                                                         (   ) 

 

where   (            ) is the received sequence and   (   ) represents the a posteriori 

probability for the codeword  . Moreover, ∑ ( )   
    

  denotes the summation for all 

codewords such as    (            ) that belongs to code   and their ith symbol is equal 

to  . Based on BCJR [71], (2.3) can be calculated as 

 

 ̂        
             

{∑   ( 
 )  ( 

   )    ( )
(    )   

 
}                                                   (   ) 

 

and by defining {      (              )                        }  we have 

 

  ( 
 )    (          )                                                                                                              (   ) 

  ( )    (         )                                                                                                                 (   ) 

  ( 
   )    (               )                                                                                            (   ) 

 



Chapter 2. A Posteriori Probability Algorithm  20 

Let     ( ) represent a set of all states at the (i-1)th level of trellis T, which these 

states are adjacent to state  . Here   is a state at the ith level of trellis  . According to the 

BCJR algorithm for state      ( ) at ith level of trellis  ,     can be calculated recursively 

as  

 

  ( )  ∑     ( 
 )

       ( )

  ( 
   )                                                                              (   ) 

 

with the initial value of    (  )   . Similarly, let     ( ) denote a set of all states at (i+1)th 

level of trellis  , which these states are adjacent to state  . Here   is a state at the ith level of 

trellis  . Therefore, for state      ( ) at ith level of trellis  ,     can be calculated 

recursively as  

 

  ( )  ∑   (    )    ( 
 ) 

       ( )

                                                                              (   ) 

 

with    (  )   . Calculation of                     is known as the forward recursion 

and calculation of                   is known as the backward recursion. Finally, for a 

block code with statistically independent information symbols, the branch transition 

probability used in (2.4) can be calculated as  

 

  ( 
   )    (               )                                                                                                        

   (            )  (               )                                                                

    (    )  (    )                                                                                                 (    ) 
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Although different methods for implementing the MAP decoding algorithm have been 

suggested, the following three major steps are common among all of them: 

 

1. Performing the forward recursion process and storing all the values calculated for                   

                   . 

2. Performing the backward recursion process and storing all the values calculated for                

                    .  

3. For each received symbol,      calculating the maximum APP values from (2.4), using the 

transition probabilities. 

 

Due to the independence of forward and backward recursions from each other, step 1 

and step 2 can be done simultaneously. 

 

2.4. Modified APP decoding algorithms 
 

As it was shown in the previous section, the main drawback with the original MAP 

algorithm is its large amount of memory requirement, especially for non-binary block codes. 

This memory requirement is often costly and prohibitive in many practical applications. In 

this section, first, we discuss the minimal-storage APP decoding algorithms and later we 

present our proposed decoding algorithm. The minimum amount of memory requirement for 

calculating the symbol’s APP values of any linear block code can be achieved by 

straightforward implementation of the trellis [65,82], while for a high-rate code defined 

over   , this can be achieved by the APP decoding algorithm implemented based on the 

code’s dual space [65,84]. This means that for any linear block code defined over   , 

regardless of its rate, the minimum amount of memory requirement for calculating the 

symbol’s APP values can be achieved by straightforward implementation of the trellis. 

However, for linear block codes defined over     the minimal-storage APP decoding 

algorithm can be achieved, depending on the code rate, either by straightforward 

implementation of the trellis for low-rate codes (K<N-K) or by the APP decoding algorithm 

implemented based on the code’s dual space for high-rate codes (K>N-K).  
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Furthermore, we modify the minimal-storage APP decoding algorithm for high-rate 

codes defined over    to reduce the computational complexity of the algorithm. Based on 

this modification, the discrete Fourier transform (DFT) vectors are employed to limit the 

repetitive calculations. Therefore, prior to calculation of symbol’s APP values, a DFT vector 

corresponding to each received symbol is calculated and stored in memory, thus they can be 

retrieved and used during the calculation. Compared with the minimal-storage APP decoding 

algorithm for high-rate codes defined over   , the memory requirement of this modified 

algorithm is slightly increased, but its computational complexity is reduced by the factor of 

q.  

 

2.4.1. APP decoding algorithm based on straightforward implementation 

 

This algorithm can be implemented for any non-binary linear block code. The APP 

value for the symbol    of any codeword   (            ) that belongs to code   can 

be calculated as 

 

     ∑   (   )
   
    

                                                                                                                       (    ) 

 

where   (            ) is the received sequence and subsequently after calculation of 

    , the hard decision is made by   ̂                     {    } . Based on Bayes’ rule 

we have 
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Symbols are transmitted over a memoryless channel. Thus, 
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which can be simplified to 
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where depending on the definition of the code,   denotes addition over    or     and      

denotes the Kronecker delta, which is equal to one if     and zero otherwise. Moreover, 

   (                       ) is a vector with one at the ith position and zero elsewhere. 

Based on trellis property of linear block codes which is given in (2.2), for all codewords of 

code  , the probability that each of             symbols occurs as a parity-check symbol 

is the same, and since all codewords are in systematic format,                                  
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where    is the additive inverse of   such that         



Chapter 2. A Posteriori Probability Algorithm  24 

Equation (2.15) is a general formula to find the APP value for the symbol    when the 

codewords are transmitted over a memoryless channel. Compared with the BCJR algorithm, 

which is the standard way of calculating the symbol’s APP values and is realized by (2.4), 

the amount of memory that is required by (2.15) is significantly reduced. Based on (2.4), for 

calculating the symbols’ APP values, all                     and                      

need to be calculated and stored in memory prior to being used in (2.4), which as it was 

mentioned before, requires a large amount of memory and it is often prohibitive in many 

practical applications. However, for calculating the symbol’s APP values based on (2.15), no 

prior calculations are required and only   memory cells for storing the information symbols 

to generate the codewords of the code space are sufficient. 

Furthermore, for reducing the computational complexity of (2.15), we can use the log-

likelihood ratio (LLR) value for each symbol. LLR in [82]  is defined as 

 

       (
    

    
)                                                                                                                              (    ) 

 

and subsequently the hard decision is made by   ̂                     {    } . In addition, 

LLR can be defined for a pair of joint random variables; for example   (    ), where    is a 

random variable and   is a vector of random variables is given by 
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  (      )
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By using the concept of LLR we have 

 



Chapter 2. A Posteriori Probability Algorithm  25 

       (     )    

(

  
 

∑ [(∏  
   

(     )(       
)   

   
   

)   (    )   ]   

∑ [(∏  
   

(     )(       
)   

   
   

)       ]   
)

  
 

                    (    ) 

 

For the special case of binary codes where the codewords are modulated by binary 

phase-shift keying (BPSK) modulation scheme (such that, {0,1} bits are mapped to {-1,1} 

respectively) and are transmitted over an additive white Gaussian noise (AWGN) channel 

with double-sided noise power spectral density of   ; (2.18) can be simplified to (2.19) 
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2.4.2. APP decoding algorithm based on the code’s dual space 

 

As it was mentioned in the previous section, for a high-rate linear block code defined 

over     the minimal-storage APP decoding algorithm can be achieved by the APP decoding 

algorithm implemented based on the code’s dual space. The original idea for calculating the 

symbol’s APP values over the code’s dual space can be found in [84]. Further, this algorithm 

was extended so that it can be employed as SISO decoder for binary [65] and non-binary 

codes [82]. The proof for this algorithm is presented in [84] for a code   defined over     

with modulo-q addition. This condition can be satisfied only if q is prime and      . 

However, in [82] this algorithm is extended to     (  is any positive integer), which 

mathematically cannot be correct and the algorithm is valid only for the codes defined 

over    . 

In this section, a different approach from [82] for calculating the symbol’s APP values 

of a non-binary code using the code’s dual space is presented. Let    be the dual code for the 

code   and    (  
    

        
 ) denotes a codeword of   . Based on orthogonality, the 

inner product between any codeword in   and any codeword in    is zero. Therefore, for any 

N-tuple   (            ) defined over    we have 
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where    is the vector space of all N-tuples defined over   . Therefore,      can be 

calculated as  
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Based on Bayes’ rule and by using the Kronecker delta representation we have 
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By the orthogonality properties of {  
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The inner product between the vectors can be written as 

 

 
 
  
 

     

  
 
  
 

((     
 ) (     

 )   (         
 ))

                                                            (    ) 

 

and only if   is defined as modulo-q addition then we have 
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The modulo-  addition and multiplication over    are denoted by   and   respectively. 

Since the codewords are transmitted over a memoryless channel and the message symbols 

are statistically independent,  
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Equation (2.29) is the general formula to find the APP value for the symbol   . 

Compared with the BCJR algorithm, which is the standard way of calculating the symbol’s 

APP values and is realized by (2.4), the amount of memory requirement that is required by 

(2.29) is significantly reduced. For calculating the symbol’s APP values using (2.4), all 

                    and                      need to be calculated and stored in 

memory prior to be used in (2.4), which as it was mentioned before, is a large amount of 

memory requirement and is often prohibitive in many practical applications. However, by 

using (2.29), no prior calculations are required and the symbol’s APP values can directly be 
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calculated from the transition probabilities. The total number of memory cells required by 

(2.29) is     memory cells so that all the codewords of the dual code space can be 

generated. Although      can directly be calculated from (2.15) and (2.29), there are two 

issues that need to be considered. The first issue is that (2.29) is valid only for linear block 

codes defined over   , while (2.15) can be implemented for any linear block code. The 

second issue is that the summation in (2.15) is over the code’s space, while the summation in 

(2.29) is over the code’s dual space. Therefore, for decoding the linear block codes defined 

over     the minimal-storage APP decoding algorithm can be achieved depending on the 

code rate, either by (2.15) for low-rate codes (K<N-K) or by (2.29) for high-rate codes 

(K>N-K). 

Furthermore, for reducing the computational complexity of (2.29), the concept of LLR 

can be used. Therefore, 
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For the special case of binary codes whose codewords are modulated by BPSK 

scheme (such that {0,1} bits are mapped to {-1,1} respectively) and are transmitted over an 

AWGN channel with double-sided noise power spectral density of   , (2.30) can be 

simplified to (2.31). 
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2.4.3. APP decoding algorithm based on Fourier transform 

 

The minimal-storage APP decoding algorithm for high-rate codes defined over    was 

presented in the previous section. In this section, we use the concept of Fourier transform to 

reduce the computational complexity of that algorithm. The idea of using Fourier transform 

for decoding codes can also be found in decoding of the low-density parity-check (LDPC) 

codes [51-54]. However, in LDPC codes, the Fourier transform is used to convert the 

convolution operation into multiplication operation and thus, simplify the decoding 

algorithm, while in this section we use the concept of Fourier transform to avoid the 

repetitive calculation and reduce the computational complexity of the decoding algorithm. 

This proposed algorithm can be used for any linear block code defined over   , but it is 

particularly attractive for high-rate codes. The symbol’s APP values for any codeword of 

code   can directly be calculated from (2.29). However, by using the concept of DFT, the 

repetitive calculations can be avoided. Let us consider a  -dimensinal vector       

{   (     )         } and define the DFT for {   (     )} as 
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Therefore, the vector of log-likelihood ratios    {    } for the information symbol,  , can 

be calculated as 
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Based on our proposed algorithm, prior to the computation of     , the DFT vectors for 

all received symbols need to be calculated and stored in memory, thus for computation of 

    , these DFT vectors can be retrieved and used in (2.33). Even though, compared with the 

minimal-storage APP decoding algorithm given by (2.30), an additional amount of memory 

for storing the DFT vectors is required, as we show in the next section, the computational 

complexity of the proposed algorithm is less than that of the minimal-storage APP decoding 

algorithm. Furthermore, the amount of memory requirement that is required by (2.33) for 

calculating the symbol’s APP values is significantly less than that of the standard way, which 

is the BCJR algorithm and is realized by (2.4). For calculating the symbol’s APP values 

based on (2.33), N-1 DFT vectors need to be calculated and stored prior to be used in (2.33). 

Each DFT vector has q arrays and since the arrays are complex, two memory cells for storing 

each array are required. Therefore, the total memory requirement of (2.33) is                    

(   )   (   )  memory cells. 

Our proposed algorithm is valid only for the finite fields with modulo-  addition and 

therefore, it cannot be used for the codes that are defined over finite field of order    (  is 

any positive integer). However, it can be employed for the codes that are defined over      

Moreover, using fast Fourier transform (FFT) algorithms is more efficient for calculating the 

DFT vectors when     . The computational complexity for calculating                 

   ( )   {   (     )} is  (  ), while by using an FFT algorithm, the same results are 

obtained by only  (      ( )) operations and therefore, the overall computational 

complexity is reduced. 
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2.4.4. Complexity comparison 

 

In this section, we compare the complexity between the BCJR algorithm, the minimal-

storage APP decoding algorithms and the proposed APP decoding algorithm. The 

complexity of an algorithm can be measured by the amount of memory requirement and the 

number of real operations that is required for computation of     .  

According to the original MAP algorithm, the results for the forward or backward 

recursion must be stored in memory. Therefore, for storing                     or 

                    , ∑ |  ( )|   
    memory cells are required where  |  ( )| represents 

the cardinality of   ( ). Moreover, the transition probability for each received symbol 

should be saved, which requires    memory cells. Also  ∑ |  ( )|   
    multiplications and                    

 ∑ (|  ( )|   |    ( )|)   
    additions for calculation of                     and 

                     are required. Finally, calculation of (   ) requires  ∑ |  ( )|   
    

multiplications and ∑ (|  ( )|   |    ( )|)   
    additions. 

The minimal-storage APP decoding algorithm for a non-binary code defined over     

is presented in (2.15) and the      based on this algorithm is calculated by (2.18). As it was 

mentioned, for computing the APP value of each symbol using (2.15), only   memory cells 

are required. The division operation is considered as a multiplication operation and the 

logarithmic values are read from a lookup table. Therefore,  (      ) additions and 

 (   )       multiplications for computing 

∑ [(∏  
   

(     )(       
)   

   
   

)   (    )   ]   ∑ [(∏  
   

(     )(       
)   

   
   

)       ]   ⁄  

is required. A comparison between the complexity of the minimal-storage APP decoding 

algorithm and the BCJR algorithm for a code defined over     is given in Table 2.1, where 

 ∑ |  ( )| 
       and  ∑ |  ( )|   

      .  

Although     and     cannot be represented as a closed formula, they are however 

dominated by  (  ). As it is depicted in Table 2.1, the minimal-APP decoding algorithm 

requires significantly less memory compared with the BCJR algorithm but the reduction in 

the memory requirement is at the cost of increasing the computational complexity. 
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Table 2.1 

Complexity comparison between minimal-storage APP decoding algorithm and the 

BCJR algorithm for a code defined over     

 

 BCJR Algorithm Minimal-APP Algorithm 

Memory Cells            

Additions   (     )         

Multiplication        (   )       

 

The minimal-storage APP decoding algorithms for low-rate and high-rate codes 

defined over     are presented by (2.18) and (2.30) respectively. It can be seen that         

(   )(   )     complex additions and   (   )  (   )         complex 

multiplications for computing ∑ [( 
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and (   )(   )     complex additions and   (   )  (   )      complex 

multiplications for computing ∑ [∏ ∑ [   (     ) 
 
  

 
    

 

]
   
   

   
   
   

]        is required. The 

number of real additions and multiplications required for computation of      in the minimal-

storage APP decoding algorithms for codes defined over    is given in Table 2.2. These 

numbers are calculated by considering that each complex addition is equivalent to two real 

additions and each complex multiplication is equivalent to four real multiplications and two 

real additions. The operations over     are neglected and a lookup table is used for reading 

the logarithmic values. As it is observed, the minimum amount of memory requirement for 

calculating the symbol’s APP values for a high-rate code is N-K memory cells. 

Table 2.2  
Complexity comparison between the minimal-storage APP decoding algorithms for codes 

defined over    with different code rates  
 
 

 Low-Rate Codes High-rate Codes 

Memory Cell K N-K 

Addition          (   )               

Multiplication 2(   )        (   )        (    )       
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For computation of      based on pre-calculated DFT vectors,  N-1 DFT vectors need 

to be calculated and stored prior to being used in (2.33). Each DFT vector has q arrays and 

since the arrays are complex, two memory cells for storing each array are required. 

Therefore, compared with the minimal-storage algorithm for high-rate codes,  (   )  

more memory cells for storing the DFT vectors are required. This extra amount of memory is 

endurable, considering that by storing the DFT vectors, the computational complexity for 

calculating the APP values of a high-rate code becomes less. The complexity of the proposed 

algorithm is given in Table 2.3. For calculating each DFT vector,   (   ) complex addition 

and    complex multiplication is required. 

 

Table 2.3 
Complexity of the APP decoding algorithm implemented over the code’s dual 

space by using pre-calculated DFT vectors 
 

Memory Cell  (   )  (   ) 

Addition  (   )      (   )    (   )    

Multiplication         (   )     

 

As it is observed, the computational complexity of the minimal-storage APP decoding 

algorithm for high-rate codes is dominated by  (      ) operations, while by using pre-

calculated DFT vectors this complexity is reduced to the order of  (    ). Therefore, by 

using pre-calculated DFT vectors with an endurable increase in the memory requirement 

compared with the minimal-storage APP decoding algorithm for high-rate codes, the order of 

the computational complexity is reduced by factor    

 

2.4.5. Simulation results 

 

In this section, the simulation results for the performance of a code under different 

APP decoding algorithms are presented. The performance of different decoders can be 

evaluated by comparing the performance of the same code that is separately decoded by each 

algorithm. However, the APP decoding algorithm based on the code’s dual space can be 
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implemented only for the codes that are defined over    . Therefore, we present the 

simulation results for     where       . In the following chapters, the simulation results 

for non-binary codes are also presented. 

The MAP decoding algorithm for the (7,4) Hamming code that has the parity-check 

matrix given by (2.1) is simulated. The codewords are modulated by BPSK modulation 

scheme and are transmitted over an AWGN channel with double-sided noise power spectral 

density of    

 
. The APP decoding algorithm based on direct implementation is realized by 

(2.19) and the APP decoding algorithm based on the dual code is realized by (2.31).  

The code performance is also compared with the soft decoding theoretical upper 

bound. In [85], the theoretical upper bound for the bit-error probability of an (N, K) binary 

block code with the minimum distance of dmin is given as (2.34). It is assumed that the 

received sequences are coherently detected and decoded by a maximum-likelihood decoding 

algorithm.  
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where    is the code rate and      is the number of codewords that have output weight   

associated with an input sequence of weight  . Furthermore, the q-function is defined as 
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.  Based on (2.34) the theoretical upper bound for the (7,4) Hamming 

code, under the given conditions is equal to 
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The performance of the (7,4) Hamming code decoded by different decoding 

algorithms is depicted in Figure 2.2. It is observed that the performance of the APP decoder 
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based on direct implementation matches the performance of the APP decoder based on the 

dual code. 

 

In Table 2.4, the computational complexity and the memory requirement for decoding 

the (7,4) Hamming code using the minimal-storage APP decoding algorithm is compared 

with that of the BCJR algorithm. Due to the rate of the code, the minimal-storage APP 

decoding algorithm is implemented based on the code’s dual space. It can be observed from 

Figure 2.1 that for the (7,4) Hamming code,    ∑ |  ( )| 
        and  ∑ |  ( )| 

    

   . 

 

Figure 2.2: Simulated BER performance of the (7,4) Hamming code over AWGN 
channel using BPSK 
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Table 2.4 

Complexity comparison between minimal-storage APP decoding algorithm and the 

BCJR algorithm for decoding the (7,4) Hamming code 

 

 BCJR Algorithm Minimal-APP Algorithm 

Memory Cells     3 

Additions         

Multiplication          

 

 

2.5. Conclusion 
 

In this chapter, the optimal APP decoding algorithm for the non-binary linear block 

codes was discussed. It was shown that the computational complexity and the amount of 

memory requirement for the BCJR algorithm, which is the standard way for calculating the 

symbol’s APP values, are often prohibitive in many practical applications. Therefore, we 

proposed the minimal-storage APP decoding algorithms for different linear block codes. We 

showed that the minimum amount of memory requirement for calculating the symbol’s APP 

values of any linear block code can be achieved by straightforward implementation of the 

trellis, while for a high-rate code defined over   , this can be achieved by the APP decoding 

algorithm implemented based on the code’s dual space. This means that for any linear block 

code defined over   , regardless of its rate, the minimum amount of memory requirement for 

calculating the symbol’s APP values can be achieved by straightforward implementation of 

the trellis. However, for linear block codes defined over   , the minimal-storage APP 

decoding algorithm  depends on the code rate, which can be achieved by straightforward 

implementation of the trellis for low-rate codes, or by the APP decoding algorithm 

implemented based on the code’s dual space for high-rate codes. Furthermore, we modified 

the minimal-storage APP decoding algorithm for high-rate codes defined over    to reduce 

the computational complexity of the algorithm. Based on this modification, the DFT vectors 

were employed to limit the repetitive calculations. We showed that this modified algorithm 

is valid only for the finite fields with modulo-  addition and therefore, it cannot be used for 
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the codes that are defined over finite field of order    (  is any positive integer). Moreover, 

we showed that by using FFT algorithm for calculating the DFT vectors, this modified 

algorithm can be implemented more efficiently for the codes that are defined over    . The 

numerical results, as well as the complexity comparison for the proposed algorithms, were 

given. 
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CHAPTER 3 

NON-BINARY SINGLE PARITY-CHECK CODES 
 

 

 

 

 

 

3.1. Introduction 
 

Turbo codes [4] and low-density parity-check (LDPC) codes [10,12] are the two major 

classes of capacity approaching codes that have attracted considerable attention. Both of 

these codes are constructed from concatenation of simple constituent codes and are decoded 

by iterative decoding algorithms that repeatedly exchange the soft information between their 

component codes [86]. Turbo codes are typically constructed from parallel concatenation of 

simple convolutional or simple block codes, while LDPC codes can be considered as 

multiple parallel concatenations of single parity-check (SPC) codes [87]. 

Besides LDPC codes, binary SPC codes are also used as constituent codes in turbo-

like structures and good-performance binary codes, with relatively low-complexity decoding 

algorithms, are designed based on their concatenation [66-68,88,89]. It is shown that high-

rate binary SPC product codes can perform as well as the same rate binary LDPC codes, 

while having less encoding and decoding complexity [88] and serially concatenated binary 

SPC codes can outperform 16-state binary turbo codes [89]. Furthermore, the simulation 

results in [68] shows that a binary SPC product code with length of 97751 and rate of 0.985 

performs only 0.44 dB away from the Shannon-limit at a bit-error rate (BER) of  10-5. 
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SPC codes are high-rate codes and are suitable to be used as a constituent code for 

constructing high-rate compound codes. However, they can also be employed as constituent 

code for constructing lower-rate compound codes. The multidimensional product codes 

constructed from binary SPC codes are studied in [66] and it is shown that by increasing the 

number of dimensions, the performance of the resulting compound code improves, yet the 

rate of the compound code reduces. Furthermore, it is shown that by interleaving information 

between the encoding of each dimension, the performance of the resulting compound code 

improves [67]. 

Since the performance of a moderate-length LDPC code improves over higher order 

fields [15], a good-performance code with short or medium block size may be designed 

based on concatenation of non-binary SPC codes. Moreover, non-binary codes are attractive 

for high data-rate digital communication, where high-order modulations are widely being 

used and it is more convenient to use non-binary codes with appropriate alphabet size to 

match the constellation. Furthermore, by considering non-binary alphabets, an extra degree 

of freedom is added to the design parameters of a code.  

In this chapter, the construction and decoding of SPC codes over non-binary finite 

rings are studied. The concept of finite ring is more general and it includes finite field. Since 

SPC codes are mainly used as constituent code in concatenated structures, soft-input soft-

output (SISO) decoding algorithms for decoding SPC codes are required. In this chapter, two 

optimum a posteriori probability (APP) decoding algorithms for decoding non-binary SPC 

codes are presented and the computational complexity and the memory requirement for each 

algorithm are discussed. We show that based on our proposed decoding algorithm the 

decoding complexity for non-binary SPC codes defined over finite ring of integer modulo-q, 

    is considerably small and therefore, non-binary SPC code defined over    is a good 

choice to be used as constituent code in concatenated structures. 

To the extent of our knowledge, non-binary SPC codes have not been studied in the 

literature, however as it was mentioned before, LDPC codes can be considered as multiple 

parallel concatenations of SPC codes and therefore, we can say that non-binary SPC codes 

are not directly but rather indirectly studied through non-binary LDPC codes [15-16, 51-54]. 

In this chapter, we specifically study the structure and decoding of non-binary SPC codes. 

We show that the fast Fourier transform belief propagation (FFT-BP) decoding algorithm 
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[51] and subsequently, other algorithms that are derived from FFT-BP such as Log-FFT-BP 

[52,53] and extended min-sum (EMS) [54] are valid only for the LDPC codes defined over 

  . Furthermore, based on the structure of non-binary SPC codes, the performance 

improvement of non-binary LDPC codes over higher order fields, which was left as an open 

problem by [15], is explained.  

This chapter is organized as follows. The encoding of non-binary SPC codes is 

discussed in Section 3.2. In Section 3.3, two optimum APP decoding algorithms for 

decoding non-binary SPC codes are presented and the complexity of each algorithm is 

discussed. The simulation results are given in Section 3.4. The final section concludes this 

chapter. 

 

3.2. Encoding of non-binary SPC codes 
 

Non-binary SPC codes are not directly but rather indirectly studied through non-

binary LDPC codes [15-16, 51-54]. However, to the extent of our knowledge, they are not 

specifically studied. Non-binary codes are mostly defined over a finite field of order q,     

but can also be defined over finite rings or finite groups [80-81]. In this chapter, we consider 

non-binary SPC codes defined over      as well as the non-binary SPC codes that are defined 

over   . 

A ring of integer modulo-q is a commutative finite ring, where set             

    under addition modulo-q is a group, but set                   under multiplication 

modulo-q is not a group [90]. Thus generally,     cannot be considered as a finite field. 

However, for a prime number q,        under multiplication modulo-q is also a 

commutative group and therefore, for a prime number q,    can be considered as a finite 

field. The addition and multiplication tables for   ,    ,    and     are given in Figure 3.1. It 

can be seen that    tables and     tables are the same, while    tables and    tables are 

different. 



Chapter 3. Non-binary Single Parity-check Codes  42 

 

For K message symbols     where                                  , a non-

binary (K+1, K) SPC code is defined as (K+1)-tuples like (             ) such that 

 

                                                                                                           (   ) 

 

where depending on the definition of the code,   is the addition operation defined over     

or   . Both (    ) and (    ) are commutative group, therefore they are close under 

addition operation and subsequently, we have                 . 

 

3.3. Decoding of non-binary SPC codes 
 

Maximum-likelihood decoding of powerful and mostly long concatenated codes is 

often computationally infeasible. Therefore, concatenated codes are usually decoded based 

 

 

   Addition and multiplication tables 

  0 1 2 3 

0 0 1 2 3 

1 1 0 3 2 

2 2 3 0 1 

3 3 2 1 0 

   0 1 

  0 1 2 3 

0 0 0 0 0 

1 0 1 2 3 

2 0 2 3 1 

3 0 3 1 2 

 

   Addition and multiplication tables 

  0 1 2 3 

0 0 1 2 3 

1 1 2 3 0 

2 2 3 0 1 

3 3 0 1 2 

   0 1 

  0 1 2 3 

0 0 0 0 0 

1 0 1 2 3 

2 0 2 0 2 

3 0 3 2 1 

 

   Addition and multiplication tables 

  0 1 

0 0 1 

1 1 0 

 

  0 1 

0 0 0 

1 0 1 

 

   Addition and multiplication tables 

  0 1 

0 0 1 

1 1 0 

 

  0 1 

0 0 0 

1 0 1 

 

Figure 3.1: Addition and multiplication of    versus     and    versus     
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on iterative decoding of their constituent codes. Since SPC codes are typically used as 

constituent code in concatenated structures [66-68,88,89], they need to be decoded by SISO 

algorithms. In this section, two different optimum APP decoding algorithms for decoding 

non-binary SPC codes are presented. In the first algorithm, the symbols’ APP values are 

calculated by straightforward implementation of the code’s trellis, which can be used for any 

SPC code, while in the second algorithm, the APP values are calculated over the code’s dual 

space and as it was explained in Chapter 2, it can be used only for the SPC codes defined 

over       

Let   be a non-binary SPC code and   (          ) be any codeword that 

belongs to  . The codewords are transmitted over a discrete-time, memoryless, noisy 

channel and the received sequence   (          ) that corresponds to a transmitted 

codeword is available at the decoder. From Chapter 2, we know that the vector of log-

likelihood ratios (LLR)     {            } for the information symbols                            

                    of a non-binary code can be achieved from     , which is defined as 
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3.3.1. APP decoding algorithm based on straightforward implementation 

 

The codewords are transmitted over a memoryless channel, therefore, from Bayes’ 

rule we have 

  

  (   )  
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∏   (     )

 

   

                                                                                                (   ) 
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and the LLR value for the symbol    is calculated by 
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(     ) 
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where,   (     )       (       )   (       )⁄  .  

Equation (3.4) is the general formula to find the APP value for the symbol    of an 

SPC code when the codewords are transmitted over a memoryless channel. It can be used for 

SPC codes defined over    as well as SPC codes that are defined over   . Compared with 

the BCJR algorithm [71], which is the standard way of calculating the symbol’s APP values 

and is realized by (2.4), the amount of memory requirement by (3.4) is significantly reduced. 

Based on (2.4), for calculating the symbol’s APP values, all                     and 

                     need to be calculated and stored in memory prior to be used in (2.4), 

which as mentioned before, requires a large amount of memory and is often prohibitive in 

many practical applications. However, for calculating the symbol’s APP values based on 

(3.4), no prior calculations are required and only   memory cells for storing the information 

symbols are sufficient. 

 

3.3.2. APP decoding algorithm based on Fourier transform 

 

As it was mentioned in the previous chapter, for a high-rate linear block code defined 

over     the minimal-storage APP decoding algorithm can be achieved by using the APP 

decoding algorithm that is implemented based on the code’s dual space. Therefore, for the 

SPC codes defined over    , which are high-rate codes, the minimal-storage APP decoding 

algorithm is implemented based on the codes’ dual space. Furthermore, we showed that by 

using the concept of Fourier transform, the computational complexity of the dual 

implementation of the APP decoding algorithm is reduced. The idea of using Fourier 
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transform for decoding codes can also be found in decoding of the LDPC codes [51-54]. 

However, in LDPC codes, the Fourier transform is used to convert the convolution operation 

into multiplication operation and thus simplify the decoding algorithm while in this section, 

we use the concept of Fourier transform to avoid the repetitive calculation and reduce the 

computational complexity of the decoding algorithm. Let    be the dual code of the code   

and    (  
    

      
 ) be any codeword that belongs to   . Therefore, for any (K+1)-tuple 

  (          ) defined over    we can write 
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where   denotes the inner product between the vectors defined over     and the addition 

and multiplication over    are denoted by   and   respectively. Since   is defined as 

modulo-q addition, we have 
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and since   is a non-binary (K+1,K) SPC code, the dual code for that, which is     is a 

repetition code of length K+1 that is defined over     The inner product between any 

codeword in   and any codeword in    based on orthogonality is zero. Therefore, 
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Let    be the vector space of all (K+1)-tuples defined over   . Since the codewords 

are transmitted over a memoryless channel, from Bayes’ rule and by using (3.7) we have 
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which by substituting (3.8) in (3.2),      can be calculated as 
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The discrete Fourier transform (DFT) and the inverse DFT over     is defined as  
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where –   is the additive inverse of   over    . Therefore, by using the concept of DFT we 

have 
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∏( ) in (3.12) represents the term-by-term product of the vectors. 

As it is observed, for each received symbol   , a  -dimensinal vector        

{   (     )         } is considered, where the Fourier transforms of these vectors 

have to be calculated and stored in memory prior to be used in (3.12). However, for all 

information symbols   ,        , and throughout the computation of    {    }, only 

the Fourier transform for each vector  {   (     )} has to be calculated. Therefore, the 

repetitive calculations can be avoided by storing the Fourier transform vectors and 

subsequently, the computational complexity can be reduced.  

Although implementing (3.12) requires more memory than (3.4), compared with the 

BCJR algorithm [71], which is the standard way of calculating the symbol’s APP values and 

is realized by (2.4), the amount of memory that is required by (3.12) is significantly reduced. 

Based on (2.4), for calculating the symbol’s APP values, all                     and 

                     have to be calculated and stored in memory prior to be used in (2.4). 

This requires a large amount of memory and it is often prohibitive in many practical 

applications. However, for calculating the symbol’s APP values based on (3.12), only K DFT 

vectors need to be calculated and stored prior to be used in (3.12). Each DFT vector has q 
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arrays and since the arrays are complex, two memory cells for storing each array are 

required. Therefore, the total memory requirement of (3.12) is     memory cells. 

Although the amount of memory requirement of (3.12) is more than (3.4), it has less 

complexity compared with (3.4). This arises from the amount of calculations that are 

required by each algorithm for computation of     . As it is seen from (3.4), part of 

calculations that are required for computation of      have to be repeated for all codewords 

and therefore, the number of calculations are in the order of  (    ). However, based on 

(3.12) and by using the stored DFT vectors, the computation complexity is in the order of 

 (  ). 

Furthermore, despite the differences between the approaches that we consider for 

deriving (3.12) and the one that is considered in [52] for the row-step of the FFT-BP 

algorithm, they both result in the same formula, which is (3.12). This can be explained by the 

structure of LDPC codes, which are constructed as parallel concatenation of SPC codes. 

However, it can be concluded that the FFT-BP decoding algorithm and subsequently, other 

algorithms that are derived from FFT-BP such as Log-FFT-BP [52,53] and EMS [54] are 

valid only for the LDPC codes defined over    and implementing them for the non-binary 

LDPC codes defined over    is not mathematically correct. 

 

3.3.3. Complexity comparison 

 

In this section, we compare the complexity of the two proposed algorithms. The 

complexity of an algorithm can be measured by the amount of memory requirement and the 

number of real operations required for computation of     . The complexity comparison 

between the two algorithms is given in Table 3.1. These numbers are calculated by 

considering that each complex addition is equivalent to two real additions and each complex 

multiplication is equivalent to four real multiplications and two real additions. The 

operations over     are neglected and a lookup table is used for reading the logarithmic 

values. Moreover, the division operation is considered as a multiplication operation. 
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Table 3.1 
Complexity comparison between the two proposed algorithms  

 
 

 Direct Implementation DFT Based 

Memory Cell K     

Addition          (   )        

Multiplication  (   )        (   )    (   )    

 

For computation of      based on DFT based algorithm,   K DFT vectors and one 

inverse DFT vector have to be calculated. For reducing the computational complexity, the 

DFT vectors are required to be stored in memory prior to being used in (3.12). Each DFT 

vector has q complex arrays and storing each array, requires two memory cells. For 

calculating each DFT or inverse DFT vector,   (   ) complex additions and    complex 

multiplications are required. Moreover, for the SPC codes defined over     (  is any 

positive integer), the fast Fourier transform (FFT) algorithm can be used for calculating the 

Fourier and inverse Fourier transforms. The computational complexity for calculating the 

Fourier transform of {   (     )} is  (  ) while by using an FFT algorithm, the same 

results are obtained by only  (      ( )) operations. Therefore, by using FFT instead of 

DFT, the overall computational complexity is reduced further. 

As it is observed, the computational complexity of the APP decoding algorithm based 

on Fourier transform is dominated by  (   ) operations and it requires     memory cells, 

which are reasonably small numbers. Therefore, non-binary SPC codes defined over    are 

good options to be used as constituent codes in concatenated structures. 

 

 3.4. Simulation results 
 

In this section, the simulation results for non-binary SPC codes are presented. Similar 

to [15, 16], it is assumed that all codewords are modulated by binary phase-shift keying 

(BPSK) modulation scheme and are transmitted over a binary input additive white Gaussian 
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noise (BI-AWGN) channel with double-sided noise power spectral density of    

 
 . Therefore, 

the symbols need to be mapped to bipolar sequences as 
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where  ̅   is the corresponding binary sequence for the symbol     such that                           

   
                 and  ̅   is the corresponding bipolar sequence for the symbol     

such that     
     

              and the length of both sequences are equal to 

         For example: 

  

                ̅   (       )                             ̅   (         )                            

                     

We assume that at the receiver side, the sequence   ( ̅   ̅     ̅   ) is received. 

The noise vector is represented by   ( ̅   ̅     ̅   ), where  ̅   (   
     

      
 ) is 

the corresponding noise sequence for the bipolar sequence of the symbol    . Therefore, 

       and  ̅    ̅     ̅  . Since the codewords are transmitted over an AWGN 

channel, the noise is independent from the transmitted symbol and                                        

   
                     are zero-mean, identically, independently distributed 

(i.i.d.) Gaussian random variables with variance     
  

 
. Therefore, the LLR for the joint 

random variable (     ) is calculated as 

 

  (     )    (  )    (
   ( 

‖ ̅   ̅‖ 

   )

   ( 
‖ ̅   ̅‖ 

   )

)                                                                    (    ) 

 

where   ̅ and  ̅ are the corresponding bipolar sequences for   and   respectively and ‖ ‖ 

denotes the norm of the vector  .  
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‖ ̅   ̅‖   ‖ ̅ ‖
  ‖ ̅‖   ( ̅   ̅)                                                                                (    ) 

 

where   represents the inner product between the two vectors. Since the energy of all 

symbols are equal, ‖ ̅‖  ‖ ̅‖  and after cancelling out the common factors we have 
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where    is the jth
 component of  ̅ and   

  is the jth
 component of  ̅ . Moreover, for 

equiprobable information symbols,   (  )   . Therefore, LLR value that is given by (   ), 

provided that the information symbols are equiprobable, can be realized as  
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and the LLR value based on Fourier transform that is given in (    )  provided that the 

information symbols are equiprobable, can be realized as  
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In Figure 3.2, the performance of the (5,4) SPC code defined over different field 

orders is presented and is compared with the asymptotic bound for the (5,4) SPC code, which 

is calculated in Chapter 5. These codes are decoded with the straightforward implementation 

of the APP decoding algorithm that is given by (3.17). As it is observed, the performance of 

the SPC codes defined over finite field is independent of the order of the field, which can be 

explained by the minimum distance property of the SPC codes that is presented in Chapter 5. 

However, the simulation result shows a different outcome for the SPC codes defined over 

   .  

 

 

 

In Figure 3.3, the performance of the (5,4) SPC code defined over different ring of 

integer modulo-q is presented and the performance is compared with the asymptotic bound. 

These codes are decoded with the Fourier based APP decoding algorithm, which is given by 

Figure 3.2: Performance of the (5,4) SPC code defined over  𝑞  

4 4.5 5 5.5 6 6.5 7 7.5 8
10

-5

10
-4

10
-3

10
-2

Eb/N0[dB]

B
E

R

 

 

q = 2

q = 4

q = 8

Asymptotic Bound



Chapter 3. Non-binary Single Parity-check Codes  53 

(3.18). Since both proposed decoding algorithms are optimum, the performance of an SPC 

code defined over     has to be the same under both decoding algorithms. It can be observed 

that unlike SPC codes defined over finite fields, the performance of the (5,4) SPC codes 

defined over ring of integer modulo-q improves with higher order rings. This can be 

explained by the minimum distance property of the SPC codes that is presented in Chapter 5. 

Furthermore, since LDPC codes are considered as parallel concatenation of SPC codes, the 

performance improvement of SPC codes over higher order rings can be considered as an 

explanation for the performance improvement of non-binary LDPC codes over higher order 

fields, which was left as an open problem by [15]. However, it is important to note that non-

binary LDPC codes actually perform better over higher order rings and not over higher order 

fields.  

 

 

 

Figure 3.3: Performance of the (5,4) SPC code defined over   𝑞 
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In Figure 3.4, the performance of the (5,4) SPC code defined over    is compared 

with the performance of the (5,4) SPC code that is defined over   . As it is observed, for                    

                 and for the small signal-to-noise-ratios (SNR), an SPC code defined 

over     performs better than the same length SPC code defined over   . However for the 

large SNRs, the performance of both codes approaches the asymptotic bound, since both 

codes have the same asymptotic bound, which is independent of the field and ring order, as it 

is given in Chapter 5. Therefore, SPC codes defined over    are better choices to be used as 

constituent code for the compound codes that need to perform at lower SNRs. 

 

 

 

As it was mentioned before, since both decoding algorithms are optimum, the 

decoding algorithm should not have any effect on the performance of the code. In Figure 3.5, 

Figure 3.4: Performance of the (5,4) SPC code defined over    and     
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the performance of the (5,4) SPC code defined over    that is separately decoded by the two 

proposed decoding algorithms are compared and as it was expected, the code performance 

under different optimum decoding algorithms is the same. However, as it is shown in Figure 

3.6, the APP decoding algorithm based on Fourier transform can be implemented only for 

the SPC codes defined over     and as it is observed, the (5,4) SPC code that is defined over 

   and is decoded by the APP decoding algorithm based on Fourier transform, performs far 

away from its asymptotic bound. 

 

 

Figure 3.5: Performance of the (5,4) SPC code defined over    that is decoded with 

different decoding algorithms 
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In Table 3.2, the complexity comparison for decoding the (5,4) SPC code defined 

over    that is decoded by different proposed APP decoding algorithms is given. The FFT 

algorithm is used for calculating the Fourier and inverse Fourier transforms in the Fourier 

based APP decoding algorithm. As it is observed, with a manageable increase in the memory 

requirement, the computational complexity is reduced by 75%. 

 

 

 

 

Figure 3.6: Performance of the (5,4) SPC code defined over    and     that are decoded 

with the APP decoding algorithm based on Fourier transform 
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Table 3.2 
Complexity comparison between the two proposed algorithms 

for decoding the (5,4) SPC code defined over    
 
 

 Direct Implementation DFT Based 

Memory Cell      

Addition          

Multiplication          

 

 

3.5. Conclusion 
 

In this chapter, we studied the encoding and decoding of SPC codes over    and    . 

Two different optimum APP decoding algorithms for decoding non-binary SPC codes were 

proposed. The first algorithm was based on straightforward implementation of the code’s 

trellis which can be used for any SPC code, while in the second algorithm the APP values 

were calculated over the code’s dual space by using Fourier transforms which can be 

implemented only for the SPC code defined over    . 

Furthermore, we showed that despite the differences between the approaches that we 

considered for deriving DFT-based APP decoding algorithm and the one that is considered 

for the row-step of the FFT-BP algorithm, they both resulted in the same formula. The 

reason for this similarity was given and it was concluded that the FFT-BP decoding 

algorithm and subsequently, other algorithms that are derived from FFT-BP such as Log-

FFT-BP and EMS are valid only for the LDPC codes defined over    and implementing 

them for the non-binary LDPC codes defined over    are not mathematically correct. 

Finally, simulation results were presented and it was observed that the performance of 

SPC codes defined over    is independent of the field order, while the performance of SPC 

codes defined over     improves over a higher order ring. Therefore, the SPC codes defined 

over     can be considered as a good option to be used as constituent code in concatenated 

structures. 



 

58 
 

CHAPTER 4 

SINGLE PARITY-CHECK TURBO PRODUCT CODES 
 

 

 

 

 

 

4.1. Introduction 
 

The first idea for constructing long and powerful codes from combination of short and 

simple codes dates back to the invention of product codes by Elias in 1954 [63]. Product 

codes are efficient for controlling both random-error and burst-error patterns [69] and are 

suggested for applications with high coding rate requirements such as submarine cables, 

optical transport networks and networks at 100Gbit/sec [70]. 

Product codes can be constructed from any binary or non-binary, block or 

convolutional constituent codes in multiple dimensions. However, common choices are the 

two or three-dimensional product codes that are constructed from Bose–Chaudhuri–

Hochquenghem (BCH) codes, binary single parity-check (SPC) codes or Hamming codes. A 

d-dimensional product code can be considered as a structured interleaved code where each of 

its information symbols (bits) is employed in d constituent codes. Despite the simplicity and 

weak performance of SPC codes, multidimensional binary SPC product codes have shown 

good performance under iterative decoding [66]. It is shown that a high-rate binary SPC 

product code exhibits similar performance compared with the same rate binary low-density 

parity-check code, yet having less encoding and decoding complexity [88]. Moreover, the 
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simulation results in [68] show that a binary SPC product code with length of 97751 and rate 

of 0.985 performs only 0.44 dB away from the Shannon-limit at a bit-error rate (BER) of   

10-5. 

The first soft decoding algorithm for a product code is given by Battail [64] and later 

Hagenauer et al. [65] showed that the turbo decoding principles can be used for decoding a 

product code. A turbo product (TP) code is a product code that is decoded by a soft-input 

soft-output (SISO) iterative decoding algorithm and it is shown [66-70] that they can achieve 

good performance. 

High data-rate digital communication systems require high-order modulations and it is 

more convenient to use non-binary codes with appropriate alphabet size to match the 

constellation. Furthermore, by considering non-binary alphabets, an extra degree of freedom 

is added to the design parameters of a code. In [91], other advantages for non-binary turbo 

codes over their binary counterparts are also mentioned, including better convergence under 

iterative decoding, larger minimum distance, less sensitivity towards puncturing patterns and 

robustness for the flaws of the component-decoding algorithm. 

As it was mentioned in the previous chapter, low-density parity-check (LDPC) codes 

can be considered as multiple parallel concatenations of SPC codes and therefore, non-binary 

LDPC codes can be considered as non-binary turbo-like codes. However, beside non-binary 

LDPC codes [15,16], the vast majority of turbo and turbo-like codes are binary codes. This 

mainly arises from the computational complexity and the amount of memory storage, which 

is required for optimal soft decoding of non-binary codes. Furthermore, employing sub-

optimal decoding algorithms degrades the bit (or symbol) error rate performance of a code. 

The first investigation on non-binary turbo-like codes was reported in [92] where 

Reed-Solomon (RS) codes were used as constituent code in a two-dimensional product 

structure and a sub-optimal SISO iterative decoding algorithm was employed for decoding 

the resulted product codes. However, due to the simplicity of the sub-optimum component 

decoder that was employed for decoding the RS component codes, the performance of the 

resulting product codes was far away from the channel capacity. The performance of the 

two-dimensional RS product codes can be improved by using a better sub-optimum 

component decoder [93]. Furthermore, it is shown in [94] that compared with the two-

dimensional TP codes constructed from RS component codes, the two-dimensional TP codes 
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that are constructed from extended RS code can perform better under sub-optimum iterative 

decoding algorithms. 

Turbo codes [4] were originally constructed as parallel concatenation of two 

interleaved binary convolutional codes. Furthermore, the feasibility of the extension of turbo 

codes to higher order finite fields was studied in [91,95-96] and non-binary turbo codes were 

constructed from parallel concatenation of convolutional component codes where each 

convolutional code has    (   ) inputs. In [97], the performance of the parallel and serial 

non-binary turbo codes is compared and it is shown that the serial concatenated 

convolutional turbo codes have lower error floor compared with their parallel counterparts. 

Nevertheless, the research in [95,96] shows that the non-binary turbo codes do not perform 

better over higher order fields, yet the complexity of non-binary turbo codes increases over 

higher order fields. 

Non-binary turbo codes are studied over finite ring of integer modulo-q,   , and it is 

shown that they have good performance over additive white Gaussian noise (AWGN) 

channel [81,98-100].  The simulation results in [100] shows that a  
 
 rate non-binary turbo 

code defined over    has 0.5 dB gain at BER of 10-4 over its binary counterpart, while, a  
 
 

rate non-binary turbo code defined over    has 0.1 dB loss compared with the same rate 

binary turbo code. The good-performance non-binary turbo codes can be designed over 

higher order rings of integer modulo-q, yet all designed good-performance turbo codes have 

code rates less than  
 
 [81,98-100].  

The results in [92-94] show that the high-rate non-binary turbo-like codes can be 

constructed based on two-dimensional product structure. Furthermore, it is shown that the 

performance of a moderate-length LDPC code improves over higher order fields [15,16] and 

since LDPC codes are constructed as parallel concatenation of SPC codes, it can be 

concluded that codes which are designed based on concatenation of non-binary SPC codes 

may perform better for short-length or medium-length block size. Moreover, the research on 

generalized low-density (GLD) and generalized irregular low-density (GILD) codes [60-62] 

shows that the parallel-concatenated SPC codes with denser parity-check matrices are better 

choices for designing small or medium length good-performance codes. Therefore, in this 

chapter, we study the two-dimensional, non-binary SPC turbo product (2D-SPC-TP) codes, 
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which are the two-dimensional SPC (2D-SPC) product codes that are decoded by SISO 

iterative decoding algorithms. 

In [101], the maximum a posteriori probability (MAP) decoding of the non-binary 

2D-SPC product codes is studied. In this chapter, different SISO iterative decoding 

algorithms for decoding the non-binary 2D-SPC product codes are presented and the 

simulation result shows that the performance of the 2D-SPC product codes is improved 

under iterative decoding. We consider non-binary SPC constituent codes that are defined 

over    as well as non-binary SPC constituent codes that are defined over finite field of 

order q,   . Different iterative decoding algorithms for decoding the 2D-SPC-TP codes are 

presented and the performance of the 2D-SPC-TP codes over an AWGN channel is studied. 

Simulation results show that regardless of the field’s order, the performance of the 2D-SPC-

TP codes defined over      (  is any positive integer) remains the same for different field 

orders, yet the performance of the 2D-SPC-TP codes defined over     improves over higher 

order rings. This performance improvement is explained by analysis of the weight 

distribution that is given in Chapter 5. 

The rest of the chapter is organized as follows. In Section 4.2, the structure of product 

codes is presented. In 4.3, different SISO iterative decoding algorithms for decoding the non-

binary SPC product codes are presented and the complexity of each algorithm is discussed. 

In Section 4.4, the simulation results are presented.  Finally in Section 4.5 a conclusion for 

this chapter is given. 

 

4.2. The structure of product codes 

 

In general, for constructing any product code, first, the message sequence is arranged 

in a hypercube of dimension  , with              symbols in each dimension. Then, each 

dimension is encoded with a constituent code like   , where    is a systematic linear block 

code with length of    and dimension of   . For a non-binary product code, each code 

symbol belongs to set                . It is obvious that the number of message symbols 

for the resulted product code is  
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and the length of the resulted product code is  
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Thus, the code rate of the resulted product code is  
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where    is the rate of the constituent code that is employed in the ith dimension of the 

product code. Moreover, it can be proved [63] that the minimum distance of a product code 

is equal to  

 

     ∏     

 

   

                                                                                                                             (   ) 

 

where      
 is the minimum distance of the constituent code employed in the ith dimension. 

This product code is denoted by (        ) . A two-dimensional product code, as it is 

depicted in Figure 4.1, is consisted of a data block, a set of parity-check symbols on each 

row, a set of parity-check symbols on each column, and a set of parity-check symbols on the 

parity-checks. 
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SPC product codes are constructed from combination of SPC codes. A  -dimensional 

SPC product code that is constructed from the same length (     ) SPC codes encodes 

   information symbols and its code rate is 

 

  (
 

   
)
 

                                                                                                                                    (   ) 

 

which by tending   towards infinity the code rate approaches one. Therefore, non-binary 

SPC product codes can be considered as an error-correcting scheme for the applications 

where high-rate non-binary codes are required. In this chapter, we only consider the two-

dimensional product codes that are constructed from the same length non-binary             

Figure 4.1: A general structure for a two-dimensional product code 

𝑁  

𝑁  
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(     ) SPC codes and their check on check symbol is punctured. This means that every 

row and column of message data has only one parity-check symbol. The minimum Hamming 

distance of this code is three and it is depicted in Figure 4.2. We denote this code as      

(          ) . 

 

 

                                       are the message symbols,      

   
              are the row parity-check symbols and     

 
              are the column 

parity-check symbols. The parity-check equations are given by  

 

                   
                                                                                     (   ) 

                   
 
                                                                                    (   ) 

 

If the    operation is defined over    then the resulting SPC product code is defined 

over   , and if the   operation is defined over    then the resulted SPC product code is 

defined over   . Both (    ) and (    ) are commutative group, therefore, they are close 
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Figure 4.2: Two-dimensional SPC product code 
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under addition operation and subsequently, we have    
                            

and     
 
                          . 

 

4.3. Turbo decoding of non-binary SPC code 
 

Let   be a (          )  2D-SPC product code as it is depicted in Figure 4.2 and 

  (                ) be any codeword of code  . The codewords are transmitted over 

a discrete-time, memoryless, noisy channel and the soft decision received sequence          

  (                ) corresponding to a transmitted codeword is available at the 

decoder. Without loss of generality, all codewords are assumed to be in systematic format 

such that the first    symbols of each codeword are information symbols and the remaining 

   symbols are the parity-check symbols. Each information symbol                  

involves a horizontal (     ) SPC constituent code that is denoted by    and a vertical 

(     ) SPC constituent code that is denoted by   . Let     (  
    

      
 ) be any 

codeword of code    where its lth (     ) element is the information symbol   , 

  
     , and     (  

 
   

 
     

 
) be any codeword of code    where its nth (     ) 

element is the information symbol   ,   
 
   . Moreover, the soft decision received 

sequence that corresponds to    is denoted by    (  
    

      
 ) and the soft decision 

received sequence that corresponds to    is denoted by    (  
 
   

 
     

 
) and it is obvious 

that by knowing  , the values for   and    are known. 

From Chapter 2, we know that vector of log-likelihood ratios (LLR)                      

    {            } for the information symbols                      of code 

  can be calculated from      that is defined as 
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and the hard decision is made by   ̂                     {    } . Since   is defined as the 

(          )  2D-SPC product code and    involves in only two parity-check 

equations, we have 
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The information symbols are mutually independent and equiprobable, therefore, for 

any      and       the sequence of random variables (       
 )  is independent from 

the sequence of random variables (  |    
 
). Therefore, 
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The MAP decision for the symbol    of code   can be made by 

 ̂                     {    } and since the information symbols are assumed to be 

equiprobable, the MAP decision is equivalent to the maximum-likelihood decision for the 

symbol   . 

The block diagram of the turbo decoder for the 2D-SPC-TP codes is shown in Figure 

4.3. In a turbo decoder, the soft-output value for each dimension is calculated from the 

channel information and the extrinsic information shared by the other dimension. This means 

that the soft-output value of one dimension is shared with the other dimension so that it can 

be used as extrinsic information in the next iteration. Once both dimensions are decoded, the 

decoding iteration is complete. This algorithm can be repeated as many times as required. 

However, after the first iteration, the parity-check equations are statistically dependent and 
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therefore, (4.10) is no longer valid and the maximum value of the summation of a symbol’s 

LLR values over its two dimensions cannot be considered as the maximum-likelihood value 

for that symbol. However, the comparison between the simulation result and the asymptotic 

performance bound for the maximum-likelihood decoding of a 2D-SPC product code shows 

that the performance of a 2D-SPC product code is improved by iterative decoding algorithm. 

 

 

 

In this section, three different iterative decoding algorithms for decoding the 2D-SPC-

TP codes are presented. These algorithms differ in the way that the SISO component 

decoders are realized. In the first algorithm, which in this chapter is referred to as 

Algorithm  , the SISO component decoders are constructed based on direct implementation 

of the optimal APP algorithm. In the second algorithm, which we call it as Modified-

Algorithm    (MA  ), the SISO component decoders are constructed based on the sub-

optimal max-log-APP decoding algorithm. Finally, the SISO component decoders for the 

third algorithm, which in this chapter we call it as Algorithm   , are constructed from the 

optimal APP decoding algorithm based on Fourier transform. Both Algorithm   and 

algorithm MA   can be used for any 2D-SPC-TP codes, while the Algorithm    can be 

implemented only for the 2D-SPC-TP codes defined over   .  

Figure 4.3: Turbo decoder for the 2D-SPC-TP code 
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4.3.1. Algorithm   

 

In this algorithm, the SISO decoders are implemented based on direct implementation 

of the APP algorithm, therefore this algorithm can be used for decoding any non-binary SPC 

constituent code.  From Chapter 3 we know that the LLR value for the information symbol                          

                     can be calculated from 
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Therefore, the LLR value for the horizontal dimension is calculated by 
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and the LLR value for the vertical dimension is calculated by 
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and an iterative decoding algorithm can be implemented as follows: 

1. Initialization: The algorithm begins by calculating     
  and     

  from (4.12) and 

(4.13) respectively. Since the information symbols are assumed to be equiprobable, 

the a priori LLR values for all symbols are taken as zero in the calculations of the 

first iteration. Therefore, { 
  

 (  
 
)     

 (  
 )             } and        

{  (  )                           }.  

2. Decode each dimension: From the second iteration onwards, the a priori LLR 

values for the symbols of one dimension are substituted by the previously calculated 

LLR values for those particular symbols from the other dimension. Therefore,      
  

is calculated by using the extrinsic information provided by the vertical dimension 

and      
  is calculated by using the extrinsic information provided by the horizontal 

dimension. The extrinsic information provided by the vertical dimension for each 

iteration are the values of {    
 

                        }, which are 

calculated in the previous iteration and are substituted for                         

{   
 (  

 )           } in the current iteration in order to calculate     
 . 

Similarly, the extrinsic information provided by the horizontal dimension for each 

iteration are the values of {    
                         }, which are 

calculated in the previous iteration and are substituted for                       

{ 
  

 (  
 
)           } in the current iteration in order to calculate     

 . 

3. Iteration: Step 2 can be repeated as many times as required and eventually a hard 

decision for the information symbol                      is made by          

 ̂                     {    
      

 
 } . 

 

4.3.2. Modified-Algorithm    

 

The SISO decoders for Algorithm   are implemented based on direct implementation 

of the APP algorithm. For reducing the computational complexity of the APP decoding 

algorithm, the component decoders can be constructed based on sub-optimal APP algorithms 
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such as max-log-MAP [65,72], but employing the sub-optimal decoding algorithms, 

degrades the bit (or symbol) error rate performance of a code. However, this is not always 

the situation and as it is shown in [49], the performance of LDPC codes whose Tanner graph 

contains many short cycles improves using sub-optimum decoding algorithms. 

The SISO decoders for MA-   are implemented based on max-log-APP algorithm, 

which is a sub-optimal algorithm. Therefore, the computational complexity of MA-   is less 

than the computational complexity of algorithm  . Since the Tanner graph for 2D-SPC-TP 

codes contains many short cycles, the performance of the 2D-SPC-TP codes might be 

improved using this sub-optimum component decoder. The simulation results, which are 

presented in the next section, show that 2D-SPC-TP codes perform better using MA-   

decoding algorithm. Similar to algorithm  , the MA-   can also be used for any non-binary 

SPC code.  The LLR value for the horizontal dimension is calculated by 
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and the LLR value for the vertical dimension is calculated by 
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and an iterative decoding algorithm can be implemented as follows: 
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1. Initialization: The algorithm begins by calculating     
  and     

  from (4.14) and 

(4.15) respectively. Since the information symbols are assumed to be equiprobable, 

the a priori LLR values for all symbols are taken as zero in the calculations of the 

first iteration. Therefore, { 
  

 (  
 
)     

 (  
 )             } and        

{  (  )                           }.  

2. Decode each dimension: From the second iteration onwards, the a priori LLR 

values for the symbols of one dimension are substituted by the previously calculated 

LLR values for those particular symbols from the other dimension. Therefore,      
  

is calculated using the extrinsic information provided by the vertical dimension and  

    
  is calculated using the extrinsic information provided by the horizontal 

dimension. The extrinsic information provided by the vertical dimension for each 

iteration are the values of {    
 

                        }, which are 

calculated in the previous iteration and are substituted for                         

{   
 (  

 )           } in the current iteration in order to calculate     
 . 

Similarly, the extrinsic information provided by the horizontal dimension for each 

iteration are the values of {    
                         }, which are 

calculated in the previous iteration and are substituted for                       

{ 
  

 (  
 
)           } in the current iteration in order to calculate     

 . 

3. Iteration: Step 2 can be repeated as many times as required and eventually a hard 

decision for the information symbol                      is made by          

 ̂                     {    
      

 
 } . 

 

4.3.3. Algorithm    

 

In this algorithm, the SISO decoders are constructed from the optimal APP decoding 

algorithm based on Fourier transform. As it was mentioned in Chapter 2, for a high-rate 

linear block code defined over     the minimal-storage APP decoding algorithm can be 

achieved by using the APP decoding algorithm that is implemented based on the code’s dual 

space. Therefore, for the SPC codes defined over    , which are high-rate codes, the 
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minimal-storage APP decoding algorithm is implemented based on the codes’ dual space. 

Furthermore, we showed that by using the concept of Fourier transform, the computational 

complexity of the dual implementation of the APP decoding algorithm is reduced. The idea 

of using Fourier transform for decoding codes can also be found in decoding of the LDPC 

codes [51-54]. However, in LDPC codes, the Fourier transform is used to convert the 

convolution operation into multiplication operation and thus, simplify the decoding 

algorithm, while in this section, we use the concept of Fourier transform to avoid the 

repetitive calculation and reduce the computational complexity of the decoding algorithm. 

This algorithm can be used only for decoding the non-binary SPC codes that are defined over 

  . 

From Chapter 3 we know that the LLR value based on Fourier transform for the 

horizontal dimension is calculated by  
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and the LLR value for the vertical dimension is calculated by 
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and an iterative decoding algorithm can be implemented as follows: 

1. Initialization: The algorithm begins by calculating     
  and     

  from (4.16) and 

(4.17) respectively. Since the information symbols are assumed to be equiprobable, 
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the a priori LLR values for all symbols are taken as zero in the calculations of the 

first iteration. Therefore, {  (  
 
)    (  

 )                     } 

and        {  (  )                           }.  

2. Decode each dimension: From the second iteration onwards, the a priori LLR 

values for the symbols of one dimension are substituted by the previously calculated 

LLR values for those particular symbols from the other dimension. Therefore,      
  

is calculated using the extrinsic information provided by the vertical dimension and  

    
  is calculated using the extrinsic information provided by the horizontal 

dimension. The extrinsic information provided by the vertical dimension for each 

iteration are the values of {    
 

                        }, which are 

calculated in the previous iteration and are substituted for                         

{   
 (  

 )           } in the current iteration in order to calculate     
 . 

Similarly, the extrinsic information provided by the horizontal dimension for each 

iteration are the values of {    
                         }, which are 

calculated in the previous iteration and are substituted for                       

{ 
  

 (  
 
)           } in the current iteration in order to calculate     

 . 

3. Iteration: Step 2 can be repeated as many times as required and eventually a hard 

decision for the information symbol                      is made by          

 ̂                     {    
      

 
 } . 

 

4.4. Simulation results 
 

In this section, the simulation results for the 2D-SPC-TP codes are presented. It is 

assumed that all codewords are modulated by binary phase-shift keying (BPSK) modulation 

scheme and are transmitted over a binary input AWGN channel with double-sided noise 

power spectral density of  
  

 
 . Therefore, the symbols need to be mapped to bipolar 

sequences as 
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                      ̅   (  
    

       
 )               ̅   (   

    
       

 )                          (    ) 

                  

where  ̅   is the corresponding binary sequence for the symbol     such that                           

   
                 and  ̅   is the corresponding bipolar sequence for the symbol     

such that     
     

              and the length of both sequences are equal to 

         For example: 

  

                ̅   (       )                             ̅   (         )                            

                     

We assume that at the receiver side, the sequence   ( ̅   ̅     ̅       ) is 

received. The noise vector is represented by   ( ̅   ̅     ̅       ), where                

 ̅   (   
     

      
 ) is the corresponding noise sequence for the bipolar sequence of the 

symbol    . Therefore,        and  ̅    ̅     ̅  . Since the codewords are transmitted 

over an AWGN channel, the noise is independent from transmitted symbol and                                        

   
                     are zero-mean, identically, independent distributed 

(i.i.d.) Gaussian random variables with variance     
  

 
. Therefore, the LLR for the 

conditional random variable (     ) is calculated as 
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where   ̅ and  ̅ are the corresponding bipolar sequences for   and   respectively and ‖ ‖ 

denotes the norm of the vector  .  
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where   represents the inner product between the two vectors. Since the energy of all 

symbols are equal, ‖ ̅‖  ‖ ̅‖  and after cancelling out the common factors we have 

 

  (     )  ∑
(    )  

 

  

 

   

                                                                                                          (    ) 

 

where    is the jth
 component of  ̅ and   

  is the jth
 component of  ̅ . The formula given in 

(4.21), is used to calculate the LLR values of the conditional random variables in (4.12)-

(4.17). 

The performance of the (     )  2D-SPC-TP code that is defined over    and is 

decoded by Algorithm  , is depicted in Figure 4.4 and it is shown that the iterative decoding 

improves the performance of the code. This improvement can be explained from the mutual 

information that exists between the two dimensions. However, as it is observed, the code 

performance converges after two iterations and further iterations after convergence has less 

effect on the performance of the code. This is because after certain number of iterations, the 

two dimensions become so correlated that the mutual information between them has less 

effect on their decoding outcomes. Therefore, having more iteration after convergence does 

not improve the performance of the code and is not required. The effect of number of 

iterations on algorithm MA-   and Algorithm    is shown in Figures 4.5 and 4.6 respectively 

and as it is seen, two iterations for decoding a 2D-SPC-TP code is sufficient. 
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Figure 4.4: Effect of iteration on the performance of the (     )  2D-SPC-TP code that is 

defined over    and is decoded by Algorithm   
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Figure 4.5: Effect of iteration on the performance of the (     )  2D-SPC-TP code that is 

defined over    and is decoded by algorithm MA-  
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The simulation results for the performance of a 2D-SPC-TP code under different 

iterative decoding algorithms are presented in Figures 4.7 and 4.8. In Figure 4.7, the 

performance of the (       )  2D-SPC-TP code that is defined over    and is separately 

decoded by Algorithm   and algorithm MA-  , is presented. By comparing the code 

performance under different decoding algorithms, the decoders’ performance can be 

compared. The code performance is also compared with the maximum-likelihood decoding 

asymptotic bound for the (       )  2D-SPC product code, which is calculated in Chapter 

5. As it is seen, Algorithm   performs better than algorithm MA-  for the small signal-to-

noise-ratios (SNR); and for large SNRs, turbo decoders in general outperform the maximum-

likelihood decoders. 

 

Figure 4.6: Effect of iteration on the performance of the (     )  2D-SPC-TP code that is 

defined over    and is decoded by Algorithm    
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In Figure 4.8, the performance of the (       )  2D-SPC-TP code that is defined over 

   and is separately decoded by Algorithm  , algorithm MA-   and Algorithm    is presented. 

Similar to the 2D-SPC-TP codes defined over   , for large SNRs, turbo decoders perform 

better than the maximum-likelihood decoder for decoding the 2D-SPC codes defined over 

  . Also it can be seen that the performance of the code under decoding Algorithm   and 

decoding Algorithm   , which both have optimal SISO component decoders, is the same and 

despite using suboptimal SISO component decoders in algorithm MA-  , the code 

performance under this decoding algorithm improves. However, as it is shown in Chapter 3, 

the computational complexity of algorithm MA-   which is almost the same as the 

computational complexity of Algorithm   is much greater than the computational complexity 

of Algorithm   .   

Figure 4.7: The performance of the (       )  2D-SPC-TP code that is defined over    

and is decoded by different iterative decoding algorithms after two iterations 
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In Figures 4.7 and 4.8, the performance of the (       )  2D-SPC-TP under different 

iterative decoding algorithms is compared with the maximum-likelihood decoding 

asymptotic bound for the (       )  2D-SPC product code. However, the comparison 

between the simulation results and the asymptotic performance bound for the maximum-

likelihood decoding of a 2D-SPC product code shows that the performance of a 2D-SPC 

product code under iterative decoding algorithm does not approach the asymptotic bound, 

yet it is improved by iterative decoding algorithm. This can be explained from the fact that 

after the first iteration, the parity-check equations are statistically dependent and therefore, 

the summation of a symbol’s LLR values over the two dimensions of the 2D-SPC codes 

cannot be considered as the maximum-likelihood value for that symbol. This is shown in 

Figure 4.9, by comparing the performance of the (       )  2D-SPC-TP code that is defined 

Figure 4.8: The performance of the (       )  2D-SPC-TP code that is defined over    

and is decoded by different iterative decoding algorithms after two iterations  
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over    and is decoded by MA-I iterative decoding algorithm. As it is seen, the performance 

of the code which is decoded with only one iteration, approaches the maximum-likelihood 

asymptotic bound, while the performance of the code, which is decoded with two iterations 

diverges from the asymptotic bound. 

 

 

The performance of the (       )  2D-SPC-TP code that is defined over different 

field orders is presented in Figure 4.10. The results are compared with the asymptotic bound 

of the maximum-likelihood decoding algorithm for (       )  2D-SPC product code. These 

codes are decoded by algorithm MA-  after two iterations. As it is observed, the performance 

of the (       )  2D-SPC-TP codes defined over     is almost the same for different field 

orders. This is because the addition over      is a bitwise operation and a 2D-SPC-TP code 

defined over      performs like a p-fold binary 2D-SPC-TP code, where each binary code is 

Figure 4.9: The performance of the (       )  2D-SPC-TP code that is defined over    

and is decoded by algorithm MA-  with different number of iterations  
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separately implemented over an AWGN channel with double-sided noise power spectral 

density of    

 
 . However, the simulation result shows different outcome for the (       )  

2D-SPC-TP codes defined over    . 

 

 

 

The performance of the (       )  2D-SPC-TP code defined over different ring of 

integer modulo-q is presented in Figure 4.11 and the performance is compared with the 

asymptotic bound for the maximum-likelihood decoding algorithm for (       )  2D-SPC 

product code. These codes are decoded by algorithm MA-  after two iterations. It can be 

observed that unlike the (       )  2D-SPC-TP codes defined over finite fields, the 

performance of the (       )  2D-SPC-TP codes defined over ring of integer modulo-q 

Figure 4.10: The performance of the (       )𝑞 2D-SPC-TP code that is defined over  𝑞 

and is decoded by algorithm MA-  after two iterations  
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improves over higher order rings. This can be explained by the minimum distance property 

of the 2D-SPC product codes that is presented in Chapter 5. 

 

 

 

In Figure 4.12, the performance of the (       )  2D-SPC-TP code defined over    is 

compared with the performance of the (       )  2D-SPC-TP code that is defined over   . 

Both codes are decoded by algorithm MA-  after two iterations. As it is observed, the 2D-

SPC-TP code defined over     performs better than the same 2D-SPC-TP code that is 

defined over   . Therefore, the 2D-SPC-TP codes over    are not just better choices from 

the decoding perspective but also their performance is better than the same codes defined 

over   . The performance of both codes is compared with the asymptotic bound for the 

Figure 4.11: The performance of the (       )𝑞 2D-SPC-TP code that is defined over  𝑞 

and is decoded by algorithm MA-  after two iterations  
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maximum-likelihood decoding algorithm. It is shown in Chapter 5 that the (       )  code 

defined over    and the (       )  code defined over    have the same asymptotic bound 

for the maximum-likelihood decoding algorithm. 

 

 

 

It is known from (4.5) that by increasing the length of the constituent SPC codes, the 

rate of 2D-SPC-TP code becomes closer to one. In Table 4.1, the parameters for three 

different 2D-SPC-TP codes are given and in Figure 4.13, the performance of these codes is 

compared with each other. All the 2D-SPC-TP codes are defined over    and are decoded by 

algorithm MA-  after two iterations. 

 

Figure 4.12: Comparison between the performance of the (       )  2D-SPC-TP code 

defined over    and   . The codes are decoded by algorithm MA-  after two iterations  
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Table 4.1 
Code parameters for different rate 2D-SPC-TP codes  

 
 

SPC Constituent Code Resulted 2D-SPC-TP Code Code Rate 

(   )  (      )      

(   ) (       )       

(   ) (       )       

 

 

 

 

Figure 4.13: Comparison between the performance of different rate 2D-SPC-TP codes 

defined over    and decoded by algorithm MA-  after two iterations  
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As it is seen, by increasing the length of the 2D-SPC-TP code and subsequently 

increasing its coding rate, the performance of the code is improved. This can be explained 

with the maximum-likelihood decoding asymptotic bound for the 2D-SPC product code, 

which improves with increasing the code rate. Furthermore, the simulation results show that 

compared with maximum-likelihood asymptotic bound, the performance of a 2D-SPC 

product code improves under iterative decoding algorithm. Therefore, it can be concluded 

that the performance of a non-binary 2D-SPC-TP code improves by increasing its code rate 

and the non-binary 2D-SPC-TP codes have the potential to be used for the applications, 

which high-coding rate non-binary codes are required.  

 

4.5. Conclusion 
 

In this chapter, we studied the two-dimensional, non-binary SPC turbo product      

(2D-SPC-TP) codes. A turbo product code is a product code that is decoded by a SISO 

iterative decoding algorithm. For constructing the 2D-SPC-TP codes, we considered the non-

binary SPC constituent codes that are defined over,      as well as the non-binary SPC 

constituent codes that are defined over   . 

Furthermore, three different iterative decoding algorithms for decoding the              

2D-SPC-TP codes were presented and the performance of the codes over an AWGN channel 

was studied. It was shown that after the first iteration, the iterative decoders cannot be 

considered as a maximum-likelihood decoder, however, the comparison between the 

simulation result and the asymptotic performance bound for the maximum-likelihood 

decoding of a 2D-SPC product code shows that the performance of a 2D-SPC product code 

is improved by iterative decoding algorithm. The three proposed iterative decoding 

algorithms differ in the way that the SISO component decoders are realized. In Algorithm  , 

the SISO component decoders are constructed based on direct implementation of the optimal 

APP algorithm. In Modified-Algorithm   (MA  ), the SISO component decoders are 

constructed based on the sub-optimal max-log-APP decoding algorithm and finally, the 

SISO component decoders for Algorithm   , are constructed from the optimal APP decoding 

algorithm based on Fourier transform. Both Algorithm   and algorithm MA   can be used 
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for any 2D-SPC-TP codes, while the Algorithm    can be implemented only for the 2D-SPC-

TP codes defined over   . 

The simulation results showed that regardless of the field’s order, the performance of 

the 2D-SPC-TP codes defined over     remains the same for different field orders, yet the 

performance of the 2D-SPC-TP codes defined over     improves over higher order rings. 

Moreover, it was shown that the non-binary 2D-SPC-TP codes have the potential to be used 

for the applications, where high-coding rate non-binary codes are required. 
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CHAPTER 5 

PERFORMANCE ANALYSIS 
 

 

 

 

 

 

5.1. Introduction 
 

In this chapter, the performance analysis for single parity-check (SPC) codes and two-

dimensional SPC (2D-SPC) product codes is discussed. The performance of a code is 

measured by the probability that a received sequence is decoded to a codeword different 

from the transmitted codeword. Therefore, the code performance is related to the distance 

property between codewords. In a linear block code, it can be shown that all codewords have 

the same set of distances from each other [85]. Therefore, the distance property between any 

selected codeword and the rest of codewords of a linear block code is the same as the 

distance property between the all-zero codeword and other codewords of that code. 

This chapter is organized as follows. In Section 5.2 the performance bounds for SPC 

codes and 2D-SPC product codes are presented. We then in Section 5.3 study the minimum 

distance property of non-binary SPC codes and non-binary 2D-SPC product codes. The final 

section concludes this chapter. 
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5.2. Performance bound 
 

For calculating the performance bound of a non-binary linear block code, we can 

assume that an error occurs when the all-zero codeword,  , is transmitted and at the receiver, 

it is decoded to a non-zero codeword   ̂ . This probability is shown with     ̂ 
. From the 

union bound, we have 

 

    ∑     ̂ 

  ̂   

  ̂   

                                                                                                                             (   ) 

 

where     is the symbol-error rate. In [85], the theoretical upper bound for the symbol-error 

probability of a code, when the codewords are transmitted over a binary input memoryless 

channel and the received sequences are coherently detected and decoded by a maximum-

likelihood decoding algorithm is given as 

 

    ∑ ∑
 

 
      (

   

  
  )

 

   

 

      

                                                                                              (   ) 

 

where  

  is the code length. 

  is the code dimension. 

     is the code minimum Hamming distance. 

     is the number of codewords with output weight   that are associated with an input 

sequence of weight  . 
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  is the code rate. 

  

  
 is the signal to noise ratio per bit. 

 ( ) is the pairwise symbol-error probability function. 

 

In [85], the pairwise bit-error probability function for two binary codewords that are 

different in   positions is given as (5.3). It is assumed that the codewords are modulated by 

binary phase-shift keying (BPSK) modulation scheme and are transmitted over an additive 

white Gaussian noise (AWGN) channel with double-sided noise power spectral density of 

 
  

 
 .  

 

 (
   

  
  )   (√

     

  
)                                                                                                         (   ) 

 

SPC codes and 2D-SPC product codes are linear block codes and their performance 

bounds can be calculated from (5.2). In this research, we consider SPC codes and 2D-SPC 

product codes that are defined either over finite field of order     , or over finite ring of 

integer modulo-      However, we do not make any use of non-binary modulation 

techniques. Therefore, the codewords’ symbols are mapped to binary sequences and 

subsequently are modulated by BPSK modulation scheme. The codewords are then 

transmitted over a binary input AWGN channel with double-sided noise power spectral 

density of  
  

 
. Therefore, under these conditions, the corresponding pairwise bit-error 

probability function,  ( ), for the all-zero codeword and an arbitrary codeword                 

  (            ) that has   non-zero elements is equal to 
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 (
   

  
  )   

(

 √
    

  
∑  (  ̅)

 

   
)

                                                                                      (   ) 

 

where   ( ) represents the Hamming weight of a binary sequence and   ̅ denotes the binary 

sequence corresponded to the symbol   . By substituting (5.4) in (5.2) we have 
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From (5.5) the upper bound for the bit-error rate (BER) of non-binary SPC codes and 

non-binary 2D-SPC product codes can be calculated. Let   be a non-binary (K+1,K) SPC 

code that is either defined over finite field of order     , or defined over finite ring of 

integer modulo-    . The minimum distance of code   is two and it occurs in the 

codewords with only one non-zero information symbol and subsequently, one non-zero 

parity-check symbol. Therefore, we have 
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For the large signal-to-noise-ratios (SNR), the term corresponding to the minimum 

distance becomes the dominating term and therefore, 
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where, depending on the definition of the code,   is the addition defined over    or    then 

   is the additive inverse of   such that       . For non-binary SPC codes 

                (  ( ̅)    (  ̅̅ ̅̅ ))   ; for example for an SPC code defined over     (  

is any positive integer) this may occur for     and for an SPC code defined over     this 

may occur for   
 

 
. Therefore, the BER asymptotic bound for non-binary SPC codes can be 

calculated as 

 

      (√ (
 

   
)
  

  
)                                                                                                          (   ) 

 

For 2D-SPC product codes, the asymptotic bound can be calculated in a similar way. 

Let   be a (          )  2D-SPC product codes that is constructed from the same 

length non-binary (     ) SPC codes and the check on check symbol is punctured.   is 

either defined over     or defined over     and the minimum Hamming distance for   is 3. 

Therefore, from (5.5) we have  



Chapter 5. Performance Analysis 93 

 

    ∑ ∑
  (  ̅)

  
        

(

 √ (
  

     
)

  

  
∑  (  ̅)

 

   
)

 

   

   

     

   

                                 (   ) 

  

and for the large SNRs we have 
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where                 (  ( ̅)    (  ̅̅ ̅̅ )    (  ̅̅ ̅̅ ))   . Therefore, the BER asymptotic 

bound for a 2D-SPC product code that is constructed from the same length (     ) SPC 

codes and its check on check symbol is punctured is calculated as 
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5.3. Minimum distance property  
 

As previously mentioned, the performance of a code is related to its distance property. 

In this section, we study the minimum distance property of non-binary SPC codes and non-
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binary 2D-SPC product codes. Since in this research we do not make any use of non-binary 

modulation techniques, the minimum distances are considered for the codes where the 

symbols are replaced by corresponding binary sequences. Therefore, as it was discussed in 

the previous section, the number of non-zero bits in a minimum-weight SPC codeword is 

  ( ̅)    (  ̅̅ ̅̅ ) and the number of non-zero bits in a minimum-weight 2D-SPC codeword 

is   ( ̅)    (  ̅̅ ̅̅ )    (  ̅̅ ̅̅ )  where              . The bit weight spectral for the 

minimum-weight codeword of non-binary SPC codes and the minimum-weight codeword of 

non-binary 2D-SPC product codes are depicted in Figures 5.1 and 5.2 respectively, which for 

each code, the bit weight spectral for the code when it is defined over     is compared with 

the bit weight spectral for that code when it is defined over    . 

As it is seen, by defining the codes over    , the weight spectral becomes denser in the 

middle part. This means that compared with the codes defined over   , the lower-weight 

codewords of the codes defined over     are shifting towards higher-weight codewords. 

Similar phenomenon occurs in turbo codes and in the literature about turbo codes; it has been 

termed as spectral thinning. 

The spectral thinning in non-binary SPC codes and non-binary 2D-SPC product codes 

has no effect on the minimum distance of the code, however, it reduces the multiplicities of 

the low-weight codewords. It is seen from Figures 5.1 and 5.2 that the spectral thinning 

becomes more vivid over higher order rings. Therefore, we expect that non-binary SPC 

codes and non-binary 2D-SPC product codes defined over    have better performance 

compared with the same codes defined over a finite field of order   and by increasing the 

order of the ring, the performance of the code improves. This is also confirmed by the 

simulation results that were presented in Chapter 3 and Chapter 4. 
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Figure 5.1: Comparison between the bit weight spectral for a minimum-weight codeword of 

an SPC code defined over    and    .   (                ) 
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Figure 5.2: Comparison between the bit weight spectral for a minimum-weight codeword of a 

2D-SPC code defined over    and    .   (                ) 
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5.4. Conclusion  
 

In this chapter, the performance analysis for SPC codes and 2D-SPC product codes is 

discussed. We showed that the performance of a code is related to the distance property 

between codewords. It is shown that the performance asymptotic bound for a non-binary 

SPC code defined over     is the same as that for a non-binary SPC code defined over    .  

Moreover, it is shown that the performance asymptotic bound for a non-binary 2D-SPC code 

is also the same as that of the codes defined over     and the codes defined over    . 

Furthermore, we studied the minimum distance property of non-binary SPC codes and non-

binary 2D-SPC product codes and we showed that by defining the codes over    , the weight 

spectral becomes denser in the middle part and compared with the codes defined over   , the 

lower-weight codewords of the codes defined over     are shifting towards higher-weight 

codewords. This phenomenon becomes more vivid over higher order rings and therefore, the 

performance improvement of the SPC and 2D-SPC product codes over higher order rings 

can be explained by this phenomenon. 
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CHAPTER 6 

CONCLUSION 
 

 

In this thesis a method for designing moderate to high coding rate, non-binary 

compound codes was proposed. These compound codes were constructed from a 

combination of non-binary single parity-check (SPC) codes and were iteratively decoded 

based on soft-input soft-output (SISO) decoding of their constituent codes. 

The major forward error correcting codes used in the wireless communication systems 

were presented in Chapter 1. Turbo codes and turbo-like codes as the two important classes 

of capacity-approaching codes were briefly introduced and the reasons for their 

extraordinary performance were discussed. It became clear that low-complexity, high-rate 

coding schemes are essential for mobile communication systems and we showed that the 

existing good-performance low-density parity-check (LDPC) and turbo codes are mostly 

low-rate and, due to their long block size, are computationally complicated codes to be 

encoded and decoded. Therefore, designing small or medium block size good-performance, 

high-rate codes for mobile communication systems is required. Furthermore, different 

coding schemes were discussed, and it was explained that non-binary SPC concatenated 

codes with average-density parity-check matrices have the potential to be considered as the 

coding schemes for mobile communication systems. The motivation for this research was 

given and an overview of the thesis was presented. The original contributions of this thesis 

and the publications resulting from this research were listed. 

In Chapter 2, the optimal a posteriori probability (APP) decoding algorithms were 

studied. Since turbo-like compound codes are decoded iteratively and the soft reliability 

information is repeatedly exchanged between their constituent codes, designing SISO 

decoding algorithms for decoding the constituent codes is required. An optimal SISO 

component decoder is constructed from an optimal APP decoder. However, the 
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computational complexity and the amount of memory requirement for calculating the 

symbol’s APP values, based on standard ways, are often prohibitive in many practical 

applications. Therefore, we presented some modifications on the APP decoding algorithm to 

reduce its amount of memory requirement and computational complexity, and to make it a 

more feasible algorithm to be used for decoding non-binary codes. SPC codes are high-rate 

codes therefore we concentrated more on optimizing the optimal decoding algorithm for a 

high-rate code. We showed that by defining codes over finite ring of integer modulo-q, 

    the amount of memory requirement for decoding a high-rate code could be minimized. 

Moreover, we used the concept of Fourier transform to reduce the computational complexity 

of the minimal-storage APP decoding algorithm for a high-rate code defined over   . Based 

on this algorithm, the discrete Fourier transform (DFT) vectors are employed to limit the 

repetitive calculations. Compared with the minimal-storage APP decoding algorithm for a 

high-rate code defined over   , the memory requirement of the DFT based APP decoding 

algorithm is slightly increased, but its computational complexity is reduced by the factor of 

q. 

Despite the simplicity and weak performance of SPC codes, many good-performance 

codes are constructed from concatenation of binary SPC codes. These concatenated codes 

are decoded by SISO iterative decoding algorithms that repeatedly exchange the soft 

information between the SPC constituent codes. Non-binary codes can also be constructed 

from concatenation of non-binary SPC constituent codes. Therefore, implementing SISO 

decoding algorithms for decoding non-binary SPC codes is required. In Chapter 3, the 

structure and decoding of non-binary SPC codes were studied. We considered the non-binary 

SPC codes that are defined over finite field of order q,      as well as the non-binary SPC 

codes that are defined over   . Moreover, two different optimum APP decoding algorithms 

for decoding non-binary SPC codes were presented and it was shown that the computational 

complexity and the amount of memory requirement for APP decoding of an SPC code 

defined over      is reasonably small. Therefore, non-binary SPC codes defined over    are 

good options to be used as constituent codes in concatenated structures. 

In Chapter 4, the two-dimensional SPC (2D-SPC) product codes that are decoded by 

SISO iterative decoding algorithms were studied and we referred to them as the two-

dimensional, non-binary SPC turbo product (2D-SPC-TP) codes. We considered the non-
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binary SPC constituent codes that are defined over,      as well as the non-binary SPC 

constituent codes that are defined over   . Three different iterative decoding algorithms for 

decoding the 2D-SPC-TP codes were presented and the performance of the codes over an 

AWGN channel was studied. The simulation result showed that the performance of the 2D-

SPC product code is improved by iterative decoding. Moreover, it was shown that regardless 

of the field’s order, the performance of the 2D-SPC-TP codes defined over     remains the 

same, yet the performance of the 2D-SPC-TP codes defined over     improves over higher 

order rings. Furthermore, we showed that the performance of the 2D-SPC-TP codes defined 

over     improves with code-rate and therefore, the non-binary 2D-SPC-TP codes have the 

potential to be used for the applications, where high-coding rate non-binary codes are 

required. 

In Chapter 5, the performance analysis for SPC codes and 2D-SPC product codes was 

discussed and we showed that the bit-error rate (BER) asymptotic bound for a non-binary 

SPC code defined over     is the same as that for a non-binary SPC code defined over    .  

Moreover, it was shown that the BER asymptotic bound for a non-binary 2D-SPC code is 

also the same for the codes defined over     and the codes defined over    . Furthermore, 

we studied the minimum distance property of non-binary SPC codes and non-binary 2D-SPC 

product codes and we showed that by defining the codes over    , the weight spectral 

becomes denser in the middle part, which compared with the codes defined over   , the 

lower-weight codewords of the codes defined over     are shifting towards higher-weight 

codewords. This phenomenon becomes more vivid over higher order rings, which explains 

the performance improvement for the SPC and 2D-SPC product codes over higher order 

rings. 

In general, two issues are important in designing compound codes. One is the 

codeword-weight-distribution of the code, and the other is the structure of the decoder. The 

multiplicity of the minimum weight codewords in a well-designed compound code needs to 

be reduced and the SISO iterative decoding algorithm needs to be simple so that the 

decoding latency can be avoided in the system. We showed that these two conditions could 

be more satisfied by using SPC constituent codes defined over     compared with using SPC 

constituent codes that are defined over   . 
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