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Abstract— Chronological age estimation is crucial labour
in many clinical procedures, where the teeth have proven
to be one of the best estimators. Although some methods
to estimate the age from tooth measurements in orthopan-
tomogram (OPG) images have been developed, they rely
on time-consuming manual processes whose results are
affected by the observer subjectivity. Furthermore, all those
approaches have been tested only on OPG image sets of
good radiological quality without any conditioning dental
characteristic. In this work, two fully automatic methods
to estimate the chronological age of a subject from the
OPG image are proposed. The first (DANet) consists of
a sequential Convolutional Neural Network (CNN) path to
predict the age, while the second (DASNet) adds a second
CNN path to predict the sex and uses sex-specific features
with the aim of improving the age prediction performance.
Both methods were tested on a set of 2289 OPG images of
subjects from 4.5 to 89.2 years old, where both bad radiolog-
ical quality images and images showing conditioning dental
characteristics were not discarded. The results showed
that the DASNet outperforms the DANet in every aspect,
reducing the median Error (E) and the median Absolute
Error (AE) by about 4 months in the entire database. When
evaluating the DASNet in the reduced datasets, the AE
values decrease as the real age of the subjects decreases,
until reaching a median of about 8 months in the subjects
younger than 15. The DASNet method was also compared to
the state-of-the-art manual age estimation methods, show-
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ing significantly less over- or under-estimation problems.
Consequently, we conclude that the DASNet can be used
to automatically predict the chronological age of a subject
accurately, especially in young subjects with developing
dentitions.

Index Terms— Deep learning, panoramic images, chrono-
logical age, dental age, forensic age.

I. INTRODUCTION

HRONOLOGICAL age estimation is a key task in a

variety of scenarios: in forensics to estimate the age
of a corpse; in trials where the age of the defendant is
unclear because of a suspicion that he/she is lying or there
is an absence of clarifying documentation; in migration man-
agement to assess if a migrant is, or is not, an adult; and
in adoption processes to determine the estimated age of
undocumented children. A skeletal analysis is one of the
best methods for estimating age, especially in children and
teenagers, with the most reliable body indicators being the
hand-wrist area and the teeth. The hand-wrist as a manual
tool for estimating age has been studied for many years
and is described in a number of publications [1]-[3], as are
some automated methods [4], [5]. Meanwhile, although the
development of the teeth is reportedly dependent on race, this
is affected less by environmental factors. This means that
any variability is reduced during growth, as highlighted in
established research [6]-[9].

The relevant literature describes several methods for con-
ducting chronological age estimations by analysing dental mat-
uration in orthopantomogram (OPG) images, which provide
a panoramic view of the entire dentition and surrounding
bones in the oral cavity. One of the first such methods was
presented by Nolla [6], who proposed a 10-stage model of
individual tooth development, with the first stage being the
presence of the crypt and the last stage occurring when the
roots have fully developed and the apices are closed. Each
stage provides a score for an individual tooth. These are then
added together and the result is translated into a chronological
age value using a specific table. Another well-known method
was proposed by Haavikko [10], who identified a link between
the alveolar and clinical tooth eruption (as defined in [11] and
[12], respectively) in relation to the dental development stages
proposed by Gleiser & Hunt [11].

Perhaps the most studied and tested method is that devel-
oped by Demirjian et al. [13], who also identified a set of
dental development stages (eight in this case) and produced
a score for each of them. These stages are also translated

For more information, see https://creativecommons.org/licenses/by/4.0/
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into scores via a specific table, with the score of each tooth
depending on its stage of development and the sex of the
subject. The total of all the scores is known as maturity index.
This can be represented with centiles where the chronological
age is known, meaning that the distribution table can be used
to estimate age. In later work [14], the authors revisited their
model and proposed three new scoring systems, with the main
changes being the addition of new development stages for
some teeth and the use of different teeth to predict age.

More recently, Cameriere et al. [8] studied the relationship
between open apices in tooth roots and chronological age.
They relied on the left-hand side mandibular teeth to measure
the distance between the inner side of the open apex in
single-rooted teeth and the sum of the distances between the
inner side of the open apices in multirooted teeth, with a
regression formula proposed to translate all the measurements
into a chronological age value.

All these methods have been compared in a variety of pop-
ulations [15]-[30], with helpful conclusions reached about the
most suitable teeth for age estimation and dental development
differences depending on sex and race.

It is worth noting that gender influences the pattern of
dental development. Indeed, it has been proved that girls reach
a particular development stage before boys [31], which is
especially noticeable with permanent teeth [32]. Consequently,
the methods mentioned above take gender into account to
improve the performance of these age-estimation approaches.
In some cases, the tables mapping specific indices to numeric
ages were compiled independently for boys and girls [6], [13];
in other cases, the formulae to regress the age include sex as
an input variable [8], [33].

Although these age-estimation methods perform reasonably
well and are widely used in the scientific community [34],
[35], all of them rely on manual measurements or classifica-
tions, which require much time and effort. Indeed, in an exam-
ple described in [36], the estimated mean time for calculating
an individual’s chronological age using the Demirjian-Chaillet
method was 10 minutes. The high estimated time-demands of
the classical manual methods is a significant limitation given
the large sample sizes required methodologically if optimal
results are to be obtained [26], [37], [38]. The inconvenience
of applying these manual methods in routine clinical activity
is also a major factor.

There is also a high degree of subjectivity (both intra-
and inter-observer) in the dental evaluations obtained from
some classical methods. An example is the approaches of
Nolla [6] and Dermijian er al. [13], which are not based
on numerical quantification, but the assignment of an ordinal
stage associated with dental maturity [6], [13].

Furthermore, the datasets used to initially develop and sub-
sequently validate these methods had strict exclusion criteria,
including the absence of teeth, endodontics or caries. The
outcome is techniques that do not work with subjects who
have any of these conditions.

In the last few years, Deep Learning (DL) techniques have
been used to automate tasks involving OPG images. All of
these techniques are able to extract rich features from the
images automatically and for a variety of purposes, including:

TABLE |
AGE AND SEX DISTRIBUTION OF THE OPG DATASET AFTER
DISCARDING IMAGES LABELLED WITH THE WRONG
ACQUISITION OR BIRTH DATES

Age (years) | Male Female | Total
4.5-9 210 206 416
10-19 474 489 963
20-29 172 332 504
30-39 64 81 145
40-49 35 51 86
50-59 35 49 84
60-69 28 30 58

70-89.2 12 19 31
Total 1030 1257 2289

the segmentation of the dental region [39]; the detection and
classification of individual teeth [40]-[42]; the detection of
previous treatment, e.g., endodontics [43]; the reconstruction
of OPG images where a patient was badly positioned [44];
and the diagnosis of osteoporosis [45] and jaw tumours [46].

In the current paper, a novel DL approach to chronological
age estimation based on dental age is proposed as a way
to overcome the issues of the classical methods mentioned
previously. Our approach is completely automatic, uses raw
OPG images without any preprocessing, and does not require
dental measurements or other manual annotations to obtain
accurate results.

[I. MATERIALS AND METHODS

A set of 2289 OPG images from Spanish Caucasian subjects
aged between 4.5 and 89.2 were provided to us by the
School of Medicine and Dentistry, Universidade de Santiago
de Compostela (Spain). The image collection was performed
in accordance with the ethical standards of our institution’s
research committee and the 1964 Declaration of Helsinki and
its later amendments [47]. The images were labelled with the
subject’s date of birth and the date the image was acquired,
meaning that the chronological age was calculated in days.
Table I shows the range of ages in the dataset, with most of
the images corresponding to patients younger than 30. This is
partly because clinical research has highlighted that the final
developmental milestone for teeth is reached between the ages
of 17 and 21, meaning that the maximum predictive capability
is expected to be within that range. However, additional images
from older subjects were included in the dataset to enable us
to perform a number of experiments to confirm this belief.

The dataset was reviewed to remove images with incorrect
acquisition or birth dates. Each image was analysed by a
dental expert to determine if the appearance of the dentition
matched the calculated chronological age. As the development
of teeth varies considerably across the population, 38 of the
most obvious cases (those where the calculated chronological
ages were particularly discordant with expectations) were
discarded.

We also considered the exclusion criteria applied to OPG
images in earlier studies that used traditional chronolog-
ical age-calculation methods [48]. Of our entire dataset,
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Fig. 1. Example of an OPG image from a 9-year old boy. A rapid palatal
expander is used to widen the upper jaw.

1752 images portrayed the presence of one or more of
the following conditions: orthodontics, prostheses, implants,
external elements like earrings, fillings, endodontics, caries,
missing teeth, dental root remains, and distorted or blurred
radiographs (see an example in Fig. 1). However, unlike the
classical studies, we did not exclude these images, but instead
labelled them as imperfect. The remaining 537 images are
referred to as perfect in what follows.

The database consisted of high-resolution 8-bit images.
Their height was always 1552 pixels, while the width varied
from 2700 to 3200 pixels. The images were, however, down-
sized to 256x128 pixels, which is a reasonable resolution that
enables dental experts to distinguish small structures in the
oral cavity and provide an estimation of the age and sex of the
subject. In this way, the images are somewhat smaller in size
and the processing procedure is, consequently, more efficient.

The chronological age predictions were carried out using
Convolutional Neural Networks (CNNs), which have demon-
strated a convincing capacity to manage medical images [49].
They also represent an evolution of the classic multilayer
perceptron that was developed to exploit the spatial relation-
ships between the input values [50]. The architecture of a
CNN for image processing varies greatly depending on the
purpose, but does consist of the sequential application of 2D
convolution kernels, each of which is followed by a non-linear
activation layer. The kernels (also called filters) are learnable
and represent specific features of the image. The output of
applying a convolutional layer over an input image is referred
to as a feature map, which represents the location of the
learned feature in the image as a heatmap.

The convolutional layers are often alternated with downsiz-
ing (also called pooling) layers, which enables the network to
learn image features at different scales. So, the first time a
convolution kernel is applied, low-scale features like corners
or points are learned. Then, in successive steps, these features
are combined into higher-scale features to manage complex
objects in the final layers. If the network is developed to
perform classification or regression tasks, a fully connected
network is appended [50].

In the present paper, two different network architectures
were developed using the Keras toolkit [51]. The first of these,
known as the DANet (Dental Age Net) in what follows (red
items in Fig. 2), comprised a single path that worked at five

different image scales. Two blocks composed of a 3x3 con-
volution layer and a ReLLU non-linear activation function [52]
were applied sequentially at each scale. The application of
two consecutive 3x3 convolutions is widely thought to be
a less complex replacement for a single 5x5 convolution.
Although the former is not as powerful, the receptive field
of the output neurons is the same and the performance is
comparable. To move to the next scale, we applied a 2x2
Max Pooling layer to halve the resolution of the output by
only preserving the maximum pixel in each 2x2 output block.
No padding was added to the images in order to preserve
the size of the feature maps after the convolutions, which
cause a 2-pixel loss in every convolution step. As precise
feature localisation was not the objective of this research,
both training and inference speeds were improved without
having an impact on overall performance. For the final scale,
the second 3 x3 convolution was replaced with a 2x2 version
and the final Max Pooling layer by a Global Average Pooling
layer (GAP). This produced the average value of each feature
map. The values obtained were then combined in a weighted
sum to predict a subject’s age in days.

The second approach is known as DASNet (Dental Age and
Sex Net), and has a more complex architecture and a main aim
of improving age-estimation performances by incorporating
sex-specific features. As the dental development pattern is
different in boys and girls, a second path identical to DANet
was added to the network in order to classify the images
according to the gender of the subject (blue items in Fig. 2).
The predictions of this path can be seen as the probability
that a given image belongs to the positive class', and so the
final weighted sum was followed by a sigmoid activation to
force the output to lie within the range [0,1]. The goal of
this second path was not the sex classification output itself,
but the learning of sex-specific features. This is why the sex
classification performance was not evaluated independently for
the sex path, but for the entire DASNet model.

In the DASNet configuration (Fig. 2), the sex path shared
information with the age path at intermediate points, forcing
the latter to utilise the sex features. Specifically, the output
of every pooling layer in the sex path was concatenated
depth-wise to the output of the same pooling layer in the age
path. Thereafter, the age path applied a convolutional layer
to combine both age and sex information. This was also the
case for the GAP layer in the sex path, the output of which
was concatenated to the same layer of the age path and then
combined in the final weighted sum. In this way, every time
the sex path sent information to the age path, this path decided
the degree of integration of the sex features.

Batch Normalisation was used after every non-linearity
to increase training speed and global performance of the
method [53] (see Fig. 2). This normalisation approach was
applied to each training mini-batch and consisted of two steps.
First, a standard normalisation mapped the input, meaning
that the data distribution had zero mean and unit standard
deviation. Second, as this can affect the expressive power

n this work, it is assumed that the male sex is the negative class (encoded
as 0s) and female sex the positive class (encoded as 1s).
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Fig. 2. DASNet architecture. In red, the age-prediction path representing the DANet (Dental Age Net) approach. This consists of a set of convolutional
and pooling layers with which to extract image features at different scales and, ultimately, determine a subject’s age in days. In blue, the gender
classification path, which complements the DANet approach and leads to the development of the DASNet (Dental Age and Sex Net) approach. This
imitates the architecture of the age path to classify the sex of the subject. At different points, the age path receives information from the sex path

and integrates it before the next layer.

of the network, the distribution was shifted and scaled by
the learnable parameters a and f, respectively, ensuring that
it was always possible to recover the original distribution if
necessary. The application of this normalisation method added
more parameters to the network, and so the model became
more complex. Nevertheless, as the network had to manage
less variability in the images, it was able to learn faster and
produced better results.

I1l. EXPERIMENTS AND PERFORMANCE EVALUATION

In order to evaluate the performance of the DANet and
DASNet architectures, the training approach needed to be
defined.

The learnable network parameters were initialised with
the Xavier uniform initialiser [54], which uses a uniform
distribution within custom limits to improve the convergence
of the training process. In every training iteration, the network
was fed a batch of images, and the prediction error was
calculated through the loss function £. The bigger the batch
size, the faster the convergence, although there is a potential
risk of becoming stuck in a loss function local minimum.
On the other hand, the smaller batch sizes are noisier and
have greater variability, meaning that the network learns more
slowly. It can, however, manage extreme images and the results
will, ultimately, be better. In our research, the accuracy of the

network was prioritised over the training speed, and a small
batch size of four images was chosen for this reason.

Every time a network was fed with a batch of images,
the network weights had to be updated. Using the so-called
backpropagation method, the loss function £ was propagated
back through the network to calculate the contribution of each
part of the network to that loss. The network weights of each
layer were then updated according to that contribution and
the learning rate, which can vary during the training process.
Although there are many ways to update the weights, we chose
the Adadelta optimiser [55] because it adapts the learning rate
automatically, meaning that the network can learn faster at the
start. It can then make smaller steps forwards to fine-tune the
model and avoid local minima, without the need to set this
behaviour change manually. The decay factor was set at 0.95.

The number of times the network could traverse the whole
dataset (also called epochs) was set at 200, although the
training was configured to stop earlier if the results did not
improve for 40 successive epochs. The 8-fold Cross-Validation
(CV) method was used to prevent the overfitting of the network
to the input dataset (Fig. 3). First, the dataset was split into
eight parts and two different datasets were built in each CV
iteration: the training/validation dataset, which was composed
of seven parts; and the test dataset, comprising the eighth part.
The first of these parts was in turn divided into two other parts:
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fed into the network in batches composed of four images,
as explained previously in this section. Finally, the network
performance could be assessed in the union of the eight test
datasets obtained by CV, which corresponded to the entire
dataset. It is worth noting that all of the dataset divisions were
conducted by preserving the distribution of the ages and the
proportion of males and females, meaning that the training,
evaluation and test datasets had the same characteristics.

Every batch was augmented to increase the variability of the
dataset and, therefore, improve the generalisation capabilities
of the network. As shown in Table II, the images were slightly
perturbed in relation to: translation in both axes, rotation,
contrast and brightness changing, and zooming. The brightness
changing was performed according to the Power Law Trans-
formation, where each pixel value in an image is raised to a
given factor. The contrast changing was conducted according
to the formula f-(1—0.5)4-0.5, where f is the changing factor
and [ the input image. After the transformation, pixel values
under O or over 1 were clipped to preserve the [0,1] range.
In the zooming operation, the image was scaled up or down
by a factor and placed in the centre of the image frame. As a
consequence, zoomed-in images were cropped at the borders
and zoomed-out images had to be padded with Os to preserve
the original size. The factors used in each transformation were
randomly sampled according to a uniform distribution with the
limits and probabilities shown in Table II.

The loss function varied depending on the output of the
network. The root mean squared error (RMSE) loss function

Real age (years)

Fig. 4. Real age versus the DASNet predictions evaluated for the entire
dataset, S, The closer the points are to the red line, the better the
performance.

Lpaner was used in the DANet, as shown in Eq. (1), where 6
are the network parameters, a is the true age, d is the predicted
age, and n is the number of examples in the training batch
(four in this case). In the DASNet loss function Lpasner
(Eq. (2)), the RMSE loss was used for the age regression
and the log-loss for the sex classification, where s is the
true sex encoded as 1 or 0 and § is the predicted probability
of belonging to the positive class. As age and sex were in
different scales, the age RMSE was multiplied by a factor of
w = 1073 to balance out the impact of both losses in the

LpASNet-

Z?:l(aiz - &iz)

n

Z?:l(aiz - &l_z)

n

Lpane (0) = (D

Lpasne (0) = w -

> s lo(i) + (1~ 51) -log(1 — )]
i=1
@

A set of regression metrics were computed to assess the
performance of both the DANet and DASNet. The median of
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TABLE Il
PERFORMANCE COMPARISON BETWEEN DANET (AGE PATH) AND DASNET (AGE AND SEX PATHS). E: ERROR; AE: ABSOLUTE ERROR; MED.:
MEDIAN; IQR: INTERQUARTILE RANGE; P99: 99TH PERCENTILE; R?: COEFFICIENT OF DETERMINATION; ACC: ACCURACY; AUC:
AREA UNDER THE ROC CURVE. THE ERROR METRICS ARE GIVEN IN YEARS

DANet DASNet
Age regression Age regression Sex classification

£ AE R? £ AE R2 | Acc | Sens. | Spec. | AUC

Dataset | #lmg |med. | g+ o |med.|IQR| p99 med.| p+to |med|IQR| p99
Sair | 2289|044 |3.19 432 1.66 | 3.01 |21.09|0.87| 0.12 | 2.84 4+ 3.75| 1.48 | 2.70 | 18.16 | 0.90 | 0.854 | 0.878 | 0.823 | 0.925
S<a0 [2030|0.15 |1.97 £ 2.26| 1.19 | 1.97 | 10.80 | 0.85 | 0.04 | 1.80 £+ 2.12 | 1.10 | 1.75 | 10.48 | 0.87 | 0.848 | 0.851 | 0.845 | 0.926
S<3o | 1885 0.08 | 1.52 & 1.54| 1.04 | 1.57 | 6.85|0.88 | 0.06 | 1.43 £ 1.44| 0.96 | 1.50 | 6.51 | 0.89 | 0.826 | 0.847 | 0.800 | 0.908
S<os | 1718 | 0.09 | 1.21 £ 1.17| 0.87 | 1.20 | 5.53|0.89| 0.07 | 1.17 £ 1.11 | 0.85 | 1.18 | 5.34|0.90 | 0.825 | 0.830 | 0.820 | 0.904
S<a20 | 1381 [-0.0410.93 £ 0.80| 0.72 | 1.02 | 3.78 | 0.88 | 0.02 | 0.89 £ 0.77 | 0.69 | 0.95 | 3.45|0.89 | 0.800 | 0.800 | 0.801 | 0.888
S<1s | 1087 [-0.07 | 0.78 + 0.65| 0.64 | 0.81 | 2.91 |0.82|-0.07 | 0.75 £ 0.57 | 0.64 | 0.72 | 2.58 | 0.84 | 0.750|0.722 | 0.773 | 0.829

the prediction error (E(med.)) was calculated by subtracting
the predicted values from the real ones, and computing their
median value. It was beneficial to determine if the network
was prone to over- (values lower than 0) or under-estimation
(values greater than 0). It should be noted that the use of the
median as a measure for prediction error was justified by the
asymmetry and unimodality features found in our observed
and predicted data. These features were assessed via the tests
proposed in [56] and [57], jointly with some exploratory
analysis, as further described in the Supplementary Material.
First, the asymmetry observed in the real data was preserved
in the predictions made by the two networks (according to the
MGG symmetry test [56]). The mean error was therefore not a
suitable assessment approach. Second, permutation tests were
carried out to assess whether there were significant differences
between the median values of the original data and the outputs
of the networks. P-values with larger than usual significance
levels were obtained, meaning that there were no relevant
differences. However, the median error can be closer to O if
there is a similar number of negative and positive prediction
errors. Accordingly, the absolute error (A E) was computed to
measure the magnitude of the errors, which was summarised
with the mean and standard deviation (A E (u+0)), the median
(AE(med.)), the interquartile range (AE (I QR)) and the 99th
percentile (AE(p99)). While the mean and median provide a
general idea of the age-estimation performance, the standard
deviation, interquartile range and 99th percentile are useful
for assessing the impact of the poorest estimated images.
The coefficient of determination (R2) was also calculated to
measure the correlation between the real and predicted values
and, therefore, the proportion of the age variance explained by
the model.

The sex classification performance was evaluated to assess if
the DASNet was learning the sex-specific features effectively.
As the output of the sex path was a continuous output
between 0 and 1, a classification threshold of 0.5 was used
to determine the output class and calculate a set of binary
classification metrics. The accuracy concerns the proportion
of well-classified images, while the sensitivity and specificity
represent the ratio of correctly classified images from each

class. This value was changed to the range [0,1] and the
sensitivity and specificity values were calculated for each value
to assess the sex-classification performance without depending
on a specific classification threshold. It was then possible to
produce a curve between these two metrics (ROC curve). The
area under this curve (AUC) was added to the performance
metrics, as this approach is widely used to test the robustness
of classification methods.

In addition to the original dataset S,j, reduced datasets
S<40, S<30, S<25, S<20 and S5 were generated for subjects
younger than 40, 30, 25, 20 and 15, respectively. The DANet
and DASNet were trained and tested on each dataset, meaning
that the age-prediction performance could be assessed at
different levels.

In order to compare the age-estimation performance of
the DASNet to other methods, we examined several studies
that used a manual approach in a similar population (in
racial terms). Reduced versions of the entire dataset were
generated to match the age range of the subjects in each
study, and different metrics such as E means and medians,
and their respective dispersion measures, and A E values were
determined.

Finally, the behaviour of the network was analysed to
determine the regions of the image that it focused on to
estimate chronological age, and this was then checked to see
if it matched the opinions of the dental experts in the clinical
field. The Grad-CAM method [58] was used to build image
attention maps. The objective of the method is to feed a
network with an image, calculate the gradients of the target
(in this case, a linear layer to predict age), and flow them
into a previous convolutional layer to provide a heatmap of
the image regions that contribute the most to increasing or
decreasing the output.

IV. RESULTS

As shown in Table III, there was generally a high correlation
between the ages estimated by the DANet and DASNet and
the real ages (R? = 0.87 and 0.90, respectively). The DASNet
provided better results than the DANet in the S, dataset,
as the mean AE was about 2 years and 10 months, giving a
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Fig. 5. Real age versus the DASNet predictions for some reduced datasets generated for the subsequent comparison with manual methods. The
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TABLE IV

COMPARISON OF MANUAL METHODS FOR DENTAL AGE-ESTIMATION (WHITE CELLS) WITH THE DASNET APPROACH (GREY CELLS). E: ERROR

(REAL - PREDICTED); IQR: INTERQUARTILE RANGE; AE: ABSOLUTE ERROR. THE ERROR METRICS ARE GIVEN IN YEARS. ALL THE PRESENTED
METHODS RELY ON MANUAL MEASUREMENTS OR CLASSIFICATIONS EVERY TIME THE AGE OF A SUBJECT NEEDED TO BE ESTIMATED

Real age (years)

(c) Between 14 and 21 years old

Metrics
Work Method Age Population #Images E(w) E(o) E(median) E(IQR) AE(p)
[60] Demirjian 14-21  Spanish 1054 446 | -0.1/-0.07 O 0.04| 1.23/1.22 1D 1.49 - 002 - 193 - 1.19
Demirjian . 0.853 0.389 / 0.564 @ - - -
[37] 7-21  Spanish 2641 1381 0.12 -0.07 1.38 0.91
Nolla -0.213 0.496 / 0.230 @ - - -
Demirjian . 0.76 / 0.88 @ 1.01/1.09 @ - - -
[62] 4-17  Spanish 308 (1223 1.00 -0.07 1.25 0.78
Chaillet 0.37/021 @ 1.04 /1.07 @ - - -
. European
[38] Cameriere 4-16 2652 1160 - -0.02 - 0.97 -0.114 -0.06| 1.22 1.21 - 0.75
Caucasian
[61] Haivikko 3.9-15.4 Italian 500 1119 -0.35 0.06 0.72 0.94 - 0.008| - 1.21 - 0.73
Cameriere -0.02/0.1® 0.71/071 @ -0.04 / 0.09 @ - 0.55/0.53 @
[26] Hasvikko 6-13 Italian 1089 835 |-0.09 / -0.23 @ -0.01| 0.79 / 0.73 @ 10.80|-0.14 / -0.23 @ -0.04| - 1.05/0.62 / 0.59 @ 0.63
Willems 0.42/025® 0.77/0.89 @ 0.34/0.15® - 0.67/0.69 @
Cameriere Italian, - - 0.059 0.709 0.488
[59] Demirjian 5-15  Spanish 756 1082 _ 0.02 _ 0.92 0.7 -0.02| 1.5 1.18 1.076 0.72
Willems & Croatian - - -0.072 1.590 0.933

(1) Depending on the specific tooth used for age estimation (left third molar / right third molar)

(2) Male / female

median E of 40.12 years. When evaluating and comparing
both networks in relation to the reduced datasets, the AE
values decreased as the subjects’ real ages fell, with these
values lower in the DASNet than the DANet in all cases. In the
S-15 dataset, the mean AE was 0.78 years for the DANet
and 0.75 years for the DASNet, with median AE values
of 0.64 years in both networks. The AE standard deviation,
IQR and p99 for this dataset also systematically decreased
as the real age fell, reaching values of 0.65, 0.81 and 2.91,
respectively, in the DANet and 0.57, 0.72 and 2.58 in the
DASNet. As better performance results were obtained from
the DASNet, the following analyses focus on this model.

In Fig. 4, which was generated for the DASNet predictions,
the level of correlation was much higher in subjects younger

than 20. In the reduced datasets generated for the subsequent
comparison with other classical methods, the performance of
the automatic approach was better for subjects younger than
14 or 15 (as seen in Fig. 5). This started to worsen with
older subjects, with this remarkable result displayed in Fig. 5c.
In this final plot, the network did not seem to have enough of
the information it required to estimate the age.

The sex-classification results of the DASNet are also pre-
sented in Table III. The top accuracy (Acc) of 85.4% was
achieved in the S,; dataset, with AUC above 0.92, while the
top error was in the S. |5 dataset, where the accuracy remained
below 80%. The values of the sensitivity and specificity
metrics showed that the images of females were classified
better in S,;7, S<40, S<30 and S<os5 (higher sensitivity), while
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shown as the density estimation, in all the images versus the perfect
images (those which do not present any conditioning radiological or
dental characteristic, as explained in section Il).

those of males were categorised better in S<o0 and S<is5
(higher specificity).

As highlighted in Fig. 6, at the intra-dataset level for any
training age-range, the models derived from the groups of
subjects that showed a greater age amplitude produced higher
mean AE values than the models where the age amplitude
was narrower. For example, using the S,;; and S-15 models to
evaluate the results in the age range [10,15] produced mean
AE values of 1.28 & 1.18 years and 0.80 £ 0.60 years, respec-
tively. At the inter-dataset level, the DASNet’s age-estimation
performance started to worsen for all the models when older
subjects were taken into account in the training dataset, with
the AE values rising and the distribution of the errors widen-
ing. For example, using the S,;; model to evaluate the results in
the range [10,15] produced a mean AE of 1.28 £ 1.18 years,
with these values rising up to 5.87 £ 4.70 years in the age
range [30,40].

In relation to the DASNet’s performance on perfect OPG
images with respect to the entire dataset (Fig. 7), the mean E in
the first was closer to 0 and the distribution was concentrated
more around the average than for the values calculated for the
latter (E = 0.2342.15 years, in contrast to 0.36 &£ 4.69 years).

(a) 4 years and 8 months old

(b) 9 years and 8 months old

(c) 13 years and 2 months old

(d) 25 years and 2 months old

Fig. 8. Example of Grad-CAM attention maps at different ages. The
redder the region, the more attention paid to it by the network.

Table IV details the comparisons of the manual dental
age-estimation methods to the DASNet approach, with the
results expressed in years. In total, thirteen comparisons were
made for seven series of subjects within an age range of 3.9
to 21. The most commonly used metrics were the E means
and the corresponding standard deviations. As can be seen in
the table, and considering at least one of the metrics analysed,
the DASNet approach produced better results than the manual
methods in all the comparisons. In terms of the A E values, six
comparisons were possible and, in half of them, the DASNet
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approach produced values that were lower than those found
in the previous series (the mean AE of DASNet = 0.63 vs
0.67/0.69 for the Willems method [26]; the mean AE of the
DASNet = 0.72 vs 1.076 and 0.933 for the Dermijian and
Willems methods, respectively [59]). In terms of the £ means,
in the nine comparisons carried out, the DASNet approach
surpassed all the manual methods, with its values lower than
those detected in the different series (mean E range of the
DASNet vs. the manual methods = —0.01, 0.12 vs. —0.35,
0.88) [26], [60]-[62]. These observations were corroborated
in the comparisons in which E medians were used [26], [38],
[59]. Focusing on the dispersion measurements, and specif-
ically the standard deviations, six of the nine comparisons
revealed that the DASNet was associated with higher values
than those detected by the manual methods, with these ranging
from 0.80 to 1.49 compared to 0.23 to 1.23.

With regard to the network behaviour, the attention regions
observed with Grad-CAM (see Fig. 8) varied significantly
across all the images, but it can be seen that the posterior teeth
of the inferior arch usually contribute more to age prediction.
This behaviour was observed when feeding the network with
images of subjects younger than 25.

V. DISCUSSION AND CONCLUSIONS

Establishing someone’s chronological age using their dental
age is a topic of great importance in the clinical dental field,
and is reflected in the high number of studies published
on the topic in the literature [34], [35]. However, expert
dentists are well aware of the limitations of the classical
methods, such as the high time-demands of the procedure
and the considerable subjectivity of some non-quantitative
approaches. Consequently, the development of an automated
method through the application of DL techniques is of great
interest in the clinical dental field, as it could bring about
substantial improvements in terms of time and subjectivity.

This paper presents two novel DL approaches to estimating
the age of a subject from an OPG image. The first, DANet,
consists of a single path where convolution and pooling layers
are interleaved to learn image features at different scales and,
ultimately, estimate age. The second method, DASNet, adds
a second path, nearly identical to the first, to estimate sex.
The sex path shares information with the age path to force
it to use sex-specific features at intermediate points. In this
way, sex information is taken into account to improve the age
estimation process. To the best of our knowledge, this work
is the first to use DL techniques for the automatic calculation
of chronological age from OPG images.

In all the examined circumstances, the DASNet outper-
formed the DANet, with the results being especially remark-
able when the former was trained with the S.i5 dataset: the
mean and median A E remained at 0.75 and 0.64 years (about
9 and 8 months, respectively) and the standard deviation stayed
below 0.6 years (about 7 months), producing a very narrow
error distribution. As expected, the performance of both net-
works worsened when older people were introduced into the
experiment, confirming the clinical fact that, for those older
than 25, which is when the permanent teeth are completely

formed, it is difficult to assess age accurately [60]. Our results
also revealed that, as an extreme case, a model trained with
the entire dataset was less accurate when estimating the age
of a child than one trained with subjects younger than 15.
Although this may seem obvious, it reinforces the need to
adapt the model to be as accurate as possible depending on
the target population.

Focusing on the DASNet, the sex-classification task was
evaluated using the same datasets. The AUC values, which
went above 0.92 in the best case, also demonstrated that the
sex estimations were not biased towards one sex or another.
The accuracy was around 83-85% in the datasets Syy;, S<40,
S<30, while the top error was in the S.i5 dataset, where the
accuracy was 75%. These results are in line with [63], [64],
and improve those obtained in [65], [66].

Interestingly, the sex classification behaved in the opposite
way to the age estimation. While the age regressor performed
worse in older people, because it could not identify relevant
age features, the sex classification tended to achieve better
results when older people were included. These findings have
a clear biological explanation: from the age of 25, there
are no revealing anatomical variations in an image that are
particularly associated with the process of dental maturation,
enabling us to reliably predict chronological age using an
automated procedure; that is, the maturational dental age is
no longer correlated with the chronological age. In contrast,
the images of subjects from the age of 25 upwards contain
relevant anatomical characteristics related to size in the mature
state (anthropometric measurements of maxillary bones and
teeth), which makes it possible to reliably predict the gender
of a subject using an automated procedure. These findings
are consistent with those obtained by other authors, who used
different odontological sex-estimation methods [67].

Compared to the state of the art [26], [37], [38], [59]-[62],
and by taking the mean and median errors closer to zero,
the DASNet approach reduces the problem of under- or over-
estimation, which is fairly common in the classical manual
methods [26], [37], [60]-[62]. Furthermore, the mean absolute
error AE (1) was lower than that obtained with the Demirjian
and Willems methods in [59] and with the Willems approach
in [26]. In contrast, the standard deviations of the errors
E(o) of the DASNet were greater than in several series that
used different manual methods [26], [37], [60], [61]. This is
because poor quality radiological images, as well as images
that included conditioning dental characteristics, were taken
into account in our research, which affected the distribution of
the errors. However, it is notable that a fully automatic method
produced a prediction error that was, in most cases, better than
the manual methods, even when working with images with
technical issues.

The behaviour of the DASNet was clinically consistent and
in line with the manual age-estimation methods that rely on
the posterior mandibular teeth to build up their prediction
models [8], [13].

These results are very satisfactory, although there is still
room for improvement, particularly in terms of the origin of
the image set, which came from a single acquisition device
with a specific configuration. Another consideration to bear
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in mind is that the comparison with manual methods for
estimating chronological age based on the state of the art was
a first approximation. Our next objective is to confirm the
findings derived from this initial assessment in a subsequent
clinical study. This study will use the same set of OPG images,
with the same technical and clinical characteristics, to evaluate
the diagnostic accuracy of the chronological age estimation by
simultaneously applying traditional manual methods and the
network we have developed. In this sense, a multisource image
set would not only enable a fairer comparison with other dental
age-estimation methods, but also the design of a more complex
network architecture that can handle greater image variability
and will, therefore, produce even more reliable results.

In conclusion, the DASNet method can be used to auto-
matically and accurately predict someone’s chronological age,
especially in young subjects with developing dentitions.
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