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Abstract: A comparison of different machine learning techniques for eye state identification through
Electroencephalography (EEG) signals is presented in this paper. (1) Background: We extend our
previous work by studying several techniques for the extraction of the features corresponding
to the mental states of open and closed eyes and their subsequent classification; (2) Methods:
A prototype developed by the authors is used to capture the brain signals. We consider
the Discrete Fourier Transform (DFT) and the Discrete Wavelet Transform (DWT) for feature
extraction; Linear Discriminant Analysis (LDA) and Support Vector Machine (SVM) for state
classification; and Independent Component Analysis (ICA) for preprocessing the data; (3) Results:
The results obtained from some subjects show the good performance of the proposed methods;
and (4) Conclusion: The combination of several techniques allows us to obtain a high accuracy of
eye identification.
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1. Introduction

Over the past decades, several studies have proved that each eye state represents specific activity
patterns in certain brain rhythms. For instance, it has been demonstrated that the alpha power increases
during closed-eyes states while significant reductions are produced when subjects open their eyes.
On the other hand, beta band power does not show relevant differences between both eye states [1].
Taking these studies into account, in our previous work [2] we proposed a threshold-based classification
system for the detection of open eyes (oE) and closed eyes (cE) from Electroencephalography (EEG)
signals. For this purpose, we employed the mean power ratio between alpha (8–12 Hz) and beta (13–17
Hz) frequency bands for the identification of the user’s eye state. The system achieved an accuracy
higher than 95 % for both eye states with a classification delay of 2 s.

In this paper, we extend our previous study by considering an EEG device with two sensors and
different techniques for feature extraction, such as Independent Component Analysis (ICA), Discrete
Wavelet Transform (DWT) and Discrete Fourier Transform (DFT). Moreover, two well-known classifiers
for EEG such as Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA) are also
tested and assessed [3].
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2. Material and Methods

The same EEG device described in [2] is employed to record the brain signals of the subjects
using two electrodes, located at positions O1 and O2 according to the 10–20 International System.
The experimental group included a total of 7 volunteers (males) who agreed to participate in the
research. Their mean age was 29.67 (range 24–56). All of them indicated that they do not present
hearing or visual impairments. Participation was voluntary and informed consent was obtained for
each participant in order to employ their EEG data in our study.

A 10 min-recording was performed for each subject, where 5 min correspond to oE and the
remaining 5 min to cE: 4 min are employed for the training step, where 2 of them correspond to the oE
state and 2 to the cE one. Thus, the remaining 6 min of the recordings, composed by 3 min of each eye
state, are employed for the test step.

The mean power of the alpha and beta bands, denoted by α and β, respectively, is computed for
each sensor. According to these values, we extract their relative power ratio, given by R = β/α, as a
feature to predict the eye state. For this purpose, three different approaches are compared. On the
one hand, the DFT is applied over the raw EEG data to compute α and β and their subsequent
ratio. Moreover, as a second approach, the JADE algorithm [4] is used to extract the independent
components from the original data previous to the feature extraction with the DFT. Finally, the DWT
with 4 levels of decomposition and coif4 as mother wavelet is applied over the raw data. In this
approach, detail coefficients of level 3 (D3) and 4 (D4) are used for the calculation of the ratio R due to
their equivalence to beta and alpha rhythms, respectively.

In addition, according to our previous results [2], overlapping windows are more appropriate for
eye state identification, since they improve system performances and reduce detection times. Therefore,
the feature extraction techniques are applied over 10 s windows with an 80% overlap.

For the eye state estimation, SVM and LDA classification algorithms are assessed. With the goal of
avoiding bias, each experiment has been repeated ten times, each time implementing a cross-validation
process i.e., a different combination of training and test recordings is implemented for each of them.

3. Experimental Results

The performance of each feature extraction technique is analyzed for both eye states. Table 1
shows the mean accuracy obtained for all subjects by the classifiers and the three feature sets.

Table 1. Comparison of the classification accuracies (%). Bold values indicate the best result for
each subject.

(a) Accuracy for oE

DFT coif4 JADE+DFT

Subject SVM LDA SVM LDA SVM LDA

1 99.52 97.71 98.55 94.58 100.00 98.31
2 90.96 88.43 81.81 81.20 93.61 90.72
3 99.88 95.90 97.47 96.02 100.00 93.73
4 97.95 89.40 85.30 82.77 85.90 81.33
5 96.63 96.51 70.00 66.51 97.83 96.99
6 89.04 70.12 93.25 84.58 95.54 73.25
7 94.70 83.98 85.30 80.72 93.73 88.31

(b) Accuracy for cE

DFT coif4 JADE+DFT

Subject SVM LDA SVM LDA SVM LDA

1 100.00 100.00 98.43 100.00 100.00 100.00
2 87.83 89.88 77.83 82.89 91.45 92.65
3 100.00 100.00 98.67 100.00 99.76 100.00
4 97.71 98.92 86.02 91.81 82.05 88.31
5 96.02 98.43 76.87 79.64 95.54 97.95
6 89.40 96.51 94.22 98.19 93.49 99.52
7 96.27 100.00 84.22 89.76 94.58 99.40
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4. Discussion and Conclusions

The presented study in this paper is an extension of our previous work for EEG eye state
classification. It can be appreciated from the results that SVM offers the best performance for all
subjects and feature sets for oE. Conversely, LDA outperforms SVM for cE. Moreover, it can be seen
that DWT presents lower results than the other two techniques. In this regard, JADE combined with
DFT seem to provide the highest accuracies for oE using SVM and for cE using LDA. Therefore, it can
be concluded that the inclusion of an ICA algorithm for the feature extraction improves the overall
system performance. However, a clear decision can not be taken between SVM or LDA, since both
methods provide similar results.
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Abbreviations

The following abbreviations are used in this manuscript:

DCT Discrete Fourier Transform
DWT Discrete Wavelet Transform
ICA Independent Component Analysis
LDA Linear Discriminant Analysis
SVM Support Vector Machine
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