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Abstract

In the last decade, building mosaic images be-
come an active field in several computer vision and
graphic applications. In this paper, a panoramic
image construction using monocular camera is
proposed. In this approach, SURF algorithm
is used to extract the keypoints in order to ob-
tain reliable results for real-time applications. In
addition, based on the homography between the
panoramic and the new image, the rotation ma-
trix is obtained, and the new image can be pro-
jected on a plane parallel to panorama. Finally,
image illumination is compensated over the whole
image and the calculation of the pixels contributed
by each frame in the overlapping areas. The pro-
posed approach has been verified with real flights,
and the obtained results show the robustness of
constructing panoramic image with minimal loos-
ing in the information, furthermore, the results
prove the ability of the proposed approach to cre-
ate panoramic images in real-time applications.

Keywords: Image mosaic; Panorama; UAV;
Exploration; Mapping.

1 INTRODUCTION

The field of Unmanned Aerial Vehicles (UAVs) has
been typically limited to and supported by the de-
fense and military industries, this is due to the cost
and the complexity of designing, building and op-
erating these vehicles. Recently, with the devel-
opments in microelectronics and the increase of
computing efficiency, micro unmanned aerial vehi-
cles (MAVs) have encountered a significant focus
among the robotics research community. More-
over, because of their ability to operate in remote
and dangerous situations, Vertical Take-Off and
Landing (VTOL) rotor-craft systems are increas-
ingly used in several civilian and scientific appli-
cations; such as surveying and mapping, rescue
operation in disasters [1, 2], spatial information
acquisition, inspection [3, 4], animal protection
[5], agricultural crops monitoring [6], or manip-
ulation and transportation [7]. These capabilities
proposed the advantage to substitute the human
operators in the risky and hazard environments.

Aerial imagery or aerial filming is considered one
of the basic and demanding application; such as
filming sports games and events. With the ad-
vances in computer vision algorithms and sensors,
the concept of using aerial images just for photog-
raphy and filming was changed to be used widely
in more complex applications; such as thematic
and topographic terrains mapping [8, 9]; explo-
ration of unreachable areas; such as rivers [10] or
forests [11]; surveillance purposes [12].

One of the main tasks in infrastructure inspection
and topographical mapping missions is the con-
struction of a panoramic image; in order to cover
the whole area under inspection. For this purpose,
image mosaicking is required for stitching all the
image sequence, and the resulting panoramic im-
age should be as most as possible to the original
images without losing any information.

In this paper, a panoramic reconstruction ap-
proach for real-time applications, based on monoc-
ular images is proposed. This method builds
panoramas of infrastructure surfaces and aerial
images based on the displacements of the cam-
era. The reconstruction is created by adding the
latest captures image to the resulting panorama.
This approach is based on the homography esti-
mated from the matched feature points between
the panoramic and the new image. Thereafter,
the rotation matrix is obtained, and the new im-
age can be projected on a plane parallel to the one
of the resulting panorama. The scale and position-
ing of the latest frame is obtained by comparing
the pixels of the feature points. The step prior
to the final smooth stitching, is the illumination
compensation over the whole image and calcula-
tion of the pixels contributed by each frame in the
overlapping areas.

The remainder of this paper is organized as fol-
lows; section 2 introduces the state-of-the-art work
related to image mosaicking. Section 3 presents
the proposed image mosaicking algorithm, then
section 4 discusses the experimental results. Fi-
nally, in section 5 conclusions are summarized.
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2 RELATED WORK

There are a number of related works that have
similar applications to the proposed approach,
nevertheless, they all have slight differences. In
this section, these works are depict and analyzed
in detail pointing out the strengths and weak-
nesses of each one of them compared to the pro-
posed approach.

This section is divided into two subsections; in the
first one, a review of how regular panoramic im-
ages are usually formed. The second one focuses
on image mosaic from UAVs to form land views
from the sky as well as of large building struc-
tures. Additionally, the main differences of these
methods to the proposed approach is identified.

2.1 PANORAMIC IMAGES

The panoramas build large and detailed images
from several overlapping frames of the same scene
[13]. Generally, panoramic images form the mo-
saic under the assumption of a rotating camera
on a fixed position. This means that the ma-
trix transformation of the image is the same in
all the captures. Comparing this to the proposed
approach, it is noted that it is the key aspect that
differs from these methods, However, similar to
the other works, the proposed approach assumes
all the images are in the same plane.

The works reviewed explain the main steps taken
to create a panoramic image [14, 15], or a 360o

immerse view [16]. The basic steps carried out
to create an image panorama are the following:
firstly the overlapping area is detected, from this
area, the blending of two frames is created consec-
utively in a seamless manner.

The main challenges encountered by these articles
in the formation of an image mosaic are the fol-
lowing: large amount of data, noise, camera and
object motion, vignetting and lens distortion.

2.2 IMAGE MOSAIC IN UAVS

Mosaic from aerial images differs from panoramic
images in the aspect mentioned before - all the im-
ages are in the same plane. Some image mosaick-
ing techniques presented in [17, 18, 19, 20, 21].

The general steps for automatic image mosaick-
ing are: image pre-process, feature extraction
and matching, transformation model construc-
tion, transformation coordinate unification and
image stitching [17]. The algorithms used to form
a panorama from aerial images, usually used for
ortho-mapping [18], however, these techniques are
used in the formation of panoramic images of
buildings and structures for construction and sur-
vey purposes.

One algorithm for automatic image mosaicking is
proposed in [19], at which, the mosaic from the
Unmanned Aerial Vehicle Images (UAVI) are gen-
erated; according to the following steps: Frame
preprocessing, feature point detection and multi
scene stitching.

Image mosaic is also produced based on Struc-
ture From Motion (SFM) methods [20]. The steps
are similar to the previous work, using SFM for
the camera parameters and 3D coordinate calcu-
lations.

Similarly, for long-term mosaicking, a radial dis-
tortion accumulates error, in [21], a iterative al-
gorithm based on geometrical constraints is pro-
posed; to compensate this error and create panora-
mas with more than 1500 frames.

Additionally, Eschmann et al presented an algo-
rithm; where a multi-copter creates a panorama
of a building as well as including a crack detec-
tion system based on computer vision [22]. The
process is divided into two stages: data acquisi-
tion and digital post-processing. In the data ac-
quisition phase, the UAV is controlled manually
because this process relies on GPS data, which is
insufficient for near buildings flights. Besides, the
data for the further image stitching can be col-
lected either automatically, with a given rate, or
manually where certain parameters as the zoom
may be adjusted. Furthermore, for a proper per-
formance of the algorithm, the UAV must follow
a predefined patter of horizontal strips.

3 PROPOSED ALGORITHM

In order to understand the sequence used to cre-
ate the panoramic image, it is necessary to com-
prehend the methods, formulas and assumptions
behind this project. The algorithm is developed
for objects such like large structures or buildings,
although it may also be used for ground recon-
struction. Ideally, the camera should stay parallel
to the planar object being studied, without rotat-
ing and keeping the same distance to it. Later,
this supposition will not be maintained as there
is some noise coming from the UAV flight. This
noise will be treated by transforming the images.

The proposed panoramic image reconstruction is
designed to be on-board since a live monitoring
reconstruction is possible as well as for time sav-
ing issues; Moreover, an on-board reconstruction
could be used as part of the control system, where
the variations measured from consecutive images
could help to understand the UAV recent trajec-
tory. Furthermore, with the method proposed
in this paper off-board panorama reconstruction
from a flight video is also possible.
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In this section the main steps of the algorithm are
detailed, including explanation of how the maths
behind each step work. Firstly, a matching be-
tween two preprocessed images is done to find
common key aspects in successive frames, from
this key aspects the homography matrix is deter-
mined. From the decomposed homography, rota-
tion and translation are obtained. Thereafter, the
image wrapping is used to overcome the UAV rota-
tion and relative movement over the image. Next,
with the obtained data the images are blended
forming a panoramic image. This process is re-
peated using the area of interest of the resul-
tant image and the following frame until the final
panorama is created.

3.1 Image Matching

Both images are taken from the same camera in
two different reference systems denominated: the
first frame and the second frame. After this,
the matching points are computed between the
panoramic image and the next image.

The first step is the matching, a set of feature
points are detected in each image, this features
are image points denominated keypoints. For the
set of keypoints, a set of vectors are defined math-
ematically that interprets the features of each key-
point. This vectors are designated as descriptors
and are used to find equivalences between images.
The correct equivalences are treated as inliers.

In this work, SURF algorithm is used to detect
the keypoints and extract the descriptors for two
reasons: it is a robust method as shown in [23],
and from the methods used this the one gave the
best results achieving a greater number of inliers
in the shortest time.

The matching algorithm implemented is based on
Fast Library for Approximate Nearest Neighbors
(FLANN) [24]. This finds the two best matches for
each descriptor, and sorts them by distance. This
distance is then used to determine whether the
match is suitable or not. From the valid matches,
the homography matrix is then estimated.

3.2 Homography Matrix

To understand how the homography works, it is
important to explain the notation used in this pa-
per. The maths used calculating the homography
are based on the methods seen in [25].

In Figure 1, the two frames in front the planar
object are noted, where the second frame has been
rotated and translated with respect to the first
one, and where the first coordinate system axes
are configured in an ideal angle. The homogeneous
transformation matrix that allows to convert a 3D

vector from the first to the second frame is:

1T2 =

[
1R2

1t2
0 1

]
(1)

This matrix is composed of the 3-by-3 rotation
matrix 1R2 and the 3D translation vector 1t2. The
two frames have the same optical center when the
translation vector is the zero vector, on the other
hand, when the rotation matrix is an identity ma-
trix, the axes of the two frames would be parallel
to each other.

Figure 1: Point representation in two frames

The denotation of a 3D point within the planar
object referred to the first and the second frame is
P1 and P2 respectively. This point is normalized
as follows:

m1 =

(
x1
z1
,
y1
z1
,
z1
z1

)
= (x1

′, y1
′, 1) (2)

m2 =

(
x2
z2
,
y2
z2
,
z2
z2

)
= (x2

′, y2
′, 1) (3)

This normalized coordinates are used to obtain
the image coordinates in pixel using the following
transformation:

p = Km (4)

where k =

 fx 0 ox
0 fy oy
0 0 1

 is the intrinsic pa-

rameters matrix which is calculated in the camera
calibration, where, (fx, fy) are the camera focal
lengths and (ox, oy) are the optical center. The
transforming from the normalized to the image co-
ordinates is done using the following equations:

u1 = fx · x′1 + ox (5)

v1 = fy · y′1 + ox (6)

As a result of the operations, (u1, v1, 1) are the
vector coordinates of a pixel in the first image,

XXXVIII Jornadas de Automática

950



and (u2, v2, 1) are the vector coordinates in the
second image, each of the pixels is relative to the
top left corner. The following equation is used to
convert the coordinate vector of the second image
p2 to the coordinate vector of the first image p1:

s · p1 = γkHk−1p2 (7)

where s is a scale factor and H is the Euclidean
homography matrix:

H = 1R2 +
1t2
d2
nT (8)

3.3 Image Warping

To eliminate the noise produced by the rotation
of the camera, the translation matrix is consid-
ered as the zero vector to transform the second
image points. Each point in the second image is
remapped, using a linear interpolation, with the
Equation:

p′′2 = s · p′2 (9)

where,

p′2 = k(1R2)k−1p2 (10)

From Equation 10, the points are transformed if
the second frame axes were parallel to the first
frame axes, but the image shapes does not have
the same scale. Therefore, before transforming all
the points, it is necessary to obtain the scale factor
s of this transformation.

To get s, first of all, two pairs of matched points
are selected (the two furthest). Secondly, the two
inliers points of the second image are transformed
using the Equation 10. Finally, the distances be-
tween the two first image inliers and the trans-
formed inliers are measured and compared as fol-
lows:

s =
l1
l2

(11)

where l1 is the distance between two furthest in-
liers points in the first image and l2 is the distance
referred to the second image but with the points
transformed.

Figure 2: Image warping; a) Observed shapes from
the first frame, b) Observed shapes from the sec-
ond frame, and c) Second image converted by the
Equation 9

3.4 Exposure Compensation

It is important to adjust the exposure between the
two overlapping images before finding the seams;
because although both images have common fea-
tures, the exposure difference between both could
be high and the brightness difference is noticed
in whole panorama. Furthermore, the adjustment
could help the seams search because a large expo-
sure difference confuses the algorithm.

This technique is based on the division of an input
image in different blocks, see [26]. Each block is
compared in the luminescence sense with the im-
age which is overlaid by the block. This method
computes a quadratic transfer function for each
block. Thereafter, the transfer functions of the
neighboring blocks are averaged to smooth the
variation of the functions distribution. Finally,
the result of each pixel is obtained through a lin-
ear interpolation from neighboring patches of the
input image.

In this process, a Region of Interest (ROI) is used
as the first frame in order to reduce the compu-
tational time, this is explained in further detail in
section 4.

3.5 Seam Finder

As a seam finder between the two images, a
method based on the graph cut problem [27] is
used. For the blending, the minimum graph cut-
ting cost is calculated and applied in the overlap-
ping region.

To apply the graph cut algorithm, first of all,
each pixel within the overlapped area is defined
as a node. The first image and second image are
the patch A and B respectively. After, the ad-
jacent pixels are connected with a arc. Each arc
is labeled with the equation M(s, t, A,B) called
matching quality cost:

M = ‖A(s)−B(s)‖+ ‖A(t)−B(t)‖ (12)

where s and t are the position of two adjacent
nodes and where A and B are the pixel color in
the different patches. For instance, B(s) is the s
pixel color in the B patch.

Finally, the arcs connected to a pixel outside the
overlapping region are labeled with an infinitely
high cost. Then, the graph cut problem is solved
by drawing the path dividing both patches. This
can be seen in Figure 3, where the red line repre-
sents the path, resulting in the pixels from the left
area being copied from the patch A and the ones
in the right from the B.

3.6 Feather Blending

For the blending of the two frames, a Feather-
blending method is used; Originally multiband-
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Figure 3: Path found by the graph cut algorithm

blending was used, however in the case presented
it was identified that the solution obtained with
feather-blending was more optimal as the Gaus-
sian filter implemented in the original approach
blurred the image. The method is based on a vari-
ation of weights given to the pixels of each image
depending the distances from the edges [28].

To achieve the stitched image, it is necessary to
know the input image positions in the output im-
age. To do that, the image corners should be com-
puted. The corner constitutes the top left point
of each image and in the case of the first image it
is the vector (0, 0) and in the second image it is
calculated relatively to the first image corner. The
second image corner is obtained following a set of
steps. First at all, warp the corner of the second
image using Equation 10 and a inlier point, getting
the warped points c′′2 and i′′2 . After, determine the
difference between a first image inlier coordinates
and the corresponding warped inlier coordinates
of the second image, getting the translation vector
(tx, ty) in pixels. The components of the resulting
corner are the sum of the warped corner plus the
obtained translation vector.

Eventually, with the corners of the images that are
stitched and the size in pixels of them, it is possible
used the feather-blending method to obtain the
panoramic image.

4 Experimental results

In this section, the real flight tests are performed
in order to evaluate the proposed algorithm. In
addition, the panorama for the initial tests is cre-
ated from aerial images dataset taken from [29].

The initial test seek to find the optimal overlap-
ping percentage between consecutive frames, so
various datasets where tested at 50% and 80%
overlap using the time and the quality of the image
to evaluate the results. For the dataset of a neigh-
borhood, seen in Figure 5 a panoramic at 80%
overlap is composed using a total of 10 frames, as
well as a panoramic at 50% overlap with 4 frames;
it is noteworthy the fact that the same area is
being covered in all tests. Additionally, a large
panoramic image is shown from the stitching of
15 aerial frames, Figure 4.

The illumination compensation is also analyzed
to determine the optimal approach to form the
mosaic: compensating the changes in illumination
over the whole image, over the section being ana-
lyzed or not including an illumination compensa-
tion at all.

Moreover, in the experiment done, a comparison
of the computational time for the different sec-
tions of the algorithm is evaluated, analyzing the
benefits of including the ROI and the exposure
compensation.

4.1 Platform

In the experiments, DJI F450 quadcopter based
on Pixhawk control system was used. The quad-
copter is equipped with SJ4000 wireless camera
that provides images of 640 × 480 pixels, mounted
on Tarot G-2D gimbal to provide stability of the
camera. The processing in the ground station is
performed in Intel i5-2410M at 2.3 GHz CPU and
4 GB RAM. The connection with the UAV is es-
tablished via a standard 802. 11n wireless LAN
card.

4.2 Results

In this subsection, the results are shown and
analyzed, Figure reffig:pano presents the final
panoramic image created from aerial frames of a
city with a 60% overlap.

From the analysis of the optimal overlapping per-
centage seen in Figure 5 it is observed that a
50% overlap gives a better result in the following
aspects: a clearer image is obtained since fewer
pixels are transformed every time the blending is
applied, the panoramic image is created with re-
duced errors as there are less seams (see Figure
3), the computational time is reduced as the pro-
cess is executed fewer times, and exposure com-
pensation works better at lower overlapping area
producing darker images at 80% overlap due to
the compensation being applied more times. How-
ever, a possible drawback of using a low overlap
as 50% would result in a lack of inliers found in
images with a small number of key features. This
would cause a failure in the mosaicking, neverthe-
less this has not been observed in the executed
tests with the exception of the top-right corner of
Figure 5 where the panoramic image presents the
repetition of some features of the image due to
the lack of matching features between consecutive
frames. For this reason, it is concluded that the
optimal overlapping percentage is slightly higher
than 50%, so a 60% overlapping is used in the
demonstration of the algorithm seen in Figure 4.

The exposure compensation for the panorama pro-
duces better results with large caption areas, i.e.
when there is a considerable variation in illumi-
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Figure 4: Mosaicking from aerial images

nation between some of the frames and others.
Hence, the exposure compensation is beneficial for
panoramas with large area covered, whereas in
cases where the area covered is reduced, greater
results are obtained without applying this com-
pensation.

The use of the ROI improves the computational
time of the algorithm without influencing the qual-
ity of the image. From Table 1 it is observed
how the total computational time is reduced from
1.0245s to 0.9275s simply by the addition of a ROI.

Table 1 shows the computational time for the dif-
ferent sections of the algorithm. The times shown
in this table represent the time taken for each in-
dividual section in the stitching of two frames. As
the panoramic image grows, the times remain con-
stant fluctuating depending on the number of key-
points detected in the pair of frames. These results
are taken from the second stitching of the image
in Figure 5b.

Table 1: Table showing times for each process in
the image blending

Panoramic Steps Time (s)
Detection & Matching 0.5246
Image warping 0.0302
Exposure compensation 0.0572 (0.1542)
Seam finder 0.2860
Blending 0.0287
Total 0.9275 (1.0245)

Note: numbers in parenthesis represent the oc-
casions when the ROI is not applied.

5 Conclusion

In conclusion, this paper presents an algorithm
capable of generating a panorama from aerial im-
ages, it can be observed the good set of results.
Moreover, it is exposed from the results the ben-
efits of including a ROI when compensating the
illumination in the frames, as well as the fact

that this compensation makes an effect when the
panorama covers a large area. Furthermore, for
the formation of the image mosaic, it is beneficial
to use an overlapping of 60% since the computa-
tional time saved is significant as well as creating
superior images.

During the experiment there were a series of prob-
lems encountered, some of which have been re-
solved and some are analyzed to solve in future
works:

• The number of keypoints detected in
smooth/dark surfaces created ghosting,
which meant that some objects were missing
from the final panorama.

• Multi-bland blending uses Gaussian filters
over the whole panorama, blurring the image,
hence Feather blending is used instead.

• The first image must be parallel to the struc-
ture being analyzed since, a failure to do
this creates accumulated error as every image
takes the coordinate system of the original.

• The concentration of keypoints on a specific
area means that the homography produced
is incorrect due to lack of information in the
frames, hence keypoints must be scattered
around the image.

From the problems encountered, it is determined
that the use of Lucas-Kanade tracking for key-
point matching could potentially improve the
results obtained from the proposed algorithm.
Henceforth the next step to improve the algorithm
would be to include the keypoint tracking, which
would solve the issues experienced during the ini-
tial tests.

Moreover, as mentioned before, the original goal is
to mount the camera on a UAV and to reconstruct
the mosaic in real-time. Once, the code has been
improved this would be a feasible task as it is a
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(a) Panoramic at 60% overlap (b) Panoramic at 80% overlap

Figure 5: Image mosaic of a neighborhood at different overlapping percentages

fast and robust algorithm capable of running in
real time.
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