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#### Abstract

We obtain solutions of the nonlinear Klein-Gordon equation using a novel algebraic operational method combined with the Adomian polynomial expansion of nonlinear functions. Our operational method does not use any integral transforms nor integration processes. We illustrate the application of our method by solving several examples and present numerical results that show the accuracy of the truncated series approximations to the solutions.
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## 1 Introduction

The nonlinear Klein-Gordon equation plays an important role in several fields of physics, such as quantum mechanics, general relativity and nonlinear optics, [1, 2]. In the literature, there are numerous papers dealing with diverse methods to solve nonlinear Klein-Gordon equations such as the collocation method [3], the decomposition method [4], the homotopy method [5] and other methods [6, 7]. The nonlinear Klein-Gordon equation that we will study in this paper has the form

$$
\begin{equation*}
\frac{\partial^{2} y(x, t)}{\partial t^{2}}-\Delta y(x, t)+b y(x, t)+g(y(x, t))=f(x, t) \tag{1}
\end{equation*}
$$

with $t \geq 0$, and initial conditions

$$
y(x, 0)=a_{0}(x), \quad \frac{\partial y}{\partial t}(x, 0)=a_{1}(x)
$$

where

$$
\Delta=\sum_{j=1}^{m} \frac{\partial^{2}}{\partial x_{j}^{2}}
$$

$x=\left(x_{1}, x_{2}, \ldots, x_{m}\right) \in \mathbb{R}^{m}, t \in(0, T], b$ is a real number, $g$ is a given nonlinear function, assumed to be analytic at zero, and $f$ is a known function. We study the one dimensional case $(m=1)$, but it is not difficult to see that the method can be applied in the general case.

The operational calculus that we will use in this paper is a particular instance of a general algebraic operational calculus introduced in [8]. Our operational calculus uses basic linear algebra tools to solve equations involving operators that generalize differential and difference operators. The algebraic setting is a field of generalized Laurent series with a multiplication, called algebraic convolution, and a modified shift operator that can be considered as a generalization of differentiation. Taking suitable concrete realizations of our operational calculus we can solve several kinds of differential and difference equations using the same procedure for all kinds of equations.

In this paper, we will use an algebraic convolution product that extends the multiplication formula $\left(t^{n} / n!\right) *$ $\left(t^{m} / m!\right)=t^{n+m} /(n+m)!$ and coincides with the usual convolution defined by means of integrals. The concrete realization of the operational calculus that we will use allows us to solve linear and nonlinear differential equations, without using integral transforms or computing integrals. Since our operational methods are based on simple linear algebra they are simpler than those based on the Mikusiński operational calculus [9], and can be used to provide a rigorous foundation of the main results of Heaviside's operational calculus. Several applications of our methods can be found in [10-13], and some variations in [14, 15].

[^0]The nonlinear term in (1) will be handled by means of the Adomian polynomials [16], which we calculate using expansions in Taylor series. Combining our methods with the Adomian polynomial expansions we solve (1) with a purely operational approach.

The paper is organized as follows. Section 2 contains an introduction to the operational calculus introduced in [8], and the procedure to calculate the Adomian polynomials. In Section 3 we solve (1) using the tools introduced in Section 2. In Section 4 we show how the method is applied to several equations that have been considered in research papers related with the subject. Finally, some conclusions are presented in Section 5.

## 2 Algebraic setting and preliminary results

### 2.1 Operational Calculus

In this section we present a brief description of the algebraic setting and the basic properties of the general operational calculus introduced in the paper [8], where the reader can find a detailed presentation and the proofs of the statements that we summarize next.

Let $\left\{p_{k}: k \in \mathbb{Z}\right\}$ be a group with the multiplication defined by $p_{k} p_{n}=p_{k+n}$, for $k, n \in \mathbb{Z}$. Let $\mathcal{F}$ be the set of all the formal series of the form

$$
a=\sum_{k \in \mathbb{Z}} a_{k} p_{k}
$$

where $a_{k}$ is a complex number for each $k \in \mathbb{Z}$ and, either, all the $a_{k}$ are equal to zero, or there exists an integer $v(a)$ such that $a_{k}=0$ whenever $k<v(a)$ and $a_{v(a)} \neq 0$. In the first case we write $a=0$ and define $v(0)=\infty$. Addition in $\mathcal{F}$ and multiplication by complex numbers are defined in the usual way. The multiplication in $\mathcal{F}$ is defined by extending the multiplication of the group $\left\{p_{k}: k \in \mathbb{Z}\right\}$ as follows. If $a=\sum a_{k} p_{k}$ and $b=\sum b_{k} p_{k}$ are elements of $\mathcal{F}$ then $a b=\sum c_{n} p_{n}$, where the coefficients $c_{n}$ are given by

$$
c_{n}=\sum_{v(a) \leq k \leq n-v(b)} a_{k} b_{n-k}
$$

This multiplication in $\mathcal{F}$ is associative and commutative and $p_{0}$ is its unit element. With this multiplication $\mathcal{F}$ is a field. We define the series

$$
e_{x, k}=\sum_{n \geq k}\binom{n}{k} x^{n-k} p_{n}, \quad x \in \mathbb{C}, k \geq 0
$$

These elements of $\mathcal{F}$ are called generalized geometric series and satisfy

$$
e_{x, k}\left(p_{-k}\left(p_{0}-x p_{1}\right)^{k+1}\right)=p_{0}
$$

In particular, when $k=0$ we have

$$
\begin{equation*}
e_{x, 0}\left(p_{0}-x p_{1}\right)=p_{0} \tag{2}
\end{equation*}
$$

If $x \neq y$ then

$$
p_{1} e_{x, m} e_{y, n}=\sum_{i=0}^{m} \frac{\binom{n+i}{i}(-1)^{i} e_{x, m-i}}{(x-y)^{1+n+i}}+\sum_{j=0}^{n} \frac{\binom{m+j}{j}(-1)^{j} e_{y, n-j}}{(y-x)^{1+m+j}} .
$$

In particular, if $m=n=0$ then we have

$$
\begin{equation*}
p_{1} e_{x, 0} e_{y, 0}=\frac{e_{x, 0}-e_{y, 0}}{x-y}, \quad x \neq y \tag{3}
\end{equation*}
$$

The linear operator $L$ on $\mathcal{F}$ is defined by $L p_{k}=p_{k-1}$ for $k \neq 0$, and $L p_{0}=0$, and it is called the modified left shift. As an example, if $a=\sum_{i \geq 0} y_{i} p_{i}$, then $L a=\sum_{i \geq 0} y_{i+1} p_{i}$. One important property of the operator $L$ is

$$
\begin{equation*}
L^{k}=p_{-k}\left(p_{0} I-P_{0}-P_{1}-P_{2}-\cdots-P_{k-1}\right) \tag{4}
\end{equation*}
$$

where $I$ is the identity operator and $P_{n}$ is the projection on the subspace generated by $p_{n}$, that is $P_{n} a=y_{n} p_{n}$. See [8, p. 333].

In order to apply our operational method to nonlinear Klein-Gordon differential equations we will use the concrete realization of the field $\mathcal{F}$ that has $p_{k}=t^{k} / k!$, for $k \in \mathbb{Z}$, where $t$ is a real or complex variable and $k!$ is defined for negative values of $k$ by

$$
k!=\frac{(-1)^{-k-1}}{(-k-1)!}, \quad k<0
$$

The modified left shift in this concrete realization is $L=\partial / \partial t=D_{t}$, and the generalized geometric series become the basic exponential polynomials

$$
e_{x, k}=\frac{t^{k}}{k!} \exp (x t), \quad x \in \mathbb{C}, \quad k \geq 0
$$

Let us note that the generalized geometric series are convergent for all $x$ and $t$ in $\mathbb{C}$.
If instead of taking $p_{k}=t^{k} / k$ ! we take $p_{k}$ as a normalized Hermite polynomial of degree $k$ we obtain another concrete realization of the operational calculus that can be used to solve differential equations of the kind that we consider in this paper.

### 2.2 Adomian polynomials

The Adomian polynomials and decomposition methods [16] are a very important tool for the solution of many kinds of equations, including nonlinear differential equations. The general theory and convergence properties of the Adomian decomposition methods have been studied in [17-19], but, in many applications the convergence properties depend on the particular functions involved in the equations. In the examples that we consider in this paper the domain of convergence of the series that represent the solutions is easily determined.

Using the Adomian polynomials we can write a nonlinear term $g(y)$ as a power series. In this paper, we calculate the Adomian polynomials by expanding the nonlinear term $g(y)$ in a Taylor series about the point $y_{0}$, that is

$$
g(y)=\left.\sum_{k=0}^{\infty} \frac{1}{k!} \frac{d^{k}}{d y^{k}} g(y)\right|_{y=y_{0}}\left(y-y_{0}\right)^{k},
$$

where $y=\sum y_{k} t^{k} / k$ !. After some algebraic manipulation and grouping terms that correspond to the same monomial we obtain a series

$$
\begin{equation*}
g(y)=\sum_{k=0}^{\infty} A_{k} \frac{t^{k}}{k!}=\sum_{k=0}^{\infty} A_{k} p_{k} \tag{5}
\end{equation*}
$$

where the $A_{k}$ are the Adomian polynomials.

## 3 Operational solution of nonlinear Klein-Gordon equations

In this Section we will solve (1) using the theory introduced in Section 2. We will take $\Delta=\partial^{2} / \partial x^{2}$ and suppose that $f(x, t)$ is of the form

$$
f(x, t)=\sum_{k=0}^{n} f_{1, k}(x) f_{2, k}(t)
$$

where the functions $f_{1, k}$ and $f_{2, k}$ have a convergent Taylor series representation in a neighborhood of zero and

$$
f_{2, k}(t)=\sum_{j=0}^{\infty} b_{j, k} p_{j}, \quad 0 \leq k \leq n
$$

Suppose that the solution of (1) can be expressed in the form $y(x, t)=\sum y_{k}(x) t^{k} / k$ !, for some sequence of functions $y_{k}(x)$. Using the concrete realization of the operational method with $p_{k}=t^{k} / k!$ and $L=\partial / \partial t=D_{t}$ we can rewrite (1) as

$$
L^{2} y+b y=\sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}(x)\right) p_{k}-g(y)+\sum_{k=0}^{n} f_{1, k}(x) \sum_{j=0}^{\infty} b_{j, k} p_{j}
$$

From (4) we have that $L^{2}=p_{-2}\left(p_{0} I-P_{0}-P_{1}\right)$ and therefore the previous equation becomes

$$
\left(p_{-2}+b p_{0}\right) y=y_{0}(x) p_{-2}+y_{1}(x) p_{-1}+\sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}(x)\right) p_{k}-g(y)+\sum_{k=0}^{n} f_{1, k}(x) \sum_{j=0}^{\infty} b_{j, k} p_{j}
$$

From (5) we write $g(y)$ in terms of the Adomian polynomials as $\sum_{k=0}^{\infty} A_{k} p_{k}$. Also observe that we have the factorization $\left(p_{-2}+b p_{0}\right)=\left(p_{-1}+i \sqrt{b} p_{0}\right)\left(p_{-1}-i \sqrt{b} p_{0}\right)$ and that, by $(2)$, the multiplicative inverse of $\left(p_{-2}+b p_{0}\right)$ in the field $\mathcal{F}$ is $p_{2} e_{i \sqrt{b}, 0} e_{-i \sqrt{b}, 0}$. Therefore

$$
\begin{equation*}
\sum_{k=0}^{\infty} y_{k}(x) p_{k}=e_{i \sqrt{b}, 0} e_{-i \sqrt{b}, 0}\left(y_{0}(x) p_{0}+y_{1}(x) p_{1}+\sum_{k=0}^{\infty}\left(D_{x}^{2}\left(y_{k}(x)\right)-A_{k}\right) p_{k+2}+\sum_{k=0}^{n} f_{1, k}(x) \sum_{j=0}^{\infty} b_{j, k} p_{j+2}\right) \tag{6}
\end{equation*}
$$

Performing the operations in the right-hand side of (6) we obtain a series in terms of the $p_{k}$ which begins with $p_{0}$. Consider that $y_{0}(x)$ and $y_{1}(x)$ are the initial conditions $a_{0}(x)$ and $a_{1}(x)$, respectively. Then we equate the coefficients of $p_{k}$ in both sides of the equation and obtain recursively the solution $y_{k}(x)$. Finally, we replace $p_{k}$ by $t^{k} / k!$ and obtain the solution as a function of $t$ and $x$. In the next Section we will solve in detail several examples.

Remark 1 It is worth mentioning that the operations in (6) can be simplified using the multiplication formula (3).

## 4 Implementation of the operational method

Our first example is a linear non-homogeneous equation.
Example 2 Consider the non-homogeneous Klein-Gordon equation of the form

$$
\begin{equation*}
\frac{\partial^{2} y}{\partial t^{2}}-\frac{\partial^{2} y}{\partial x^{2}}-2 y=-2 \sin x \sin t, \quad t \geq 0 \tag{7}
\end{equation*}
$$

with initial conditions

$$
y(x, 0)=\mathrm{e}^{-a x}, \quad \frac{\partial y}{\partial t}(x, 0)=0, \quad a \geq 0
$$

Equation (7) can be written as

$$
\left(D_{t}^{2}-2 I\right) y=D_{x}^{2} y-2 \sin x \sin t
$$

where $D_{t}$ and $D_{x}$ denote the derivatives with respect to $t$ and $x$, respectively, and $I$ is the identity operator. Suppose that the solution can be written in the form

$$
y(x, t)=\sum_{k=0}^{\infty} y_{k}(x) \frac{t^{k}}{k!}
$$

for some sequence of functions $y_{k}(x)$. Observe that

$$
D_{x}^{2} y=\sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}(x)\right) \frac{t^{k}}{k!}
$$

and using the Taylor series expansion at zero of $\sin (t)$ we obtain

$$
\begin{equation*}
\left(D_{t}^{2}-2 I\right) y(x, t)=\sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}(x)\right) \frac{t^{k}}{k!}-2 \sin x \sum_{k=0}^{\infty}(-1)^{k} \frac{t^{2 k+1}}{(2 k+1)} \tag{8}
\end{equation*}
$$

Let $p_{k}=t^{k} / k$ !, for $k \in \mathbb{Z}$, and $L=D_{t}$. Since, by (4), we have $L^{2}=p_{-2}\left(p_{0} I-P_{0}-P_{1}\right)$, equation (8) can be expressed in the form

$$
\left(p_{-2}\left(p_{0} I-P_{0}-P_{1}\right)-2 p_{0} I\right) y(x, t)=\sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}(x)\right) p_{k}-2 \sin x \sum_{k=0}^{\infty}(-1)^{k} p_{2 k+1}
$$

After some algebraic manipulations and using the fact that $P_{k} y(x, t)=y_{k}(x) p_{k}$, we get

$$
\left(p_{0}-\sqrt{2} p_{1}\right)\left(p_{0}+\sqrt{2} p_{1}\right) y(x, t)=y_{0}(x) p_{0}+y_{1}(x) p_{1}+\sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}(x)\right) p_{k+2}-2 \sin x \sum_{k=0}^{\infty}(-1)^{k} p_{2 k+3}
$$

From (2) we see that $e_{\sqrt{2}, 0} e_{-\sqrt{2}, 0}$ is the multiplicative inverse of $\left(p_{0}-\sqrt{2} p_{1}\right)\left(p_{0}+\sqrt{2} p_{1}\right)$ in $\mathcal{F}$. Hence

$$
y(x, t)=e_{\sqrt{2}, 0} e_{-\sqrt{2}, 0}\left(y_{0}(x) p_{0}+y_{1}(x) p_{1}+\sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}(x)\right) p_{k+2}-2 \sin x \sum_{k=0}^{\infty}(-1)^{k} p_{2 k+3}\right)
$$

From (3) it is clear that

$$
e_{\sqrt{2}, 0} e_{-\sqrt{2}, 0}=\frac{1}{2 \sqrt{2}} \sum_{k=1}^{\infty}\left((\sqrt{2})^{k}-(-\sqrt{2})^{k}\right) p_{k-1}=\sum_{k=0}^{\infty} 2^{k} p_{2 k}
$$

In order to simplify the notation we will write $y_{k}$ instead of $y_{k}(x)$ and $y$ instead of $y(x, t)$. Therefore we have

$$
\begin{aligned}
\sum_{k=0}^{\infty} y_{k} p_{k} & =\left(\sum_{k=0}^{\infty} 2^{k} p_{2 k}\right)\left(y_{0} p_{0}+y_{1} p_{1}+\sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}\right) p_{k+2}-2 \sin x \sum_{k=0}^{\infty}(-1)^{k} p_{2 k+3}\right) \\
& =y_{0} p_{0}+y_{1} p_{1}+\left(y_{0}+D_{x}^{2}\left(y_{0}\right)\right) p_{2}+\left(2 y_{1}-2 \sin x+D_{x}^{2}\left(y_{1}\right)\right) p_{3}+\left(4 y_{0}+D_{x}^{2}\left(y_{2}+2 y_{0}\right)\right) p_{4}+\cdots
\end{aligned}
$$

Equating corresponding coefficients of $p_{k}$ in both sides of the last equation we get

$$
\begin{aligned}
y_{0} & =y_{0} \\
y_{1} & =y_{1} \\
y_{2} & =y_{0}+D_{x}^{2}\left(y_{0}\right) \\
y_{3} & =2 y_{1}-2 \sin x+D_{x}^{2}\left(y_{1}\right) \\
y_{4} & =4 y_{0}+D_{x}^{2}\left(y_{2}+2 y_{0}\right) \\
\vdots & =\quad \vdots
\end{aligned}
$$

The initial conditions give us $y_{0}=\mathrm{e}^{-a x}$ and $y_{1}=0$. Then the previous equations become $y_{2}=\left(a^{2}-2\right) \mathrm{e}^{-a x}, y_{3}=$ $-\left(3^{1}-1\right) \sin x, y_{4}=\left(a^{2}-2\right)^{2} \mathrm{e}^{-a x}, y_{5}=\left(3^{2}-1\right) \sin x, \ldots$. Therefore the solution is given by

$$
y=\mathrm{e}^{-a x} \sum_{k=0}^{\infty}\left(a^{2}-2\right)^{k} p_{2 k}+\sin (x) \sum_{k=1}^{\infty}(-1)^{k}\left(3^{k}-1\right) p_{2 k+1}
$$

and then, writing the $p_{k}$ in terms of $t$ we obtain

$$
y(x, t)=\mathrm{e}^{-a x} \sum_{k=0}^{\infty}\left(a^{2}-2\right)^{k} \frac{t^{2 k}}{(2 k)!}+\sin (x) \sum_{k=0}^{\infty}(-1)^{k}\left(3^{k}-1\right) \frac{t^{2 k+1}}{(2 k+1)!}
$$

If we define $A^{2}=a^{2}-2$ and compute the sums we get

$$
\begin{aligned}
y(x, t) & =\mathrm{e}^{-a x} \sum_{k=0}^{\infty} \frac{(A t)^{2 k}}{(2 k)!}+\sin (x)\left(\sum_{k=0}^{\infty}(-1)^{k}\left(3^{k}\right) \frac{t^{2 k+1}}{(2 k+1)!}-\sum_{k=0}^{\infty}(-1)^{k} \frac{t^{2 k+1}}{(2 k+1)!}\right) \\
& =\mathrm{e}^{-a x} \sum_{k=0}^{\infty} \frac{(A t)^{2 k}}{(2 k)!}+\sin (x)\left(\frac{1}{\sqrt{3}} \sum_{k=0}^{\infty}(-1)^{k} \frac{(\sqrt{3} t)^{2 k+1}}{(2 k+1)!}-\sum_{k=0}^{\infty}(-1)^{k} \frac{t^{2 k+1}}{(2 k+1)!}\right) \\
& =\mathrm{e}^{-a x} \cos \left(\left(a^{2}-2\right) t\right)+\frac{\sin (x)}{\sqrt{3}} \sin (\sqrt{3} t)-\sin (x) \sin (t)
\end{aligned}
$$

Remark 3 If we change the initial conditions in Example 2 and consider instead

$$
y(x, 0)=0, \quad \frac{\partial y}{\partial t}(x, 0)=\sin (x)
$$

we obtain $y_{0}=0$ and $y_{1}=\sin (x)$, and recursively $y_{2}=0, y_{3}=-\sin (x), y_{4}=0, y_{5}=\sin (x), \ldots$. The solution in terms of the concrete realization is given by

$$
y(x, t)=\sin x\left(t-\frac{t^{3}}{3!}+\frac{t^{5}}{5!}-\cdots\right)=\sin x \sin t
$$

Our solution coincides with the solution obtained in [4]. The series $t-\frac{t^{3}}{3!}+\frac{t^{5}}{5!}-\cdots$ is convergent for all real values of $t$ since it is the expansion in Taylor series of $\sin (t)$. Therefore our solution converges for all real values of $t$. Table 1 shows the absolute error between our truncated series solution ( 15 terms) and the closed form solution.
Example 4 Now, consider the nonlinear Klein-Gordon equation of the form

$$
\begin{equation*}
\frac{\partial^{2} y}{\partial t^{2}}-\frac{\partial^{2} y}{\partial x^{2}}+y^{2}=-x \cos (t)+x^{2} \cos ^{2}(t) \tag{9}
\end{equation*}
$$

with initial conditions

$$
y(x, 0)=x, \quad \frac{\partial y}{\partial t}(x, 0)=0, \quad-1 \leq x \leq 1 .
$$

Equation (9) can be written as

$$
D_{t}^{2} y=D_{x}^{2} y-y^{2}-x \cos (t)+x^{2} \cos ^{2}(t) .
$$

Let us suppose that the solution has the form

$$
y=\sum_{k=0}^{\infty} y_{k} \frac{t^{k}}{k!},
$$

where the $y_{k}$ are functions of $x$. Then we have

$$
D_{x}^{2} y=\sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}\right) \frac{t^{k}}{k!} .
$$

The nonlinear term $y^{2}$ can be expanded as a Taylor series about the point $y_{0}$ as follows

$$
\begin{aligned}
y^{2} & =y_{0}^{2}+2 y_{0}\left(y-y_{0}\right)+\left(y-y_{0}\right)^{2} \\
& =y_{0}^{2}+2 y_{0} y_{1} t+\left(2 y_{0} y_{2}+2 y_{1}^{2}\right) \frac{t^{2}}{2!}+\left(6 y_{1} y_{2}+2 y_{0} y_{3}\right) \frac{t^{3}}{3!}+\cdots
\end{aligned}
$$

and the function $-x \cos (t)+x^{2} \cos ^{2}(t)$ is expressed as the convergent series

$$
-x \cos (t)+x^{2} \cos ^{2}(t)=-x+x^{2}+\left(x-2 x^{2}\right) \frac{t^{2}}{2!}+\left(-x+8 x^{2}\right) \frac{t^{4}}{4!}+\left(x-32 x^{2}\right) \frac{t^{6}}{6!}+\cdots
$$

Following the same procedure used in Example 2, we write (9) in terms of the $p_{k}$ 's as

$$
\begin{gathered}
p_{-2} y=y_{0} p_{-2}+y_{1} p_{-1}+\sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}\right) p_{k}-y_{0}^{2} p_{0}-2 y_{0} y_{1} p_{1}-\left(2 y_{0} y_{2}+2 y_{1}^{2}\right) p_{2}-\cdots+\left(-x+x^{2}\right) p_{0}+ \\
\sum_{i=1}^{\infty}(-1)^{i}\left(-x+2^{2 i-1} x^{2}\right) p_{2 i} .
\end{gathered}
$$

Multiplying both sides of the equation by $p_{2}$, which is the multiplicative inverse of $p_{-2}$, we obtain

$$
\begin{array}{r}
\sum_{k=0}^{\infty} y_{k} p_{k}=p_{2}\left(y_{0} p_{-2}+y_{1} p_{-1}+\sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}\right) p_{k}-y_{0}^{2} p_{0}-2 y_{0} y_{1} p_{1}-\cdots+\left(-x+x^{2}\right) p_{0}+\right. \\
\left.\sum_{i=1}^{\infty}(-1)^{i}\left(-x+2^{2 i-1} x^{2}\right) p_{2 i}\right) \\
= \\
y_{0} p_{0}+y_{1} p_{1}-\left(x-x^{2}+y_{0}^{2}-D_{x}^{2}\left(y_{0}\right)\right) p_{2}-\left(2 y_{0} y_{1}-D_{x}^{2}\left(y_{1}\right)\right) p_{3}- \\
\left(-x+2 x^{2}+2 y_{0} y_{2}-D_{x}^{2}\left(y_{2}\right)\right) p_{4}+\cdots .
\end{array}
$$

Equating corresponding coefficients of the $p_{k}$ in both side of the equation we get

$$
\begin{aligned}
y_{0} & =y_{0} \\
y_{1} & =y_{1} \\
y_{2} & =-\left(x-x^{2}+y_{0}^{2}-D_{x}^{2}\left(y_{0}\right)\right) \\
y_{3} & =-\left(2 y_{0} y_{1}-D_{x}^{2}\left(y_{1}\right)\right) \\
y_{4} & =-\left(-x+2 x^{2}+2 y_{0} y_{2}-D_{x}^{2}\left(y_{2}\right)\right) \\
\vdots & =\vdots
\end{aligned}
$$

The initial conditions give us $y_{0}=x$ and $y_{1}=0$, and by forward substitutions we obtain $y_{2}=-x, y_{3}=0, y_{4}=$ $x, y_{5}=0, \ldots$ Therefore the solution is given by $\sum_{k \geq 0}(-1)^{k} x p_{2 k}$, and this is equivalent to

$$
y(x, t)=x\left(1-\frac{t^{2}}{2!}+\frac{t^{4}}{4!}-\cdots\right)=x \cos (t)
$$

Our solution coincides with the solution presented in [20]. The series $1-\frac{t^{2}}{2!}+\frac{t^{4}}{4!}-\cdots$ is convergent for all real values of $t$ since it is the expansion in Taylor series of $\cos (t)$. Therefore our solution converges for all real values of $t$. Table 2 shows the absolute error between our approximation to the solution by a truncated series and the closed form solution.

Example 5 Consider now the nonlinear Klein-Gordon equation

$$
\begin{equation*}
\frac{\partial^{2} y}{\partial t^{2}}+\alpha \frac{\partial^{2} y}{\partial x^{2}}+\beta y+\gamma y^{3}=0 \tag{10}
\end{equation*}
$$

with initial conditions

$$
y(x, 0)=B \tan (K x), \quad \frac{\partial y}{\partial t}(x, 0)=B c K \sec ^{2}(K x)
$$

where $L_{0} \leq x \leq L_{1}, t_{0} \leq t$, and $c, \alpha, \beta, \gamma$ are constants, and $B=\sqrt{\beta / \gamma}, K=\sqrt{-\beta /\left(2\left(\alpha+c^{2}\right)\right)}$. Equation (10) can be written as

$$
\left(D_{t}^{2}+\beta I\right) y=-\alpha D_{x}^{2} y-\gamma y^{3}
$$

As in the previous examples we suppose that

$$
y=\sum_{k=0}^{\infty} y_{k} \frac{t^{k}}{k!}
$$

and

$$
D_{x}^{2} y=\sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}\right) \frac{t^{k}}{k!}
$$

Expanding the nonlinear term $y^{3}$ as a Taylor series about the point $y_{0}$, we get

$$
\begin{aligned}
y^{3} & =y_{0}^{3}+3 y_{0}^{2}\left(y-y_{0}\right)+3 y_{0}\left(y-y_{0}\right)^{2}+\left(y-y_{0}\right)^{3} \\
& =y_{0}^{3}+3 y_{0}^{2} y_{1} t+\left(3 y_{0}^{2} y_{2}+6 y_{0} y_{1}^{2}\right) \frac{t^{2}}{2!}+\left(3 y_{0}^{2} y_{3}+18 y_{0} y_{1} y_{2}+6 y_{1}^{3}\right) \frac{t^{3}}{3!}+\cdots .
\end{aligned}
$$

Following the same procedure that we used in Examples 2 and 4, we write (10) in terms of the $p_{k}$ 's as

$$
\left(p_{0}+d i p_{1}\right)\left(p_{0}-d i p_{1}\right) y=y_{0} p_{0}+y_{1} p_{1}-\alpha \sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}\right) p_{k}-\gamma\left(y_{0}^{3} p_{0}+3 y_{0}^{2} y_{1} p_{1}+\left(3 y_{0}^{2} y_{2}+6 y_{0} y_{1}^{2}\right) p_{2}+\cdots\right),
$$

where $d=\sqrt{\beta}$. Since the product $e_{-d i, 0} e_{d i, 0}$ is the multiplicative inverse of $\left(p_{0}+d i p_{1}\right)\left(p_{0}-d i p_{1}\right)$ in the field $\mathcal{F}$, we have

$$
\begin{aligned}
\sum_{k=0}^{\infty} y_{k} p_{k} & =e_{-d i, 0} e_{d i, 0}\left(y_{0} p_{0}+y_{1} p_{1}-\alpha \sum_{k=0}^{\infty} D_{x}^{2}\left(y_{k}\right) p_{k}-\gamma\left(y_{0}^{3} p_{0}+3 y_{0}^{2} y_{1} p_{1}+\left(3 y_{0}^{2} y_{2}+6 y_{0} y_{1}^{2}\right) p_{2}+\cdots\right)\right) \\
& =y_{0} p_{0}+y_{1} p_{1}+\left(-\gamma y_{0}^{3}-d^{2} y_{0}-\alpha D_{x}^{2}\left(y_{0}\right)\right) p_{2}+\left(-3 \gamma y_{0}^{2} y_{1}-d^{2} y_{1}-\alpha D_{x}^{2}\left(y_{1}\right)\right) p_{3}+\cdots
\end{aligned}
$$

Equating coefficients we get

$$
\begin{aligned}
y_{0} & =y_{0} \\
y_{1} & =y_{1} \\
y_{2} & =-\gamma y_{0}^{3}-d^{2} y_{0}-\alpha D_{x}^{2}\left(y_{0}\right) \\
y_{3} & =-3 \gamma y_{0}{ }^{2} y_{1}-d^{2} y_{1}-\alpha D_{x}^{2}\left(y_{1}\right) \\
\vdots & =\vdots
\end{aligned}
$$

The given initial conditions yield $y_{0}=B \tan (K x)$ and $y_{1}=B c K \sec ^{2}(K x)$, and from the previous equations we obtain

$$
\begin{align*}
& y_{2}=-\gamma B^{3} \tan ^{3}(K x)-d^{2} B \tan (K x)-2 \alpha B K^{2} \tan (K x)\left(1+\tan ^{2}(K x)\right) \\
& y_{3}=-3 \gamma B^{3} c K \tan ^{2}(K x) \sec ^{2}(K x)-d^{2} B c K \sec ^{2}(K x)-\alpha\left(4 B c K^{3} \sec ^{2}(K x) \tan ^{2}(K x)+\right. \\
&\left.2 B c K^{3} \sec ^{2}(K x)\left(1+\tan ^{2}(K x)\right)\right)
\end{align*} \begin{array}{r}
y_{4}=\frac{B \sin (K x)}{\cos ^{5}(K x)}\left(3 \gamma^{2} B^{4} \cos ^{4}(K x)-4 \gamma d^{2} B^{2} \cos ^{4}(K x)-6 \gamma^{2} B^{4} \cos ^{2}(K x)-\right. \\
12 \gamma \alpha B^{2} K^{2} \cos ^{2}(K x)-8 \alpha^{2} K^{4} \cos ^{2}(K x)+d^{4} \cos ^{4}(K x)-6 \gamma c^{2} B^{2} K^{2}+  \tag{11}\\
\left.4 \gamma d^{2} B^{2} \cos ^{2}(K x)+4 \alpha d^{2} K^{2} \cos ^{2}(K x)+3 B^{4} \gamma^{2}+18 \gamma \alpha B^{2} K^{2}+24 K^{4} \alpha^{2}\right) \\
\vdots=
\end{array}
$$

Our series $\sum y_{k} t^{k} / k!$ with the coefficients described in (11) is the Taylor series, around $t=0$, of $y=B \tan (K(x+c t))$, which is the exact solution of (10), see [21]. The series obtained by our method is convergent for all real values of $t$ between $-\pi / 2$ and $\pi / 2$ since it is the expansion in Taylor series of $y=B \tan (K(x+c t))$. Table 3 shows the absolute error between our solution and the exact solution when we take $B=0.816497, K=0.426401$ and $c=0.5$.

## 5 Conclusions

In the examples presented in the previous section we have shown how our operational method is applied to obtain solutions of Klein-Gordon equations. In all the examples our solutions coincide with the ones obtained by other authors using diverse methods. The main difference between our method and the usual ones is that we do not require the computation of integrals, and we do not use any integral transforms. In addition, since the computational parts of our method are mainly operations with power series and differentiation, they can be easily done using symbolic computational software packages, such as Maple and Mathematica. The numerical results presented in the solved examples show that the values computed by evaluation of truncations of the series representations produce good approximations of the exact solutions. This fact indicates that we can expect to obtain good approximations to the solutions of problems for which the exact solution is not known.

Our operational methods can also be used to solve other kinds of differential and difference equations, including fractional differential equations, with several different definitions of the fractional differentiation operators. The procedures used for all kinds of equations are essentially the same and do not depend on particular properties of the elements $p_{k}$ and the operator $L$ of the concrete realization used in each case.
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| $x$ | 0.5 | 1 | 1.5 | 2 | 2.5 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5 | $9.6744 \mathrm{E}-18$ | $2.5533 \mathrm{E}-18$ | $9.6744 \mathrm{E}-18$ | $3.2163 \mathrm{E}-17$ | $9.5745 \mathrm{E}-18$ | $1.9208 \mathrm{E}-18$ |
| 1 | $3.6527 \mathrm{E}-13$ | $6.4114 \mathrm{E}-13$ | $7.6006 \mathrm{E}-13$ | $6.9281 \mathrm{E}-13$ | $4.5593 \mathrm{E}-13$ | $1.0752 \mathrm{E}-13$ |
| 1.5 | $1.5922 \mathrm{E}-10$ | $2.7946 \mathrm{E}-10$ | $3.3128 \mathrm{E}-10$ | $3.0199 \mathrm{E}-10$ | $1.9876 \mathrm{E}-10$ | $4.6868 \mathrm{E}-11$ |
| 2 | $1.1839 \mathrm{E}-08$ | $2.0779 \mathrm{E}-08$ | $2.4632 \mathrm{E}-08$ | $2.2454 \mathrm{E}-08$ | $1.4779 \mathrm{E}-08$ | $3.4848 \mathrm{E}-09$ |
| 2.5 | $3.3374 \mathrm{E}-07$ | $5.8577 \mathrm{E}-07$ | $6.9438 \mathrm{E}-07$ | $6.3299 \mathrm{E}-07$ | $4.1661 \mathrm{E}-07$ | $9.8238 \mathrm{E}-08$ |
| 3 | $5.0911 \mathrm{E}-06$ | $8.9357 \mathrm{E}-06$ | $1.0593 \mathrm{E}-05$ | $9.6559 \mathrm{E}-06$ | $6.3553 \mathrm{E}-06$ | $1.4986 \mathrm{E}-06$ |

Table 1: Absolute error of our truncated solution with 15 terms.

| $x$ | 0.5 | 1 | 1.5 | 2 | 2.5 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5 | $2.1676 \mathrm{E}-17$ | $4.3352 \mathrm{E}-17$ | $6.5028 \mathrm{E}-17$ | $8.6704 \mathrm{E}-17$ | $1.0838 \mathrm{E}-16$ | $1.3006 \mathrm{E}-16$ |
| 1 | $2.3843 \mathrm{E}-14$ | $4.7687 \mathrm{E}-14$ | $7.1530 \mathrm{E}-14$ | $9.5373 \mathrm{E}-14$ | $1.1922 \mathrm{E}-13$ | $1.4306 \mathrm{E}-13$ |
| 1.5 | $1.5582 \mathrm{E}-11$ | $3.1164 \mathrm{E}-11$ | $4.6746 \mathrm{E}-11$ | $6.2328 \mathrm{E}-11$ | $7.7910 \mathrm{E}-11$ | $9.3492 \mathrm{E}-11$ |
| 2 | $1.5459 \mathrm{E}-09$ | $3.0918 \mathrm{E}-09$ | $4.6376 \mathrm{E}-09$ | $6.1835 \mathrm{E}-09$ | $7.7294 \mathrm{E}-09$ | $9.2753 \mathrm{E}-09$ |
| 2.5 | $5.4522 \mathrm{E}-08$ | $1.0904 \mathrm{E}-07$ | $1.6357 \mathrm{E}-07$ | $2.1809 \mathrm{E}-07$ | $2.7261 \mathrm{E}-07$ | $3.2713 \mathrm{E}-07$ |
| 3 | $9.9915 \mathrm{E}-07$ | $1.9983 \mathrm{E}-06$ | $2.9975 \mathrm{E}-06$ | $3.9966 \mathrm{E}-06$ | $4.9958 \mathrm{E}-06$ | $5.9949 \mathrm{E}-06$ |

Table 2: Absolute error of our truncated solution with 15 terms.

| $x$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | $1.3878 \mathrm{E}-17$ | 0 | $1.3878 \mathrm{E}-17$ | 0 | 0 |
| 0.2 | 0 | $1.3878 \mathrm{E}-17$ | 0 | 0 | $2.7756 \mathrm{E}-17$ |
| 0.3 | 0 | $1.3878 \mathrm{E}-17$ | $2.7756 \mathrm{E}-17$ | 0 | $2.7756 \mathrm{E}-17$ |
| 0.4 | $1.3878 \mathrm{E}-17$ | 0 | 0 | $2.7756 \mathrm{E}-17$ | $5.5511 \mathrm{E}-17$ |
| 0.5 | $1.3878 \mathrm{E}-17$ | 0 | $2.7756 \mathrm{E}-17$ | $2.7756 \mathrm{E}-17$ | 0 |

Table 3: Absolute error of our truncated solution with 15 terms.
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