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Abstract: Decentralized wireless networks are gaining increasing popularity as they do not
need a fixed infrastructure. Simultaneously, multiple research initiatives have led to different
findings at the PHY layer of the wireless communication systems, which include Multi-Packet
Reception (MPR) techniques that enable a receiver to decode multiple packets that are transmitted
simultaneously. However, the distributed nature of decentralized wireless networks demands
different network control policies that should take into account the MPR capabilities to increase
the network performance. This work studies the performance of a wireless network composed of
multiple transmitters that are willing to transmit to a single receiver. This receiver has MPR capability
and adopts an Energy-based Sensing (EBS) technique to enable uplink users’ transmissions without
interfering with the ongoing transmissions from other transmitters. The first remark to be made is
that the MPR technique performance depends on the channel propagation conditions and on the
amount of time the receiver needs to detect the spectrum’s occupancy state. However, it is shown
that by increasing the number of samples needed to increase the sensing accuracy, the receiver may
degrade its throughput, namely if the receiver is equipped with a single radio, that is sequentially
used for sensing and transmitting (split-phase operation). The results presented in the paper show
the impact of the channel propagation condition and EBS parameterization on wireless network
throughput and the cases where the receiver MPR capture performance is greatly improved by the
use of a spectrum sensing technique.

Keywords: multi-packet reception; spectrum sensing; aggregate interference

1. Introduction

The exponential growth of wireless technologies and the increase of Internet of Things (IoT)
and Machine-to-Machine (M2M) systems raise multiple challenges to the current wireless network
systems [1]. Particularly in decentralized wireless networks, which include sensor networks and ad hoc
vehicular wireless networks, the lack of wired infrastructure poses unique challenges in the design of
the physical (PHY) and medium access control (MAC) layers. Although it is expected a huge increase
in data demand and number of wireless devices, in the literature several works have demonstrated
that decentralized wireless networks have scalability problems [2]. Focusing on overcoming theses
scalability issues, multiple works including [3,4] have proposed the adoption of MPR techniques to
increase the capacity of decentralized wireless networks. Different from Single-packet reception (SPR)
techniques, which only allow one reception at a time, MPR PHY layer capability enables multiple
packets to be decoded simultaneously at the receiver.

In the decentralized wireless networks, nodes simultaneously compete for the network resources.
The competition of the nodes to access the medium is a central objective of the MAC protocols design.
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MAC protocols play an important role in terms of the throughput of decentralized wireless networks [5].
Additionally, several distributed protocols (such as IEEE 802.11 and IEEE 802.15.4) operate in shared
Industrial Scientific Medical bands (e.g., 2.4 GHz). In such shared bands the interference level is usually
high because they support different wireless technologies. One critical issue in decentralized wireless
networks operating in shared bands is the problem of dealing with spatial interference, which arises
from the need of sharing the same wireless channel controlled in a decentralized way. In a shared
channel multiple interferers may decrease the communication performance because they are not
controlled by a central entity capable of mitigating the spatial interference. This fact is of particular
importance as the density of nodes increase, because the nodes far away from the receiver may also
cause non-negligible interference.

The distributed nature and inherent flexibility features of the decentralized wireless networks
have been responsible for the development of MAC protocols mainly based on Carrier-Sense Multiple
Access (CSMA). The Carrier-Sense mechanism enables the sensing of the interference level before
starting the communication process and thus undesired levels of interference in shared channels are
avoided. Thereby the CSMA based protocols provide a significant performance improvement over the
ALOHA based MAC protocols [3]. Multiple works have already analyzed the performance CSMA
and ALOHA MAC protocols for decentralized wireless networks [6–10]. The main focus of these
works was to define a threshold for the ratio between the sensing time and the transmitting time
in which CSMA can outperform Aloha [6]. Some of these works assumed that the amount of time
that is used to sense the channel is much lower than the amount of time used for data transmission.
This assumption might be valid for the traditional decentralized wireless networks (e.g., IEEE 802.11).
However, it can be unrealistic when considering IoT and M2M systems where the communication
profile is typically characterized by data packets of short duration [11]. Considering this issue, in [7]
and [8] the authors compared the performance of CSMA and ALOHA networks and concluded that
for low Signal-to-Noise Ratio (SNR) and short data packets duration the ALOHA protocol achieved
higher performance. In [8] the network performance of an SPR based PHY layer was characterized
based on the capture model, which considered the propagation effects due to small-scale fading, the
decision threshold that characterizes the receiving system, as well as the noise at the receiver.

Usually, CSMA schemes are adopted for single-capture reception where only a single transmitter
is considered. In CSMA the main goal is to avoid collisions between the different nodes competing for
the channel. To achieve this goal all CSMA transmitters first sense the channel to defer its transmission
when the channel is found busy. By deferring its transmission they decrease the probability of accessing
the channel, decreasing the probability of collision between two or more transmitters.

CSMA schemes have already been proposed for MPR PHY-based networks. In these works,
the transmitters sense the channel before transmitting to regulate their medium access probability
according to the channel activity. The performance of CSMA networks considering MPR capabilities
has been studied in [9,10,12,13] assuming a constant receiving capability where the optimal number
of transmitters is greater than one. The work in [9] studies the scalability of MPR PHY schemes for
wireless local area networks. In [10] the authors study cooperative contention schemes adopting
CSMA medium access with MPR physical-layer techniques and evaluate the particular scenario when
the MPR transmitters only sporadically have packets to transmit. The work in [14] also considers an
MPR-based network, where the transmitters adopted a CSMA medium access operation. This work is
particularly focused on characterizing the case when the multiple packets are asynchronously arriving
at the receiver, which is of particular importance for the backoff mechanism also considered in the
paper. τ-persistent MPR CSMA networks have been studied in [12]. MPR CSMA networks operating
according to the IEEE 802.11 MAC scheme were considered in [13] and the performance of conjoining
CSMA was investigated. Several non-CSMA MPR schemes were also proposed. A coded slotted
ALOHA MAC with MPR capability was presented in [15]. Random access non-CSMA MPR operation
has been considered in [16], where the authors assume simultaneous multipacket channel estimation
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and reception over random channels. In [17] an adaptive grant-free access scheme with multi-packet
reception was evaluated.

Differently from the previous works, the focus of our work is not on avoiding collisions but
rather to determine when should the MPR transmitters start transmitting to maximize the throughput
at the receiver. Consequently, the channel sensing is not performed by the transmitters but by the
receiver. The receiver can thus indicate when the various transmitters should initiate the transmission,
depending on the level of interference sensed at the receiver. We compare the advantage of adopting
a sensing scheme at the receiver, by studying if the sensing can increase the MPR throughput.
The performance of the channel sensing mechanism is evaluated in a first step, and the throughput of
a wireless network with MPR capabilities is then analyzed to identify the advantages of performing
channel sensing. We consider a wireless network composed of multiple users that transmit to a single
receiver. Considering that the wireless network operates in a shared band scenario, the receiver senses
the channel to avoid undesirable interference caused by other communications that are occurring
in the sensed channel. When the level of interference is high the receiver and the transmitters may
postpone the communication until lower interference levels are found in the channel. By doing so,
the receiver node can increase the probability of successfully receiving the packet(s). Simultaneously,
the transmitters also guarantee a certain level of protection to other communications (primary
communications) that are already using the channel in the vicinity of the receiver.

The main contributions of this paper include:

• The assumption of an innovative operation mode, where the transmission of the MPR nodes
depends on the level of interference sensed by the receiver;

• The derivation of the sensing threshold to parameterize the carrier sense scheme at the receiver,
which is used by the receiver to signal that the multiple MPR nodes can initiate the transmission.
The sensing threshold takes into account the spatial distribution of the nodes, fading conditions
and a circular spatial sensing region centered at the receiver;

• The characterization of the uplink throughput achieved when no interferers are sensed in the
carrier sensing region of the receiver and multiple MPR nodes simultaneously transmit;

• A detailed study of the upper bound of the conditional throughput achieved by the wireless
network that takes into account the carrier sense duration and the interference of other ongoing
communications located outside the carrier sensing region.

In the next section we describe the considered system. Section 3 describes the steps involved
to characterize the aggregate power and envelope signal received by the sensing node from the
transmitters located in a circular ring. In Section 4 the receiver’s performance of the EBS technique
and the capture capability are characterized, which are also validated through simulation. Finally,
Section 5 characterizes the spectrum sensing performance when multiple transmitters are considered
and evaluates its impact on the throughput. Final conclusions are drawn in Section 6.

Notations: In this work, fX(.), MX(.) and ϕX(.) represent the Probability Density Function (PDF),
the Moment-Generating Function (MGF) and the Characteristic Function (CF) of a Random Variable
(RV) X, respectively. P[X = x] and E[X] represent the probability and the expectation of the RV
X, respectively. Γ(x) and Γ(s, x) represent the Gamma function and the upper incomplete Gamma
function, respectively. Q(x) and 2F1 represent the complementary distribution function of the standard
Normal and the Gauss Hypergeometric function, respectively.

2. System Description

This work considers the coexistence of two wireless networks as illustrated in Figure 1, which
share the same band. One of the wireless networks is composed of Primary Users (PUs) (i.e., primary
network), which act as interferers to the communications of the Secundary Users (SUs). The other
wireless network is seen as the network of interest formed by SUs, which opportunistically access the
channel in the absence of PUs. This wireless network is named secondary network.
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Regarding the secondary network, we consider that nSU nodes take advantage of the MPR-based
PHY layer to transmit data simultaneously to a single SU (the receiver SUrx), as represented in Figure 1.

SURX

PU

SUTX

SUTX

SUTX

PU
PU

PU

PU

PU

PU

PU

PU

PU

PU

Figure 1. Sensing (white) and interference (gray) regions.

The node SUrx has a given carrier sensing range, which is limited by the radius RG. Within the
carrier sensing region (white zone in the figure, with correspondent area of Ain = πRG

2), an active
PU must be detected with a given probability PD to guarantee that the receiver node SUrx avoids
communicating when the interference level is high. Simultaneously, the SU transmitters guarantee a
certain level of protection to the PUs. PUs can also be located outside the carrier sensing region (gray
zone), causing interference to the SUs simultaneously transmitting to the SU’s receiver.

Each PU and SU is equipped with an omni-directional antenna and the SUs and PUs share the
same frequency band. Time is divided into equal size slots, which are grouped into frames with a
duration of TF.

Single radio SUs are considered, meaning that SUs are equipped with a single transceiver.
Therefore, the SUs are unable to sense and transmit simultaneously. Due to this limitation, SUs adopt
an operation cycle where sensing and transmission operations occur in a consecutive manner. SUrx

starts to sense the spectrum during a fixed amount of time (sensing period). If the SUrx senses the
channel as idle then the SUrx allows the SUs to jointly transmit in the sensed band during a fixed
amount of time (transmission period). SUs repeat the operation cycle periodically to minimize the
amount of interference caused to PU and mitigate the interference caused to SUs’ transmissions. In this
way, each SU may access the channel opportunistically, when one or more PU do not use the channel,
as considered in [18]. SUrx adopts an EBS technique. SU’s sensing and transmitting period durations
are denoted by TS and TD, respectively. In this work, we assume that all SUs are synchronized.

The time frame of the SUs is divided into NT slots where each slot duration is given by the channel
sampling period adopted by the energy detector. The first NS slots are allocated to the spectrum sensing
task (for channel sampling) and the remaining ones (NS + 1 to NT) are used to access the channel
(for transmission, whenever possible).
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The PUs are distributed within a certain area APU = π (RE)
2 encircling the SU receiver.

The number of active PUs is represented by a RV NPU. In this work, it is considered that the number
of active PUs is distributed according to a 2D Poisson point process, with distribution,

P[NPU = n] =
(ρONτPU Al)

n

n!
e−ρON τPU Al , n = 0, 1, . . . , (1)

where τPU represents the PU’s spatial density, ρON is the probability of finding a PU active and Al
represents the area where the PUs are distributed (e.g., for the total area where the PUs are distributed
Al = APU).

We assume that all the nodes of both networks are uniformly distributed within an annulus
with area Al = π

(
(Ro)

2 − (Ri)
2
)

encircling the receiver, the PDF of the distance between the k-th
transmitter and the receiver, Rk, can be written as the ratio between the perimeter of the circle with
radius r and the total area Al , as follows

fRk (r) =


2πr
Al

Ri < ri < Ro.

0, otherwise
(2)

Ri and Ro represent the inner radius and outer radius of the region where the transmitters are located,
respectively. For the SUs network and the PUs inside the carrier sensing region, Ri and Ro are equal to
zero and RG, respectively. For the PUs that are located outside of the carrier sensing region, Ri and Ro

are equal to RG and RE, respectively.
The small-scale and large-scale fading are considered as being distributed according to a Rayleigh

distribution and Lognormal distribution, respectively [19]. The Rayleigh fading is defined by the mean
2σ2

ζ . In this work we adopt a normalized small-scale mean power (i.e., 2σ2
ζ = 1). The Lognormal fading

is parameterized by the scale parameter σξ and location parameter µξ , and in what follows we assumed
an average unitary gain (i.e., µξ = −σ2

ξ /2). As proposed in [20], the composite effects of small-scale
and large-scale fading is assumed to be approximated by the following Gamma distribution

fΨk (ψ) =
ψ(kξ−1)

Γ(k)θξ
kξ

e
− ψ

θξ , (3)

where θξ and kξ are given by (2eσ2
ξ − 1) and 1/θξ , respectively.

3. Amplitude and Power of the Aggregate Interference

This section presents the characterization of the aggregate powers and aggregate envelope signals
observed at the receiver SUrx. The characterization is derived considering both SUs’ and PUs’ networks,
the noise at the receiver, and for two distinct scenarios of channel propagation conditions (i.e., a scenario
with both path loss and fading effects, and another scenario considering only the path loss effect).

Taking into account the SUs operation cycle, we highlight that the SUrx starts to sense the spectrum
during a fixed amount of time TS and then if the channel is sensed vacant the nSU transmitters are
allowed to transmit during a fixed amount of time TD. It is considered that the receiver SUrx decides
if the transmitters can proceed or postpone their transmission according to the spectrum sensing
outcome. Moreover, we assume that during the transmission period TD no PU’s transmission occurs
within the sensing region when SUs transmitters communicate with the receiver SUrx. This assumption
represents the best performance scenario, where the SUs’ transmissions do not suffer from interference
caused by the PUs located within the sensing region.
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Considering that the channel is correctly sensed vacant, the total aggregate power received at the
SUrx from the multiple transmissions, is given by

ΛSU = N0 + ΞSU + ΞPU
out, (4)

where ΞPU
out is the RV representing the aggregate power received from nPU transmissions that are

located outside of the transmission range. ΞSU is the RV representing the aggregate power received
from the nSU SU transmissions. N0 is a RV representing the noise power at the receiver, a zero-mean
Additive White Gaussian Noise (AWGN) with variance σN0 is assumed.

Let us consider a general network in which n nodes located within the area A = π
(
(Ro)

2 − (Ri)
2
)

are transmitting. The aggregate power received at the receiver is given by

Ξ =
n

∑
k=1

Pk, (5)

where Pk is a RV representing the power received from the k-th transmitter located within A. Note
that in the case of the SUs’ network n corresponds to the number of SUs simultaneously transmitting
(i.e., nSU) which is assumed to be deterministic and known. For the case of the PUs’ network,
the number of PUs transmitting is assumed to be a RV distributed according to (1).

The power received by the node SUrx from a SUtx or a PUtx is given by

Pk = PTΨk (Rk)
−α , (6)

where PT is a constant representing the transmitted power adopted by each network’s node, and
no power control is applied. The transmitted power PT is equal to PSU

T and PPU
T for the case of the

SUs’ network and PUs’ network, respectively. The RV Rk represents the distance between the k-th
transmitter and the receiver, and α is the path loss coefficient. Ψk is a RV that represents the fading
observed in the channel between the receiver and the k-th transmitter.

Let MPk represent the Moment-Generating Function (MGF) of the power received from the k-th
transmitter. MPk is defined as follows

MPk (s) = EPk

[
esPk
]

. (7)

Using (2), (3) and (6), (7) is rewritten as follows

MPk (s) = EΨk

[
ERk

[
esPTΨk(Rk)

−α
]]

=

∞∫
−∞

Ro∫
Ri

esPTψ(r)−α

fRk (r) fΨk (ψ)dr dψ. (8)

In [21] the authors have derived the integral in (8). Using the MGF derived in the integral in ([21],
Equation (20)), (8) is written as

MPk (s) =
2(

Ro
2 − Ri

2
)
(2 + αkξ)(sPTθξ)

kξ

·
[

Ro
(2+αkξ)I

(
Ro

α

s

)
− Ri

(2+αkξ)I
(

Ri
α

s

)]
. (9)

where I(z) = 2F1

(
kψ, kψ + 2

α , 1 + kψ + 2
α ,− z

PTθψ

)
.

Knowing that for a RV X the CF can be obtained from its MGF, i.e., ϕX(t) = MX(−it), by using
the MGF (9) the CF of Pk, ϕPk , can be written as follows

ϕPk (t) =
2(

Ro
2 − Ri

2
)
(2 + αkξ)(−itPTθξ)

kξ

·
[

Ro
(2+αkξ)I

(
iRo

α

t

)
− Ri

(2+αkξ)I
(

iRi
α

t

)]
. (10)
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For the particular case where only path loss is considered as channel propagation effects, (7) is
rewritten as ERk

[
esPT(Rk)

−α
]

(i.e., Ψk = 1 in (6)) and the MGF and CF of Pk are rewritten as follows

MPPL
k
(s) =

2(−PTs)2/α(
Ro

2 − Ri
2
)

α

(
Γ
[
− 2

α
,− PT

Ro
α s
]
− Γ

[
− 2

α
,− PT

Ri
α s
])

, (11)

ϕPPL
k
(t) =

2 (itPT)
2/α(

Ro
2 − Ri

2
)

α

(
Γ
[
− 2

α
,

PT
Ro

α it
]
− Γ

[
− 2

α
,

PT
Ri

α it
])

, (12)

respectively.

3.1. Power Signals of Secondary Network

Regarding the SUs’ network, the number of nodes willing to transmit to the SUrx is known and
equal to nSU. The CF of the aggregate power when nSU nodes transmit is written as follows

ϕΞSU(t) = ϕP1(t)× ϕP2(t)× · · · × ϕPnSU (t). (13)

The powers of the SUs signal powers are assumed to be i.i.d. RVs, ϕΞSU is rewritten as

ϕΞSU(t) =
nSU

∏
k=1

ϕPk (t), (14)

where ϕPk (t) is given by (10) when both path loss and fading effects are considered, or by (12) when
only path loss effects are considered.

3.2. Power and Envelope Signals of Primary Network

In [21] the aggregate power of nodes that are distributed according to a 2D Poisson point
process and located within an annulus is approximated through a Gamma distribution. Likewise, the
interference caused by multiple PU nodes located within an area Al can be approximated by a Gamma
distribution with PDF and CF given by,

fΞPU(x) ≈ x(kPU−1)

Γ(kPU)θPU
kPU

e−
x

θPU , (15)

and,

ϕΞPU(t) ≈ (1− itθPU)
−kPU , (16)

where the parameters kPU and θPU of the Gamma distribution are obtained by employing a moment
matching method [20]. As in [21], the shape and the scale parameters of the Gamma distribution
that characterizes the aggregate interference caused by the transmitters located within an area Al are
respectively given by

kPU =
2πρONτPUPPU

T eµξ

√
eσξ

2
(

Ro
2−α − Ri

2−α
)

2− α
,

θPU =
πρONτPU (θξ PPU

T
)2 kξ

(
1 + kξ

) (
Ro

2−2α − Ri
2−2α

)
1− α

.

(17)
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In the particular case where only path loss is considered the parameters kPU and θPU are
rewritten as

kPU =
4πρONτPUPPU

T (α− 1)
(

Ro
αRi

2 − Ro
2Ri

α
)2

(α− 2)2
(

Ro
2αRi

2 − Ro
2Ri

2α
) ,

θPU =
PPU

T (2− α)
(

Ro
2−2α − Ri

2−2α
)

2 (1− α)
(

Ro
2−α − Ri

2−α
) .

(18)

The Gamma distribution represents the aggregate interference power received by SUrx from the
PUs located within the area Al . The envelope signal (amplitude) of the aggregate interference, sPU, is
given by the square root of a Gamma distributed RV, which in [18] is approximated (the amplitude
of the aggregate interference can be approximated by a Normal distribution when the number of
PUs is enough to observe the Central Limit Theorem (CLT) conditions and the considered Ri value is
according to the far-field scenario) by a Normal distribution. Considering the Normal approximation
proposed in [18], the resultant Normal distribution of the aggregate interference envelope has the
following mean (µΞPU ) and variance (σ2

ΞPU )

µΞPU =
√

θPU
Γ(kPU + 1/2)

Γ(kPU)
,

σ2
ΞPU = θPU

(
Γ(kPU + 1)

Γ(kPU)
− Γ(kPU + 1/2)2

Γ(kPU)2

)
.

(19)

3.3. Noise Power Characterization

Finally, the noise at the receiver, N0, a Zero-mean AWGN is assumed. Since the AWGN follows a
complex Normal distribution, CN (0, σ2

N0
), its power is exponentially distributed and the respective CF

is given by

ϕN0(t) =
σ2

N0

σ2
N0

+ it
. (20)

4. MPR-based PHY-layer Performance Characterization

In this section we characterize the performance of the SU’s MPR-based PHY layer and the
throughput of the considered wireless network. The PHY layer with MPR capabilities of the SUs is
characterized by the individual probability of successful reception and the average number of received
packets when nSU simultaneous transmissions occur.

4.1. Spectrum Sensing Performance Characterization

The aggregate interference approximation model presented in the Section 3.2 is now used to
characterize performance of the EBS technique through the probabilities of detection and false alarm.
Considering that the interference envelope caused by several PUs located inside and outside of sensing
region can be approximated by Gaussian distributions, the PUs’ activity detection within the sensing
region can be employed by traditional binary hypothesis testing. In several works (e.g., [22–25]),
the hypothesis testing was used by considering the hypotheses of only observing noise or a signal plus
noise to indicate a vacant channel or an occupied channel, respectively. However, different hypotheses
were presented in [18] to consider the presence of communication outside the sensing region. As in [18],
we considered that a channel is considered vacant when only noise and a given amount of interference
generated by PUs located outside the sensing region is observed; or a channel is declared occupied
when in addition to noise and to the interference generated outside the sensing region, the PUs within
the sensing region become active.
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To distinguish between vacant and occupied spectrum bands, the SUrx samples the channel
during the sensing period TS. In each sample n the two hypotheses can be distinguished

H0 : r(n) = w(n) + sPU
out(n) n = 1, 2, . . . , NS

H1 : r(n) = w(n) + sPU
out(n) + sPU

in (n) n = 1, 2, . . . , NS,
(21)

where r(n) is the received signal by the SUrx. The first condition, H0, represents the hypothesis
corresponding to the absence of PUs inside the sensing region, while the second condition,H1, indicates
the occurrence of PUs’ activity within the sensing region. sPU

out(n) and sPU
in (n) denote respectively the

aggregate interference caused by PUs located outside and within the sensing region, i.e., the aggregate
interference envelope generated by the PUs located within the areas Aout = π(R2

E − R2
G) and Ain =

πR2
G, respectively. From (19), sout(n) and sin(n) may be approximated by a Normal random variable

with mean and variance respectively denoted by µin, σ2
in and µout, σ2

out. A zero-mean AWGN with σ2
N0

variance is assumed in this work (i.e., w(n) ∼ N (0, σ2
N0
)).

Considering the work in [18], the performance of the EBS technique is characterized by the
probabilities of detection (PD) and false alarm (PFA). The probability of false alarm represents the
probability of receiver SUrx erroneously detect the present PUs within the sensing region. On other
hand the probability of detection represents the probability of detecting correctly the PUs transmission
within the sensing region. The probabilities of detection (PD) and false alarm (PFA) are represented by

PFA = Q

 γ− (NS + λH0)(σ
2
out + σ2

N0
)√

(2NS + 4λH0)(σ
2
out + σ2

N0
)2

 (22)

and

PD = Q

 γ− (NS + λH1)(σ
2
out + σ2

in + σ2
N0
)√

(2NS + 4λH1)(σ
2
out + σ2

in + σ2
N0
)2

 , (23)

where λHx are respectively given by

λHx =


λH0 = NS

µ2
out

σ2
out + σ2

N0

, H0,

λH1 = NS
(µout + µin)

2

σ2
in + σ2

out + σ2
N0

, H1.
(24)

From (22) and (23) we observe that PFA and PD depend on the number of samples (NS), the energy
threshold (γ), the mean and the variance of the aggregate interference caused by the PUs located inside
and outside of the sensing region.

The energy threshold which guarantees a level of protection to the PUs located within the sensing
region and consequently avoids SUs transmissions to occur, is parameterized according to a given
probability of detection. Given PD, the energy threshold is parameterized to be the middle point
between the averages of received energy in hypotheses H0 and H1. Based on these two conditions,
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the following criterion is used to define the minimum number of samples (NS) that guarantees a
required level of protection to the PUs,

N∗S = min NS
s.t.

PD = χ,
NS > 2WTS,

η =
(NS + λH1)(σ

2
out + σ2

in + σ2
N0
) + (NS + λH0)(σ

2
out + σ2

N0
)

2
,

(25)

where N∗S is the minimum number of samples to guarantee the expected level of protection χ.
W represents the bandwidth of the sensed band. The Nyquist sampling rate is imposed by the
constraint NS > 2WTS.

4.2. Capture Performance Characterization

In this subsection, we characterize the performance of the SU’s MPR-based PHY-layer and the
throughput of the SUs’ network. The PHY layer with MPR capabilities of the SU is characterized by
the individual probability of successful reception and the average number of received packets when
nSU simultaneous transmissions occur.

Following the capture condition defined in [26] the capture capability of decoding the signal
received from transmitter j is derived when the Signal-to-Interference-plus-Noise Ratio (SINR) of the
j-th signal at the receiver is higher than a certain threshold b. Based on that, the necessary condition
for successful reception of the signal from node j is given as

PSU
j

ΛSU − PSU
j

> b. (26)

From (26), the probability of successful reception may be written as follows

PS = P

[
PSU

j

ΛSU − PSU
j

> b

]
= 1− P

[
PSU

j − bΛSU − bPSU
j ≤ 0

]
. (27)

Let’s consider a RV β which is defined by PSU
j − bΛSU − bPSU

j . From (27) and using β, the
probability of successful packet reception can be written as

PS = 1− P[β ≤ 0]. (28)

From (4), the RV β is given by

β = PSU
j − bΞSU − bΞPU

out − bN0 − bPSU
j . (29)

Considering that PSU
j , ΞSU, ΞPU

out and N0 are independent RVs, the CF of the RV β is written as

ϕβ(t) = Eβ

[
eit
(

PSU
j −bΞSU−bΞPU

out−bN0−bPSU
j

)]
= EPSU

j

[
eitPSU

j

]
EΞSU

[
e−itbΞSU

]
EΞPU

out

[
e−itbΞPU

out

]
EN0

[
e−itbN0

]
EPSU

j

[
e−itbPSU

j

] (30)
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Considering the characteristic function of PSU
j , ΞSU, ΞPU

out and N0 the CF of the RV β is written
as follows

ϕβ(t) = ϕPSU
j

(t) · ϕΞSU (−bt) · ϕΞPU
out

(−bt) · ϕN0 (−bt) · ϕPSU
j

(−bt)

= ϕPSU
j

(t) · ϕPSU
k

(−bt)(n
SU−1) · ϕΞPU

out
(−bt) · ϕN0 (−bt)

(31)

The distribution fβ(x), can be obtained by the inverse CF, as follows

fβ(x) =
1

2π

∫ ∞

−∞
e−ixt ϕβ(t)dt. (32)

By using (28), (31) and (32), we obtain

PS = 1−
∫ 0

−∞

1
2π

∫ ∞

−∞
e−ixt ϕPj (t) ϕPSU

k
(−bt)(n

SU−1) ϕΞPU
out

(−bt) ϕN0 (−bt) dtdx. (33)

Finally, the average number of received packets (Er) is approximated by

Er ≈ nSU · PS. (34)

Note that if the node SUrx does not perform spectrum sensing the total aggregate power should
take into account the aggregate power received from the multiple transmissions from PUs located
within the sensing region. Therefore, the probability of successful reception is rewritten as follows

P
′
S = P

[
PSU

j

ΞPU
in + ΛSU − PSU

j
> b

]
. (35)

Considering the same formulation we have adopted to derive (33), the probability of successful
reception (P

′
S) when the receiver does not perform spectrum sensing is given by

P
′
S = 1−

∫ 0

−∞

1
2π

∫ ∞

−∞
e−ixt ϕPj (t) ϕPSU

k
(−bt)(n

SU−1) ϕΞPU
in

(−bt) ϕΞPU
out

(−bt) ϕN0 (−bt) dtdx. (36)

4.3. Conditional Throughput

The performance of the secondary network with MPR capability is characterized in this subsection.
In this case, the definition of the average number of nodes successfully transmitting packets during the
transmission period depends on the MPR-based PHY layer performance and on the EBS performance,
as EBS influences the access of the SUs during the transmission stage.

The throughput achieved by the SUrx located in the center of the sensing region (as illustrated
in Figure 1) is represented by the effective usage of the channel during the transmission period TD
when the energy detector correctly identifies a transmission opportunity with probability 1− PFA and
with an average number of received packets of Er given nSU transmissions. Therefore, the utilization
of the channel by the SUs’ network lasts on average TD(1− PFA) when no activity of PUs is sensed
within the sensing region. A SU senses the channel during a TS period followed by a transmission
period TD. Hence, the conditional throughput achieved by a SU, given that no PU is active within
the sensing region, is defined as the ratio between the expected utilization of the channel during
the transmitting period (TDEr(1− PFA)) and the frame’s duration (TS + TD). Thus, the conditional
throughput is defined as follows

SSU =
TDEr(1− PFA)

TS + TD
. (37)

If the node SUrx does not perform spectrum sensing, the SUs are allowed to transmit
simultaneously during the total TF period, even when the PUs located within the sensing region
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transmit. Therefore, the throughput of the SUs network is equal to the average number of received
packets and it is rewritten as

SSU = E
′
r ≈ nSUP

′
S, (38)

where P
′
S is the probability of successful reception derived in (36).

5. Performance Results and Discussion

This section describes a set of simulations and numerical results to validate the characterization
of the EBS technique performed by the SU receiver. To parameterize the energy threshold, γ, and the
number of samples, NS, the criterion presented in (25) is used, in which the γ and NS are function of the
probability of detection PD. The impact of the receiver spectrum sensing and PHY layer performance
on SU’s wireless network throughput is studied in this section.

5.1. Validation of the EBS Performance

In this subsection, we assess the accuracy of the energy detector performance characterization
through the comparison of the theoretical results obtained with (22) and (23) with simulation results.
As described in Section 2, we consider that SUs are equipped with an energy detector. In the simulation
we consider the case when PUs may randomly arrive or depart during the entire sensing period
(NS). The PUs change their state ON/OFF according to a uniform distribution. Figure 2 depicts the
simulation and theoretical results of the false alarm and detection probabilities for different values of
PU’s transmission power (PPU

T = 20dB and PPU
T = 30dB) and considering path loss (i.e., α = 2) and

fading (i.e., σξ = 0.7) channel effects.
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Figure 2. PD, PFA for different thresholds γ and PPU
T (ρON = 0.5, τPU = 0.001 node/m2,

NS = 60 samples, RG = 100 m, RE = 500 m, α = 2, σξ = 0.7).

From the results in Figure 2, we observe that the numerical results are close to the values obtained
through simulation, which successfully validates the proposed characterization of the probabilities
of detection and false alarm. For PPU

T = 20 dB, we observe that due to the lower transmission power
adopted by the PUs, PD and PFA curves are close to each other, with that the EBS technique can
not operate near the optimal point of operation, where PD ≈ 1 and PFA ≈ 0. On the other hand,
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for PPU
T = 30 dB the descending zone of PFA and PD are more distant, meaning that the optimal

operating region was extended when compared to the case when PPU
T = 20 dB.

5.2. Decentralized Wireless Network Performance in Shared Channels

This subsection presents results of the performance of SU’s network under different channel
sensing conditions (i.e., for different path loss coefficients and levels of fading uncertainty). The results
include the average number of received packets (Er) given nSU transmitters, and the conditional
throughput of the secondary network.

We considered the MPR scenario where the SUrx can receive multiple packets simultaneously
whenever the outcome of the spectrum sensing indicates the channel as being idle. We have considered
the scenario illustrated in Figure 1, a SU receiver circled by SUs and PUs. Regarding the secondary
network, we considered nSU SUs transmitters located in the area Ain = πR2

G, which were distributed
according to the PDF in (2). The nodes from the primary network were distributed according to a
2D Poisson point process. Assuming that the SUrx senses the channel as vacant, it will receive nSU

transmissions plus the total number of transmissions from the PUs located outside the sensing region
(i.e., Aout = π(RE

2 − RG
2)). Different noise (N0) and fading (Ψk) realizations were used on each trial,

being the receiving condition (26) observed for each SU transmitter j. The expected number of received
packets, Er was computed from the simulations’ data. The simulations were parameterized according
to the data presented in Table 1. Regarding the computation of PS in (32) we have adopted the FFT
algorithm with domain x set to [−500, 500] and a step of 3× 10−4.

Table 1. Parameters used for performance evaluation of the SUs and PUs Wireless Networks.

Parameter Value

Channel bandwidth (W) 100 kHz
Sampling Rate 5 µs
Frame duration (TF) 10 ms
Transmission Power (PSU

T and PPU
T ) 30 dB

PUs access probability (ρON) 0.5
PUs spatial density (τPU) 0.001 node/m2

SUrx sense radius RG 30 m
PUs outer radius RE 500 m
AWGN variance (σN0 ) 1 (0 dB)
Capture threshold (b) 0.04

Figure 3 illustrates the average number of received packets given nSU transmitters, for different
values of path loss coefficients and two levels of fading uncertainty (i.e., with and without fading).
The curves identified as “Simul.” represent the data obtained through simulation, while the ones
identified as “Teor.” were obtained by numerically computing (34). The curves identified as “Teor.
without sensing” were obtained by numerically computing (38) and represents the scenario where the
SUrx does not perform spectrum sensing, and as consequence, the SUs are allowed to transmit, even
when the PUs are located within the sensing region transmit (i.e., Ain = πR2

G). In the latter scenario,
the receiving condition (26) takes into account transmissions from the PUs located outside and inside
of the sensing region. The SPR case is highlighted in Figure 3 with the rectangle “SPR: nSU = 1”.

From Figure 3 we observe that the numerical values of Er closely follow the results obtained by
simulation. The figure shows the maximum point of operation of the MPR-based PHY layer. After that
point Er decreases as α increases. The decrease is because with the increase of α the power propagation
losses increase with the distance, meaning that the SUs further away from the SUrx receiver will
experience a lower probability of successful transmission. Finally, by comparing the results of the
average number of received packets for the cases with and without the spectrum sensing, we observe
that the average number of received packets increases when spectrum sensing is adopted. By using
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spectrum sensing the SUrx achieves a better performance regarding the MPR communication, because
the interference caused by the PUs’ transmissions located in the sensing region is avoided.
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Figure 3. Average number of received packets (Er) given nSU transmitters, different values of α, and
with or without fading. The SPR case is highlighted in the figure with the rectangle “SPR : nSU = 1”.

Figures 4 and 5 represent the conditional throughput by computing (37) against different values
of nSU and different parameterization of PD. In both figures we consider two scenarios of propagation
effects: path loss (α = 2) without fading; and path loss (α = 2) with fading (σξ = 0.7). The SSU

without sensing was computed according to (38). Figure 4 represents the conditional throughput, SSU,
for different values of PD and considering nSU equal to 1, 10 and 20 nodes. Note that nSU equal to 1
node represents an SPR scenario in which the probability of successful reception only depends on
the SNR. As in Figure 3, in Figure 5 the SPR scenario is represented when nSU is equal to 1, which is
highlighted by the rectangle “SPR: nSU = 1”.
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Figure 4. Conditional throughput (SSU) achieved by SU versus PD, for nSU = {1, 10, 20} nodes,
α = {2, 3} and σξ = {0, 0.7}.

From Figure 4 and considering the SPR scenario (i.e., nSU = 1), the conditional throughput of the
scenarios with and without sensing are very close for both values of α. Although results of conditional
throughput do not show a huge advantage by performing a sensing technique at the receiver, it should
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be noticed that when using sensing a certain level of protection to the PUs is guaranteed. Regarding
the MPR scenario, as can be seen for α equal to 2 and without fading the conditional throughput is
higher when sensing is performed. On the other hand, for worst propagation conditions (i.e., α = 3
and σξ = 0.7), the conditional throughput for both cases (i.e., with and without sensing) is very
similar when PD is between 0.85 and 0.93. For values of PD lower than 0.85 the conditional throughput
decrease with PD due to the fact that the used energy threshold criterion sets a higher probability of
PFA as PD decreases. For values of PD close to 1 the performance of the SUs’ network is degraded since
the number of samples required to guarantee the level of protection to the PUs increases with PD.

Figure 5 illustrates the conditional throughput given nSU and for two levels of protection to the
PUs’ network (i.e., PD equal to 97.0% and 99.9%).
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Figure 5. Conditional throughput (SSU) achieved by SU versus nSU, for PD = {97.0%, 99.9%}
nodes, α = {2, 3} and σξ = {0, 0.7}. The SPR case is highlighted in the figure with the rectangle
“SPR : nSU = 1”.

From Figure 5 we observe that the channel propagation condition greatly influences SSU. Different
from the results in Figure 3, where the scenario with sensing achieves higher Er than the scenario
without sensing, Figure 5 shows that SSU in the worst propagation conditions (i.e., α = 3 and σξ = 0.7)
decreases, since the number of samples needed to sense the channel increases.

In Figures 6 and 7 we illustrate the surface of the SUs’ network conditional throughput for different
values of nSU and PD. Figures 6 and 7 represent, respectively, the scenarios with best (i.e., α = 2 and
without fading) and worst (i.e., α = 3 and σξ = 0.7) propagation conditions from Figure 3.

As already observed in the previous figures, from Figures 6 and 7 we observe that the conditional
throughput achieved by the SUs’ network is lower under more severe channel propagation conditions.
The conditional throughput decreases due to two reasons: the sensing period that guarantees an
optimal operation of the EBS technique (i.e., PFA ≈ 0 and PD ≈ 1) increases with α; and the maximum
number of successful received packets given the number of simultaneous transmitters decreases as α

and σξ increase.
Based on the results of Figures 6 and 7, we conclude that the maximum SU network throughput

is achieved by properly adjusting the number of simultaneous transmissions performed by the SUs
and the detection probability. However, the maximum throughput does not assures full protection to
the PUs network in scenarios for worst channel propagation conditions.
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Figure 6. Conditional throughput (SSU) achieved by SU versus PD and nSU, for α = 2 and
without fading.

Figure 7. Conditional throughput (SSU) achieved by SU versus PD and nSU, for α = 3 and σξ = 0.7.

6. Conclusions

In this paper we evaluate the performance of a secondary wireless network operating in shared
channels, considering that a central SU receiver performs a EBS technique to avoid interference with
the surrounded primary networks and is equipped with a PHY layer with MPR capabilities. The power
and amplitude of the aggregate interference caused by multiple PUs located inside and outside the
sensing region were approximated by a Gamma distribution and a Normal distribution, respectively.
The performance of the spectrum sensing technique was characterized through the probabilities of
detection and false alarm, and closed-form expressions are presented. The results have shown that the
path loss and fading propagation effects effectively impact on the SU receiver’s capture capability and
the secondary network performance. Both the average number of packets successfully received and
the SUs conditional throughput decrease with the increase of the levels of fading uncertainty and path
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loss coefficient. This indicates that a substantial decrease of SUs network throughput is observed in
worst propagation conditions. Finally, the paper also identifies the advantages of adopting spectrum
sensing to avoid the interference caused by PUs that transmit within the sensing region.
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The following abbreviations are used in this manuscript:

AWGN Additive White Gaussian Noise
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CLT Central Limit Theorem
CSMA Carrier-Sense Multiple Access
EBS Energy-based Sensing
IoT Internet of Things
M2M Machine-to-Machine
MGF Moment-Generating Function
MPR Multi-Packet Reception
PDF Probability Density Function
PU Primary User
RV Random Variable
SINR Signal-to-Interference-plus-Noise Ratio
SNR Signal-to-Noise Ratio
SPR Single-Packet Reception
SU Secondary User
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