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 [EDITORIAL]

The Physics of Living Matter
Living entities are probably the most astonishing state of matter. They 
are capable of the most extraordinary feats, from primordial, “defining” 
tasks at the cellular level such as self-sustainment by feeding from the 
environment and self-reproduction, to the most sophisticated exercises 
undertaken at the level of organisms such as thinking, talking, playing....

D
espite the enormous knowledge accumulated on 
the physical and chemical laws governing matter, 
we still do not grasp the essential difference (if 

any) between animate and inanimate matter. Biology, 
the natural science of life, has always benefited from 
discoveries in physical and chemical sciences. The 
inventions of the microscope and the telescope in the 17th 
century are examples of how physics has contributed to 
major developments in the most disparate domains. While 
the invention of the microscope allowed van Leeuwenhoek 
to observe the small animalcules (microscopic organisms), 
the telescope led Galileo to discover the big Medicean 
stars (Jupiter moons). During the last century we have 
witnessed a major change in the way the physical sciences 
contribute to biology. Biology is now a quantitative science 
where measurements are ever more accurate, approaching 
the level attained in the physical and chemical sciences. 
Biophysics is the natural bridge between biology and 
the physical-chemical sciences, the latter providing the 
most advanced instrumentation, tools and methods for 
an accurate and quantitative assessment of the behaviour 
of living matter. Oppositely, biological systems are ever 
more used as model systems to test and develop novel 
physical theories, perfecting a most interesting and highly 
fruitful interdisciplinary exchange. The ultimate goal of 
such quests is not only to provide more fundamental and 
more accurate descriptions of biological processes but also 

to unveil hidden physical laws underlying the emergent 
properties of living matter, if any exist. 

 In this Special Issue on the ‘Physics of Living Matter’, 
three divisions of the EPS have made the effort to put 
together a selection of nine features on the most various 
topics. The goal is to illustrate the collaborative action 
between physics and biology through a number of 
examples. The papers are arranged into three main blocks: 
(i) recent developments in light and force microscopies to 
study molecules and cells; (ii) developments in statistical 
and nonlinear physics in genomic, developmental and 
epidemic systems; (iii) developments in the physics of 
nonequilibrium systems to understand emergent and 
collective properties in living matter. The papers are 
accompanied by a few selected columns on headline 
and actual topics. We hope that the Special Issue will be 
enjoyed by our readers and that it will promote further 
exchange and shared knowledge across the frontiers of 
these fascinating sciences. n

 l Christian Beck,  
 Chair of the Statistical and Nonlinear Physics Division

 l Kees van der Beek,  
Chair of the Condensed Matter Division and 

member of the EPS Executive Committee
 l Felix Ritort,  

Chair of the Division of Physics in Life Sciences
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The Collective Behaviour  
of Bacteria
Biophysicist Carine Douarche has  
a fascination for bacteria. EPN invited  
her to write a personal report.

T
he surrounding world is 
extraordinary and life is 
certainly one of the se-

crets of the universe that fascinate 
me most. For example: bacteria. 
On Earth since nearly the origin 
of life, these living beings of abso-
lute simplicity consist of one sin-
gle cell, one single chromosome 
and yet, are capable of foolproof 
adaptation. Through the ages, they 
have drawn their strength from 
the collective, from their interac-

tions with their siblings and from their social sense that allows them 
to perform extremely varied and complex tasks.

Random walk of bacteria
As a condensed matter physicist by training with a particular focus 
on soft matter, I became interested in the physics of biological sys-
tems at a very early stage of my studies. During my postdoctoral 
fellowship at the Rockefeller University in New York, I realised the 
importance of understanding the behaviour of bacteria and their lo-
comotion in heterogeneous environments. Some strains are dotted 
with flagella - long proteic filaments, attached to the cell membrane 
through a rotary motor - which allow the cell to swim in aque-
ous media. Thus, bacteria alternate runs and tumbles, performing 
a three-dimensional random walk on large spatio-temporal scales. 
But bacteria can also skew this random walk to find their way in 
heterogeneous environments, that is to say, in most real situations.  
Be they gradients of oxygen, of nutrients or temperature, shear stress 
due to flow, the presence of interfaces, or a high local concentration 
of cells, bacteria feel a multitude of signals that make them adapt 
their swimming to their environment. And it’s not exclusively a mat-
ter of swimming: bacteria consume nutrients and oxygen and release 
chemicals in the medium. They are entities that are out of equilibrium 
and locally modify their surroundings, which in turn changes the re-
sponse of the population to these modified external conditions. The 
contribution of statistical physics is then to infer from the analysis of 
microscopic properties of individual cells the behaviour of groups of 

“I am convinced that in research, as it is observed  
in nature, strength and success come from  
the collective and one’s interactions with peers.  ”



EPN 51/5 05

PERSONNAL REPORT IN THE SPOTLIGHTS

individuals, and to demonstrate how 
collective properties can emerge from 
a population.

Research career
After I obtained a position at the uni-
versity, my successful grant applica-
tions, and in particular to the French 
ANR “Jeunes Chercheuses Jeunes 
Chercheurs” programme have en-
abled me to develop this scientific 
topic in a biophysics group at the 
Laboratoire de Physique des Solides 
of Paris Saclay University, France [1]. 
While studying the morphogenesis 
of bacterial biofilms, focusing on the 
coupling between the role of oxygen 
and cell motility in these systems,  
I repeatedly observed convective phe-
nomena in bacterial fluid suspensions. 
In fact, even when all efforts were fo-
cused on designing an experiment in 
which the fluid was as static as pos-
sible, the bacteria, when active and 
locally concentrated, still managed 
to set the fluid in motion. Thus, the 
hydrodynamic component in these 
low-Reynolds-number systems can-
not be neglected. To understand the 
systems better,  I got closer to my col-
laborators in the field of hydrody-
namics, and ultimately moved to the 
neighboring Fluides, Automatique, et 
Systèmes Thermiques laboratory.

 
Working with peers
I am convinced that in research, as it 
is observed in nature, strength and 
success come from the collective and 
one’s interactions with peers. Together 
with colleagues from the PMMH lab-
oratory at the ESPCI in Paris, we have 
performed rheology measurements 
with a low-shear Couette rheometer 
and demonstrated experimentally 
that bacteria have the additional 
ability to modify the viscosity of the 
fluid which they actively swim in [2]. 
When the volume fraction of cells in 
the fluid is increased, the effective vis-
cosity decreases to a value lower than 
that of water! And, when bacteria are 
highly active, the viscosity is reduced 
to near zero. With my colleagues at 
the University of Edinburgh, we have 

observed what happens at the micro-
scopic scale when this phenomenon 
emerges. During my 6-month sab-
batical in Scotland, we performed 
an extended study of collective mo-
tion of bacteria: above a critical den-
sity, suspensions of pusher bacteria 
exhibit a transition to coherent flow 
and swimmers begin to swarm in a 
way reminiscent of flocking in birds 
or fish. A comparison with optical 
measurements of the bacteria sus-
pension under shear showed that the 
vanishing viscosity coincides with the 
appearance of nonlinear flow and the 
onset of collective motion [3].

Room for creativity
My curiosity and fascination to the 
world around me propelled me to 
an academic career. As a young re-
searcher starting in the field, I have 
considered academia as an opportu-
nity to fulfill my desire for learning 
and understanding the physics of bi-
ological systems. When one feels free 

and trusted, then one has room for the 
all-important creativity that brings 
scientific breakthrough. I believe it is 
important to preserve this approach 
of science today. n

 l Carine Douarche, 
Université Paris Saclay

References

[1] My website:  
http://hebergement.u-psud.fr/douarche/

[2] M. H. Lopez, J. Gachelin, C. Douarche,  
H. Auradou, E. Clement, Phys. Rev. Lett. 115,  
028301 (2015)

[3] V. A. Martinez, E. Clément, J. Arlt,  
C. Douarche, A. Dawson,  
J. Schwarz-Linek, A. K. Creppy,  
V. Škultéty, A. N. Morozov, H. Auradou, 
W. C. K. Poon, Proc. Natl. Acad. Sci. U.S.A. 
117, 2326 (2020)

. Traces, accumulated for 3 sec, of fluorescent bacteria 
while performing collective motion. Images acquired 
with V. A. Martinez and J. Schwarz-Linek in Wilson 
Poon lab at the University of Edinburgh.
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Nobel prize for Physics 2020
Black holes back to the light. These exotic objects which for long were only inhabitants 
of a theorist’s world, are now the core of the daily activities of observers hunting  
for them. Gravitational-wave detectors keep recording the spatial disturbances  
caused by faraway black hole collisions, leaving an imprint in the fabric of space-time. 
Just a year ago, telescopes immortalised the contour of a supermassive black hole  
at the centre of a our galaxy.

mathematical areas, as the flourish-
ing impact of Penrose’s singularity 
theorem. The research activity that 
spanned from Penrose’s work more 
than five decades ago, remains as ac-
tive and vibrant as ever.

Since the 1990s, Reinhard Genzel 
and Andrea Ghez have both led 
groups of astronomers that traced 
the orbits of stars close to the cen-
tre of the Milky Way (our galaxy). 
To do so the two independent teams 
used some of the Earth’s biggest tel-
escopes -- the Keck Observatory on 
Mauna Kea in Hawaii and the Very 
Large Telescope on Cerro Paranal in 
Chile -- and employed cutting-edge 

published the “singularity theorem”, 
using the notions of incompleteness 
and of closed trapped surfaces he had 
introduced earlier [1]. Penrose’s sin-
gularity theorem shook the General 
Relativity community, and led to nu-
merous physical and mathematical 
developments, with the theory of 
black holes in the first place. In an-
other seminal paper Penrose defined 
asymptotic flatness, using the concept 
of conformal infinity, and then for-
mulated the notion of event horizon 
as the boundary of the past or future 
null infinity. In the following decades, 
a number of exciting ideas have been 
developed in several physical and 

T
he Nobel Prize in Physics 
2020 acknowledges pioneer-
ing work on black holes. The 

Royal Swedish Academy of Sciences 
has decided to award one half to the 
theoretical physicist and mathema-
tician Roger Penrose "for the dis-
covery that black hole formation 
is a robust prediction of the gen-
eral theory of relativity", the other 
half jointly to the astrophysicists 
Reinhard Genzel and Andrea Ghez 
"for the discovery of a supermas-
sive compact object at the centre of 
our galaxy."

In 1965, ten years after the death 
of Albert Einstein, Roger Penrose 

m Left to right: 
Roger Penrose, 
Reinhard Genzel, 
Andrea Ghez.  
© Niklas 
Elmehed for 
Nobel Media
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m The diagram is based on Penrose’s paper from 1965 [1] and shows the 
collapse of matter into a black hole. On a trapped surface all light cones 
are tipped inwards, and the formation of a singularity is inevitable.

observational techniques. The data 
they accumulated and analysed, led 
them to the conclusion that at the 
centre of our own galaxy a supermas-
sive invisible object resides, known 
as Sagittarius A* (Sgr A*). This is a 
very compact and bright radio source 
near the border of the constellation 
Sagittarius and Scorpius, at 26 000 
light-years distance, having a diam-
eter of 60 million kilometres and a 
mass about four million solar masses. 
The only plausible explanation is that 
Sgr A* is a black hole located at the 
centre of the Milky Way.

The theoretical foundations for 
the existence of black holes by Roger 
Penrose have then been beautifully 
complemented by the experimen-
tal evidence that such an exotic ob-
ject resides at the centre of our own 
galaxy. Thanks to these pioneering 
results, the currently increasing 
number of detections of black hole 

collisions by gravitational-wave de-
tectors, the radio images recently 
obtained by the Event Horizon 
Telescope, and the myriad of stud-
ies inspired by these developments, 
black holes cease to be exotic objects 
and little by little we are able to un-
ravel their mysteries.

 
EPS and EPN warmly congrat-

ulate Sir Roger Penrose, Reinhard 
Genzel and Andrea Ghez on the 
award of the 2020 Noble Prize for 
Physics. n

 l Mairi Sakellariadou, 
Chair of the EPS Gravita-

tional Physics Division

References

[1] Roger Penrose, Phys. Rev. Lett. 14, 57 
– Published 18 January 1965, doi: 
10.1103/PhysRevLett.14.57

m Summary of the observational results of monitoring the S2–Sgr A* orbit from 1992 to 2018. Pictures from https://www.nobelprize.org/uploads/2020/10/advanced-physicsprize2020.pdf
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Nobel prize for Chemistry 2020:  
Molecular scissors to perturb the genetic code

The Nobel Prize in Chemistry has been awarded this year to Emmanuelle Charpentier 
from the Max-Planck Institute for the Science of Pathogens in Berlin and Jennifer A. 
Doudna from the University of California, Berkeley ‘for the development of a method 
for genome editing’.

the CRISPR/Cas9 scissors intro-
duce a double-strand cut, which is, 
in combination with downstream 
DNA repair processes, the basis for 
changes to the genetic code at the 
target position. The achievement of 
Emmanuelle Charpentier was the 
identification of the correct RNA 
form. She then teamed up with 
Jennifer Doudna to biochemically 

the RNA of the CRISPR/Cas9 com-
plex constantly scans the chromo-
somal DNA to find a position that 
is complementary to it, which con-
stitutes the DNA target. Since RNA 
of practically any sequence can 
be harboured by the protein com-
plex, binding to any desired genetic 
locus can be freely programmed. 
Once bound to the DNA target, 

T
heir discovery and biochem-
ical reconstitution of the 
CRISPR/Cas9 genetic scis-

sors allows for conveniently modify-
ing the genetic code in many different 
types of organisms. Within a short 
time scale after the corner publica-
tion of the two researchers in 2012, 
it became a wide-spread and essential 
tool to study the effect of gene modi-
fications and replacements in molec-
ular biology. 

The CRISPR/Cas9 genetic scissors 
are a single protein that harbours an 
RNA, which is the key component 
that programs the targeting of a spe-
cific gene of interest. Within a cell, 

m Left to right: 
Emmanuelle 
Charpentier, 
Jennifer  
A. Doudna 
© Niklas 
Elmehed for 
Nobel Media

“The CRISPR/Cas9 genetic scissors are one of many other players within  
natural CRISPR systems. It is a technology that will have major impacts  
on biotechnology and health care in future  ”
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purify and characterise the CRISPR/
Cas9 complex to precisely reveal its 
function. Shortly after their joint 
publication, the number of studies 
with applications of this technology 
started to explode.

Viewing a cell as a large and highly 
complex signaling or reaction circuit, 
gene deletions or modifications can 
be considered as changes to the cir-
cuit design. By fusing CRISPR/Cas9 
with activator or repressor domains 
for genes, it is possible to interfere 
with the circuit function without 
changing its design. On a systems 
level, the perturbation of the function 
of a single gene or multiple genes in 
parallel can be combined with moni-
toring the activity of the other genetic 
elements. This allows for uncovering 
the complex regulatory network of 
cells and thus one of the most crucial 
secrets of life.

The discovery of the CRISPR/
Cas9 technology is also a fascinat-
ing story about the importance of 
fundamental science and the free-
dom of research. It goes back to the 
Spanish scientist Francisco Mojica 
who found unusual sequence re-
peats in the genome of salt-resistant 
microbes in the early 1990s. These 
repeats from which the CRISPR/
Cas9 RNA is derived gave rise to 
the acronym CRISPR, which stands 
for Clustered Regularly Interspaced 
Palindromic Repeats. Only in 2005 
he found that the repeats contain 
short sequence stretches from vi-
ruses or other invaders of microbes. 
He concluded that the CRISPR 
locus encodes a new adaptive im-
mune system for microbes that can, 
similar to the human immune sys-
tem, be trained by previous infec-
tions. In the following years this 
idea was confirmed by discover-
ies of a growing number of groups 
in this field. The rich branch of 
CRISPR biology developed and  
revealed that microbes and invaders 
use highly complex mechanisms to 
defeat each other, while constantly 
changing their weapons in coevo-
lutionary arms races. 

The CRISPR/Cas9 genetic scis-
sors are one of many other players 
within natural CRISPR systems. It 
is a technology that will have major 
impacts on biotechnology and 
health care in future. Whether it 
will improve our lives or introduce 
unwanted implications remains to 
be seen. Like with any new tech-
nology, promises and risks need 
to be carefully balanced as exem-
plified by the discussions around 

reported genetic modifications of 
human embryos.  

The EPS and EPN would like 
to congratulate Emmanuelle 
Charpentier and Jennifer A. Doudna 
on the award of the 2020 Nobel Prize 
for Chemistry. n

 l Ralf Seidel,  
Member of the EPS Division 

of Physics of Life Sciences

m A general scheme for the function of the CRISPR-Cas adaptive immune system. Step 1: Adaptation: Short fragments 
of double-stranded DNA from a virus or plasmid are incorporated into the CRISPR array on host DNA. Step 2: crRNA 
Maturation: Pre-crRNA are produced by transcription and then further processed into smaller crRNAs. Step 3: Interference: 
Cleavage is initiated when crRNA recognise and specifically base-pair with a region on incoming plasmid or virus 
DNA. Picture taken from https://www.nobelprize.org/uploads/2020/10/advanced-chemistryprize2020.pdf.
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The foundation of the EPS in 1968:  
a case of science diplomacy
Amid social and political unrest, on September 26, 1968, sixty-two physicists 
gathered in Geneva to found the European Physical Society (EPS). Among them the 
representatives of the national physical societies of eighteen countries of both Eastern 
and Western Europe. At the time, EPS was one of the first international scientific 
institutions that were specifically European and at the same time transcended the Cold 
War political divide. It was founded at a dramatic historical moment: only one month 
after the armed invasion of Czechoslovakia by five countries of the Warsaw Pact.

by the EPS, Janouch was allowed to 
leave Czechoslovakia in 1973 and 
to accept a permanent position in 
Sweden, also secured by EPS officials. 
This development had political conse-
quences: in Sweden Janouch founded 
the Foundation Charter 77 to provide 
financial support to the principal op-
position group in Czechoslovakia in 
the latter years of the communist rule.

For more information: 
Lalli, R. “Crafting Europe from CERN 
to Dubna: Physics as diplomacy in the 
foundation of the European Physical 
Society,” Centaurus, https://doi.
org/10.1111/1600-0498.12304 n

 l R. Lalli, 
Max-Planck-Institut für 

Wissenschaftsgeschichte, Berlin

the idea of physics as a diplomatic tool 
in the construction of Europe, and this 
idea became so widespread to lead to 
the successful proposal of a brand 
new society. A few weeks before the 
establishment of the EPS, however, 
the invasion of Czechoslovakia led 
many of the Western physicists in-
volved in this process to reframe the 
role of the society as a tool to diffuse 
liberal-democratic values, especially 
in support of physicists who were be-
coming political dissidents in Eastern 
Europe. This view of the EPS was ac-
tually realised in the early years after 
its foundation when the society be-
came a translational network that 
supported Czech physicist František 
Janouch, who was suffering political 
discrimination in his home coun-
try since 1970. Following pressures 

T
he recent surge of interest in 
science diplomacy suggests 
a new historical perspective 

to analyse the foundation of the EPS 
focusing on the interconnections be-
tween science and politics within the 
broader contexts of the Cold War and 
European integration. That the EPS 
was supposed to have a political func-
tion in international relations was em-
phasised in the public discourse by the 
main promoter of the society, Italian 
physicist Gilberto Bernardini (1906-
1995), who became the first EPS pres-
ident. Bernardini described the EPS as 
a contribution to the realisation of the 
“cultural unity” of Europe, and, in this 
way, to the political unification of all 
Europe, understood as “a single highly 
civilised nation.” Taking this political 
ambition seriously, the foundation of 
the EPS can be interpreted as a case of 
science diplomacy where one intends 
the promotion of international scien-
tific cooperation as a tool to indirectly 
condition international relations. 

The analysis of archival materials 
of Bernardini and other protagonists 
in the establishment of the EPS has 
made it possible to elucidate how the 
involved physicists came to interpret 
their role as diplomats amidst par-
ticularly turbulent reconfigurations 
of international political relations. In 
the mid-1960s, the political ideal of a 
culturally unified Europe—promoted 
by supporters of Western European 
federalism—intertwined with the so-
cio-professional interests of a specific 
physics community strongly involved 
with CERN. This interplay established 

. Participants 
at the Meeting 
on European 
Collaboration 
in Physics, held 
in Pisa on April 
16-17, 1966. The 
meeting was a 
crucial step in 
the foundation 
of the EPS. 
Courtesy Centro 
Archivistico 
Scuola Normale 
Superiore.
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 [In memoriam] 

In memoriam, Robert Pick

Robert Pick, Professor Emeritus at Université Pierre et Marie 
Curie, passed away on July 28, 2020, at age 87. 

threat. He chaired this committee from 1993 and built 
up strong links with the European Science Foundation 
(ESF Strasbourg) - which was launching the European 
Research Conferences (ERC) programme - in order to 
include physics in it. He made many contributions to 
the EPS conference programme, introducing the con-
cept of “Europhysics Conference” (i.e., organised by 
EPS Divisions & Groups), distinguishing them from 
EPS-sponsored conferences (where the main organ-

iser is outside EPS). EPS 
Divisions & Groups were 
asked to nominate one 
representative in the com-
mittee. He also established 
a funding programme 
(“Young Physicists Fund”) 
for the participation of 
young physicists (PhD stu-
dents/Post-Docs) to those 
conferences. At the time I 
was myself EPS President, 
we built a European net-
work of Physics Summer 
Schools which was funded 
once by the European 
Commission (2003) – but 
the EC refused to perpet-

uate it. During all that time, Robert Pick regularly at-
tended the EPS council where he was very proactive, 
often intervening in the debates and always with his 
bright and malicious eyes. He resigned from the EPS 
Conference Committee in 2003, but continued as in-
terim co-chair up to 2005. During all these years, he 
never ceased to be a truly European Scientist, fully 
engaged with EPS. He was elected EPS Fellow in 2006. 

We will miss Robert, his communicative enthusi-
asm, his permanent good mood and kindness. n

 l Martial Ducloy
EPS past-president (2001-2003)

A
fter graduating from the “École Normale 
Supérieure” (ENS Ulm, 1953-7), 
Robert began his research carreer at 
“Commissariat à l’Energie Atomique” 

(CEA Saclay) where he obtained his PhD in 1965, with 
Jacques Friedel as advisor. He then became Professor 
at Université Pierre-et-Marie Curie. His major do-
main of interest was the dynamics of Condensed 
Matter, mainly studied by spectroscopic approach. 
In this field he collabo-
rated with the best theo- 
reticians of condensed 
matter and launched many 
experimental projects. His 
work spanned the dynam-
ics of several CM systems, 
like incommensurable and 
superionic crystals, molec-
ular crystal plastic phases 
and vitreous transition, 
using light scattering. His 
research was carried out 
in the “Département de 
Recherches Physiques”, that 
he led for several years, 
and later in the “Institut de 
Minéralogie, de Physique 
des Matériaux et de Cosmologie” (IMPMC). R. Pick 
was also vice-Director of the “European Laboratory 
for Nonlinear Spectroscopy” (LENS, Florence) for 
several years.

His activity at EPS started in 1991 when he was 
elected to the CMD board and stayed until 2000. At 
that time Maurice Jacob was EPS President (1991-
3). They knew each other well from their common 
studies at ENS Ulm. At the time there was the fear 
that the US “Gordon Conferences” would invade 
Europe and control the workshop activities in Europe. 
M. Jacob asked R. Pick to enter the EPS Conference 
Committee and develop a reply to this impending 
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RESEARCH RECORDIN THE SPOTLIGHTS

Zeptoseconds:  
new world record in short time measurement
Atomic physicists from Goethe University Frankfurt together with colleagues at the 
accelerator facility DESY in Hamburg and the Fritz-Haber-Institute in Berlin, have 
measured the time that a photon takes to cross a hydrogen molecule: about 247 
zeptoseconds for the average bond length of the molecule. It is the shortest timespan 
that has been measured to date.

from the perspective of light."
Professor Reinhard Dörner adds: 

“We observed for the first time that 
the electron shell in a molecule does 
not react to light everywhere at the 
same time. The time delay occurs be-
cause information within the mole-
cule only spreads at the speed of light. 
With this finding we have extended 
our COLTRIMS technology to an-
other application." n

 l Els de Wolf, 
EPN Editor
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makes use of an imaging technique 
to measure the fragmentation of a few 
body system and thus makes ultrafast 
reaction processes in atoms and mol-
ecules visible. Simultaneously with the 
interference pattern, the COLTRIMS 
reaction microscope also allowed for 
measuring the orientation of the hy-
drogen molecule.

“Since we knew the spatial ori-
entation of the hydrogen molecule, 
we used the interference of the two 
electron waves to precisely calculate 
when the photon reached the first and 
when it reached the second hydrogen 
atom," explains Sven Grundmann 
whose doctoral dissertation forms 
the basis of the scientific article in 
Science. “And this is up to 247 zepto-
seconds, depending on how far apart 
in the molecule the two atoms were 

T
he team of Reinhard Dörner, 
professor at the Goethe 
Univers i t y  Fr an k f ur t , 

Germany, used the technique of pho-
toionisation, a fundamental process  
in light-matter interaction, in which 
the absorption of a photon leads to the 
ejection of an electron and the forma-
tion of an anion. The technique is a 
powerful tool to study atoms, mole-
cules, liquids, and solids. Timing in 
photoionisation usually refers to the 
time it takes for the electron to es-
cape to the continuum after absorp-
tion of the photon. Recently, the team 
observed a time-difference between 
electron emissions from the two sides 
of molecular hydrogen. In a publica-
tion in Science, the team reports a 
measured time difference of 247 zep-
toseconds between electron emissions 
from the two sides of molecular hy-
drogen [1]. 

For the measurement, the team irra-
diated hydrogen molecules with 800 eV 
photons. The energy was chosen such 
that one photon could eject both elec-
trons out of the hydrogen molecule. 
During the measurement, the team 
varied the orientation of the molecu-
lar frame of reference with respect to 
the photon propagation direction and 
studied the changes in the electron 
interference pattern. From this, they 
could calculate the delay between the 
birth time of the electrons. The meas-
urement was performed using X-rays 
from the synchrotron light source 
PETRA III at the accelerator centre 
DESY in Hamburg. The interference 
pattern of the first ejected electron was 
measured using a COLTRIMS reaction 
microscope [2]. Such a microscope 

c Schematic 
representation 
of zeptosecond 
measurement. 
The photon 
(yellow, coming 
from the left) 
produces 
electron 
waves out of 
the electron 
cloud (grey) of 
the hydrogen 
molecule (red: 
nucleus), which 
interfere with 
each other 
(interference 
pattern: violet-
white). The 
interference 
pattern is 
slightly skewed 
to the right, 
allowing the 
calculation of 
how long the 
photon required 
to get from one 
atom to the next. 
Photo: Sven 
Grundmann, 
Goethe 
University 
Frankfurt
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FROM EUROPEAN JOURNALS HIGHLIGHTS

Highlights from European journals

HISTORY

A question of reality
John Stewart Bell’s eponymous theorem and inequalities set 
out, mathematically, the contrast between quantum mechanical 
theories and local realism. They are used in quantum information, 
which has evolving applications in security, cryptography and 
quantum computing. 

The distinguished quantum physicist John Stewart Bell (1928-1990) is 
best known for the eponymous theorem that proved current understand-
ing of quantum mechanics to be incompatible with local hidden varia-
ble theories. Thirty years after his death, his long-standing collaborator 
Reinhold Bertlmann of the University of Vienna, Austria, has reviewed 
his thinking in a paper for EPJ H, ‘Real or Not Real: That is the question’.  
In this historical and personal account, Bertlmann aims to introduce his 
readers to Bell’s concepts of reality and contrast them with some of his 
own ideas of virtuality. n

 l R. Bertlmann, 
‘Real or Not Real: that is the question', Eur. Phys. J. H. (2020),  
DOI 10.1140/epjh/e2020-10022-x

APPLIED PHYSICS

Impurities enhance polymer LED efficiencies 

Molecular dynamics simulations have shown that the 
mysteriously high efficiency of polymer LEDs arises from 
interactions between triplet excitons in their polymer chains, 
and unpaired electrons in their molecular impurities. 

Polymer LEDs (PLEDs) are devices containing single layers of lu-
minescent polymers, sandwiched between two metal electrodes. 
They produce light as the metal layers inject electrons and holes 
into the polymer, creating distortions which can combine to form 
two different types of electron-hole pair: either light-emitting ‘sin-
glets,’ or a non-emitting ‘triplets.’  Previous theories have suggested 
that the ratio between these two types should be around 1:3, which 
would produce a light emission efficiency of 25%. However, subse-
quent experiments showed that the real value can be as high as 83%. We found that this higher-than-expected efficiency 
can be reached through interactions between triplet excitons, and impurities embedded in the polymer.  n

 l Y. D. Wang, J. J. Liu, Y. X. Liu, X. R. Wang, Y. Meng , 
Dynamic Recombination of Triplet Exciton with Trapped Counterion in Conjugated Polymers, Eur. Phys. J. B (2020) 93, 
173 B 93:173, DOI: 10.1140/epjb/e2020-10310-4

m Spooky action at a distance: bell’s Theorem in sketch form (Figure 12 
in the paper). Credit: Reinhold bertlmann (1988). Original presented to 
bell on the occasion of his 60th birthday by R. bertlmann

m PLED polymers evolve characteristically during operation 
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CONDENSED MATTER

Effects of time defects in modulated systems

The spatial periodicity in crystals induces energy 
band-gaps. Similarly, time-modulated systems 
possess momentum band-gaps. Is there a 
temporal analogue to the localised edge modes 
induced by topological defects in spatial crystals? 

We show that in a vertically vibrated liquid with a pi-
shift in the excitation as a time defect, waves grow 
exponentially before the defect and decay expo-
nentially after. Because of causality and non-energy 
conservation, this apparent time localisation must, 
in fact, be interpreted as a permutation of band-gap 
modes. However, as such, time defects provide an 
original way to explore these gaps. n

 l G. d’Hardemare, A. Eddi and E. Fort, 
EPL 131, 24007 (2020),  
DOI: 10.1209/0295-5075/131/24007m Waves localised around the time defect 

m Transitioning states in diamond imperfections

QUANTUM MECHANICS

Avoiding environmental losses  
in quantum information systems

Through new techniques for generating ‘exceptional points’ 
in quantum information systems, researchers have minimised 
the transitions through which they lose information to their 
surrounding environments. 

Recently, researchers have begun to exploit the effects of quantum 
mechanics to process information in some fascinating new ways. 
One of the main challenges faced by these efforts is that systems 
can easily lose their quantum information as they interact with par-
ticles in their surrounding environments. To understand this behav-
iour, researchers in the past have used advanced models to observe 
how systems can spontaneously evolve into different states over 
time – losing their quantum information in the process. We have 
discovered how robust initial states can be prepared in quantum 
information systems, avoiding any unwanted transitions extensive 
time periods.  n

 l R. Ramírez, M. Reboiro, D. Tielas , 
‘ Exceptional Points from the Hamiltonian of a hybrid physical 
system: Squeezing and anti-Squeezing', Eur. Phys. J. D 74, 193 
(2020), DOI: 10.1140/epjd/e2020-10218-1



Hippolyte Fizeau - Physicist of the light
James Lequeux
July 2020 – 148 p. - 29 €
The French physicist Hippolyte Fizeau was the first to directly measure the speed of light 
in 1849. He discovered the wavelength shift produced by the relative speed of a light or 
sound source and an independent Doppler observer, and many other discoveries ... This 
book is the very first devoted to the scientific work of this great physicist.

 
The Exoplanets Revolution
James Lequeux, Thérèse Encrenaz and Fabienne Casoli
July 2020 – 204 p. color. - 39 €
More than 4300 planets around nearby stars! Who could have imagined this extraordinary 
harvest only thirty years ago? This book gives a comprehensive vision of this complex and 
fascinating area of research, presented in a simple and lively way. 

The Amazing History of Element Names
Pierre Avenas With the contribution of Minh-Thu Dinh-Audouin 
October 2020 – 272 p. color – 19 €
This book tells the stories behind the naming of the elements, whether they are chemical 
elements of the Periodic Table, first published by Mendeleev in 1869, or organic elements 
which are components of DNA and RNA, as well as proteins, themselves elements of living 
kingdom, plants and animals. The book goes further, into materials and products which 
became essential elements of modern life.

Order your copy from bookstore.edpsciences.com
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 YOUNG MINDS

local peers. Considering the large 
number of creative networking and 
social events that are hosted by sec-
tions all over Europe each year, this 
number is not surprising. What is 
surprising, though, is that more sen-
ior students, e.g. master students and 
doctoral candidates, report a stronger 
benefit on their social connection 
than bachelor students. A possible ex-
planation could be the following: as 
many young people choose to study 
at an institution in or close to their 
hometown, they keep their social net-
work established during childhood 
and school when entering this new 
phase of life, such that there is not 
always a strong need to create new 
connections. In contrast, the num-
ber of students who move to an-
other town or even country after their  
bachelor's exam is possibly much 
larger. In the weeks and months after 
such a move there is unavoidably a 
lack of social network and a need to 
connect, which, seemingly, YM can 
help to ease. 

From the survey, it also became 
clear that outreach is most popular 
among the YM members: around 
68% of the participants listed it when 
being asked about the type of activ-
ity they enjoyed most. While it has 

current YM members are convinced 
that the programme increases their 
engagement with their national phys-
ical society, and, as shown in Figure 
2, about 60% report that YM helps 
them to build a national and inter-
national network. This shows that 
now, 10 years after its birth, the YM 
programme plays a pivotal role in 
fostering national and international 
cooperation, as well as connection 
and communication between young 
students. Moreover, while the main 
ambition of YM is international con-
nection, it seems that the programme 
plays a major role in bringing stu-
dents together on the local and re-
gional level as well: more than 80% 
of the participants reported that their 
YM section helps to socialise with 

Social Engagement, Connections and Growth:  
How Young Minds shapes the physicists of the future

 l Mattia Ostinato, Carmen Martin, Richard Zeltner and Hripsime Mkrtchyan

The Young Minds (YM) programme of the European Physical Society (EPS) was initiated 
10 years ago, with the goal to connect young students and researchers all over Europe 
and to support their professional and personal growth. The programme now comprises 
more than 60 sections being active in over 30 countries. In the previous issue of 
Europhysics News, we have asked YM Alumni how the programme affected their career, 
revealing that the vast majority of them consider engagement in the YM programme as 
strongly beneficial [1]. In a follow-up survey, we now approached current members of the 
programme and asked them whether and how they benefit from their engagement in YM.

A
s shown in Figure 1 we 
have received and eval-
uated responses from 18 
different sections oper-

ating in 13 countries distributed from 
North Africa over central Europe to 
the Caucasian regions. Most of the 
participants, approximately 57%, have 
been engaged with Young Minds for 1 
to 3 years. About 36% of the partici-
pants are bachelor students, 28% are 
in their masters and the remaining 
participants are currently conduct-
ing their doctoral studies. Strongly 
aligned with the findings of the alum-
ni-survey [1] this distribution indi-
cates that local YM sections have a 
clear appeal for younger students. 
Strikingly, again aligned with the 
findings presented in [1], 65% of the 

. Left: The 
participants 
of the survey 
comprised 
mainly younger 
students in 
bachelor and 
Master studies. 
Right: We 
received and 
evaluated 
responses from 
18 sections 
located in 
13 different 
countries, given 
in dark blue. 
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academic curriculum, such early in-
teraction with the scientific commu-
nity is not only helpful when giving 
outreach, but also eases the transition 
from the lecture hall to the laboratory. 

With outreach being the most fa-
voured activity of YM members it is 
not too surprising that about 49% re-
ported that engagement within YM 
positively affects their public speak-
ing skills. Other skills that seem to 
benefit are teamwork (72%), pro-
ject management (55%), network-
ing skills (39%) and leadership skills 
(35%). These numbers underline the 
positive effects that engagement in a 
YM section have, helping young stu-
dents to foster skills in these aspects 
of professional life, which are usu-
ally only merely developed in their 
academic education yet fundamen-
tal both inside and outside academia.

In conclusion, the survey revealed 
that the ideas and visions of the 
founders of YM are vividly embraced 
by the current generation engaged in 
the project: the programme does not 

been recognised in [1] that outreach 
can be a valuable experience and a 
great way to improve one’s commu-
nication skills, the current survey 
adds another possible reason why 
outreach is so popular: 78% of the 
participants are convinced that YM 
makes an important contribution 
to raising the awareness of science 
among the public. In this broader 
picture doing outreach, e.g. by giv-
ing a talk at a school or explaining 
an experiment at a science fair, is not 
only something that makes fun and 
helps to develop as an individual, but 
rather an act that contributes to the 
society, giving deeper meaning to the 
activity and purpose to those who 
practice it. In this context it is also 
worth mentioning that about 80% of 
the members believe that their activ-
ity within YM helps them to engage 
with the scientific community, e.g. by 
the organisation of scientific talks or 
conferences. As the techniques and 
standards of scientific work are 
often introduced rather late in the 

m YM connects 
young people 
on the local, 
national and 
international. 
Inset: YM fosters 
the development 
of various 
skills among 
the students 
participating 
in it. 

only support students in the develop-
ment of a critical skillset, e.g. team-
work and networking skills, and to 
integrate in the connected European 
scientific community, but it also pro-
vides a platform to actually create 
social and professional networks on 
various levels. Moreover, the most de-
lighting finding of the survey is per-
haps that the students consider their 
activities within YM not only a means 
to individual growth but rather as an 
important contribution to increasing 
the contact and exchange between 
science and society, which has never 
been more important than now. In 
this sense we are looking forward 
to the next 10 years of YM and are 
convinced that the programme will 
continue to bring young people to-
gether and to bring science closer to 
the public – all over Europe. n
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by Cécile Sykes
CNRS research director, Institut Curie, France – DOI: https://doi.org/10.1051/epn/2020501

Living Soft Matter Physics :  
active protein networks govern cell shape changes

A 
living cell contains flexible, semi-flexible 
and stiff filaments, forming the cell skeleton, 
called the cytoskeleton, the detail of which 
is described in Simon Idema's article. How 

does this filamentous network rearrange to drive cell 
shape changes to achieve cell functions such as division 
and motility?

With the metaphor of a spaghetti bowl, the force you need 
to apply when tossing with your spoon depends on spaghetti 
(or filament) density, how 
much they are cooked (their 
flexibility), and how they stick 
together. In particular, cells or 
cell assemblies are elastic, es-
pecially at short time scales: 
when deformed, they recover 
their initial shape. Pinch your 
cheek for a few seconds, it will 
go back. However, at longer 
time scales, over minutes, 
days, years, cells can flow: 
they are viscous. Look at your 
elbow skin and compare it 
with a baby one : it has flown.

Unlike macromolecular 
polymer networks (or a spa-
ghetti bowl), living matter 
is alive, consumes chemical 
energy through hydrolysis 
of adenosine triphosphate. 
Proteins in the cytoskeletal 
network assemble, slide, or 
change conformation, there-
fore complexifying the simple picture of passive elasticity 
and viscosity. These cytoskeletal networks are able to ac-
tively deform a membrane, and drive cell shape changes.

The cell membrane separates the cell content from the out-
side and has a bending energy that amounts to a few dozen 
times the thermal energy, it is soft and deformable therefore 
fluctuate at room (or body) temperature. Underneath the cell 
membrane lies a network of branched and entangled protein 

filaments (Blanchoin et al., 2014). Actin filaments have the 
peculiar property that their growth is activated at the mem-
brane through the formation of new branches in the network. 

"Simplicity is complexity resolved" is a quote from the fa-
mous sculptor Constantin Brancusi. Likewise, physicists try 
to make things simple, as a cell is a complex system. Stripped-
down experimental systems were developed that reconstitute 
cell functions with purified components. Whereas one single 
filament would simply push by growing against the mem-

brane, strikingly, the complex 
growth of a branched network 
generates both inward and out-
ward membrane deformations, 
which is an extraordinary 
property of these networks. 
This push or pull depend on 
the detailed organisation of the 
network, the growth velocity of 
their filaments, and membrane 
tension, as supported by mod-
els based either on reaction 
kinetics or cooperative prop-
erties of actin networks (Dürre 
et al., 2018; Simon et al., 2019). 
Further modeling, inspired by 
these controlled experiments, 
will help to decipher how cells 
control their membrane defor-
mations for various functions, 
from virus uptake to cell mo-
tility which dysfunction leads 
to various diseases. n
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m Liposomes (membrane marked in pink) on the surface of which the 
polymerisation of actin is activated and generates the growth of a branched 
network of actin (purple marks filament ends). Membrane tubes mimic the 
initiation of endocytosis in cells, and cone shapes mimic dendritic filopodia 
of neuronal cells. We can also observe actin "comets" propel liposomes and 
mimic actin-based propulsion of bacteria such as Listeria monocytogenes. 
Liposomes are between 10 and 20 microns in diameter.
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PHYSICS OF LIVING MATTER

F
rom its invention in the 1930s by Ernst Ruska 
and colleagues, the electron microscope has 
provided biologists with a tool to visualise  
biological structures at resolutions beyond the 

limits set by the optical microscope. It has since become 
an indispensable instrument for determining the struc-
ture of biological materials of all kinds, and has greatly 
contributed to the description of cellular ultrastructure 
and the molecular machinery underlying cellular func-
tion. The central appeal of “seeing with electrons” is that 
once we can visualise the cellular machinery at a level 
that allows discerning the structures of its molecular 
components, we can describe it with the laws of chem-
istry and physics to answer how and why its molecular 
components work the way they do. 

Freezing water without forming ice
Despite the early successes, the application of electron 
microscopy in biology has long been limited by the na-
ture of biological samples. The key issue is that electrons 
scatter strongly from air, which requires conducting the 
imaging experiment in a high vacuum. Biological ma-
terials, which naturally exist in a watery environment, 
must therefore be dried or otherwise fixated before they 
can be imaged. Modern three-dimensional (3D) elec-
tron microscopy as it is used today for visualising the 
architecture of biomolecular assemblies began with the 
introduction of a unique specimen preparation method 
by Jacques Dubochet and coworkers in the 1980s. Their 
method formed the basis for preserving biological mol-
ecules in solution while observing them in the electron 

SEEING WITH ELECTRONS
 l Arjen J. Jakobi – https://doi.org/10.1051/epn/2020502

 l Department of Bionanoscience, Kavli Institute of Nanoscience, Delft University of Technology, The Netherlands

Transformative technological advances have propelled cryogenic electron microscopy 
(cryo-EM) to take center stage in elucidating the intricacies of the nanoscale molecular 
machinery of viruses, bacteria and eukaryotic cells. Continued developments hold exciting 
promise for structural biophysicists to move closer to their dream of visualising atomic 
resolution snapshots of individual molecules at work in their native cellular environment.
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(Figure 1). Its practical realisation is complicated by two 
compounding challenges: (1) The three-dimensional 
location and orientation of the molecules within the 
ice layer are random and unknown, and (2) the maxi-
mum tolerable dose for illumination is severely limited 
to prevent damage of the radiation-sensitive biological 
material by the high-energy electron beam. As a result, 
cryo-EM produces images with extremely poor contrast 
in which the power of the signal may be more than ten 
times smaller than the power of the noise. These condi-
tions transform tasks such the detection and alignment 
of particles, and the assignment of relative orientations 
into a formidable challenge. As a result, cryo-EM has 
long been restricted to the study of large and highly 
symmetric specimens that, based on their size and sym-
metry facilitated alignment and reconstruction. 

From blobology to atomic resolution
Due the limited resolution caused by the poor image con-
trast, cryo-EM was long referred to as blobology by less 

microscope [1]. This is achieved by cooling a thin liq-
uid film containing the molecules so rapidly that the 
layer passes through its glass-transition temperature 
and forms an amorphous solid phase that is thought 
to largely preserve the native structure of water. This 
amorphous ice layer is maintained at liquid nitrogen 
temperatures during the imaging experiment, from 
which the technique lends its name: cryogenic electron 
microscopy, or cryo-EM. The molecules suspended in 
the ice layer are directly visualised by passing high- 
energy electrons through the sample and recording two- 
dimensional (2D) phase-contrast projection images on 
a suitable detector. The images provide rich informa-
tion, but pose challenges to interpretation because they 
represent the superposition of the 3D structure onto  
a single plane. 

The central goal of cryo-EM is therefore to recover 
the 3D information by reconstructing a high-resolu-
tion estimate of the 3D electrostatic potential of the 
suspended biomolecules from a set of such images 

. FIG. 1: Structure determination by single-particle cryo-EM. A series of images corresponding to 2D projections of individual molecules are localised and 
extracted from a set of electron micrographs (1). The Fourier transform of each of these 2D projections (2) corresponds to a central section of the 3D transform 
originating from the 3D structure. Once all 2D transforms have been correctly placed by assigning their relative orientations (3), the original 3D structure 
can be reconstructed by the inverse Fourier transform leading to an initial 3D model (4). Simulated 2D projections can be generated from this model (5) 
and used to improve assignment of relative orientations of the original data in an iterative process (2-6) until the process converges (7). If resolution is 
sufficiently high the resulting estimate of the molecule’s 3D electrostatic potential can be used to build an atomic model (8).

“Such structures allow revealing structural 
details of drug binding sites essential for 
the development of new medicines.”
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This allows localising the impinging electrons with 
much higher precision and together with lower read-
out noise leads to dramatic improvements in image 
contrast. (2) Instead of recording a single image per 
exposure, the large frame rate of the DEDs allows the 
recording of “movies” which provides the possibility to 
correct for specimen movement due to drift or charg-
ing that lead to blurring of the image and hence loss 
of resolution. 

The quality of a reconstruction also depends on 
the ability to discern different structural and compo-
sitional states of the target molecule(s) captured in the 
images, and the accuracy of image alignment (i.e. the 
assignment of orientations) of all particles used to re-
construct the 3D density map. The poor signal-to-noise 
ratio of cryo-EM images poses challenges to determin-
istic methods for particle alignment because individual 
particles provide insufficient contrast to allow the as-
signment of a unique orientation. This realisation has 
led to the development of probabilistic approaches that 
can account for such uncertainty by providing Bayesian, 
or maximum likelihood, estimates of orientation pa-
rameters, and proved more robust in classifying subsets 
of particle images with similar conformations out of a 
dataset containing many different structural states of 
the target molecule [3]. 

These advances have opened up the possibility to 
approach many challenging biological questions that 
were considered too difficult to be studied structurally 
only a few years ago. Foremost, the improved image 
contrast allows solving biomolecular structures of 
much lower molecular weight and symmetry then 
previously deemed possible. This has transitioned 
cryo-EM away from being a method applicable to only 

benevolent structural biologists. Unyieldingly, electron 
microscopists continued to push the development of 
their technique encouraged by the prediction that, the-
oretically, it should be able to reach atomic resolution 
once a number of technical challenges can be over-
come [2]. True to this prediction, recent advances in 
instrumentation and software have led to spectacular 
improvements of the potential of cryo-EM to produce 
3D structures of biomolecular complexes at atomic de-
tail, a realm long reserved to other structural biology 
techniques such as X-ray crystallography and nuclear 
magnetic resonance (NMR). The advancement that 
propelled cryo-EM from “blobology” to a high-res-
olution technique was largely driven by the devel-
opment of direct electron detection (DED) cameras 
based on complementary metal oxide semiconductor 
(CMOS) technology [3]. These cameras provided two 
key advantages: (1) they can convert charges of elec-
trons striking the detector directly into signal without 
first converting the electron charge into photons in a 
phosphor scintillator as is the case for CCD cameras. 

“The future looks bright for electron 
microscopy to help realise the biophysicists’ 
dream to watch, learn and comprehend 
the inner workings of the molecular 
machinery in cells and at atomic detail.”

. FIG. 2: The cryo-EM “revolution” in numbers. (a) The cumulative number of 3D cryo-EM structures displayed as released entries at the Electron Microscopy 
Data bank. (b) Maximum map resolution of cryo-EM structures from single-particle averaging (SPA, left) and sub-tomogram averaging (STA, right). The 
dashed grey line indicates the year in which DED cameras entered the field. (c) Distribution of molecular weight (top) and average map resolution (bottom) 
of all entries in the Electron Microscopy Data bank.
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images with even poorer contrast. In a process called 
sub-tomogram averaging, different copies of identi-
cal molecules retrieved from many tomograms can 
be aligned in 3D and averaged together to increase 
resolution. In several cases, this method has yielded 
structures at resolutions comparable to those achieved 
in average single-particle experiments, with the key 
advantage of visualising molecular interactions and 
modifications as they occur in their native cellular con-
text [6]. To routinely yield high-resolution snapshots 
of target molecules in this way will require additional 
technological advances that further improve image 
contrast and accuracy of reconstruction algorithms, 
that increase throughput by automation and that fa-
cilitate a robust integration of electron microscopy 
with methods such as single-molecule fluorescence 
and super-resolution microscopy. Once established, 
the future looks bright for electron microscopy to help 
realise the biophysicists’ dream to watch, learn and 
comprehend the inner workings of the molecular ma-
chinery in cells and at atomic detail.
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a small subset of specimens to becoming the method 
of choice for structure determination of a large spec-
trum of proteins and macromolecular assemblies cen-
tral to biology. Overall, it has led to an exponential 
increase in the number of biomolecular structures 
solved by cryo-EM. It has also opened up a race of 
solving structures to the highest possible resolution, 
the record currently held at ~1.2 Å (Figure 2). This 
ambition is well-founded: such structures provide in-
sight that can inform important mechanistic questions 
of enzymatic reactions, or allow revealing structural 
details of drug binding sites essential for the develop-
ment of new medicines. Once such resolutions can be 
achieved reliably, cryo-EM may take a central role in 
pharmaceutical drug discovery.

Beyond static structures
The goal of maximising resolution often comes with 
the effort to limiting the compositional and struc-
tural heterogeneity of the target molecule through 
biochemically stabilising or physically arresting a 
particular structural state. With respect to promoting 
our fundamental mechanistic understanding of biol-
ogy this effort is unfortunate, as structural variabil-
ity is often important for biological function and the 
ability to simultaneously image the full spectrum of 
functional states is a unique advantage that cryo-EM 
over other structural techniques. Fortunately, the  
success of probabilistic methods to efficiently sort 
structural heterogeneity has led electron microscopists 
to appreciate this rich information hidden in their data, 
and it is now common that many uniquely discernible 
structures are reported from a single cryo-EM experi-
ment. Improvements in sample preparation methods 
can be expected to facilitate capturing these structural 
states and movements step-by-step as they intercon-
vert, providing the opportunity to assemble still images 
into molecular movies that describe the full functional 
cycle of biomolecular machines at atomic detail.

Towards structural biology in situ
Despite these exciting prospects, single-particle 
cryo-EM still requires at least partial purification of 
target molecules away from their native environment 
inside cells. Another exciting development therefore 
is the rapid progression of a specialised discipline of 
cryo-EM, cryogenic electron tomography and the as-
sociated method of sub-tomogram averaging. In elec-
tron tomography, images containing different views of 
the same specimen are generated by tilting the sample 
along an axis perpendicular to the electron beam to 
create 3D reconstructions of target molecules directly 
inside cells [5]. Yet, this method suffers from the draw-
back that an equivalent electron dose must now be dis-
tributed over many images of the tilt series, leading to 

“The advancement that propelled cryo-EM  
from ''blobology'' to a high-resolution technique 
was largely driven by the development of 
direct electron detection (DED) cameras. ”
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M
echanical forces regulate important biologi-
cal functions, including muscle contraction, 
differentiation, migration, and even cancer 
metastasis. Yet, in most cases the underpin-

ning molecular mechanisms remain largely elusive. Those 
mechanically-regulated cellular processes are often ulti-
mately controlled by the elastic properties of the indi-
vidual constituent proteins — which need to constantly 
stretch and recoil under mechanical load under phys-
iological conditions. Capturing the individual unfold-
ing and refolding trajectories of relevant proteins under 

force is challenging. Progress in that direction has been 
mainly halted by the lack of techniques able to probe the 
dynamics of individual proteins under force. Thanks to 
the advent of single-molecule technology, we are now in 
the position of investigating the molecular mechanisms 
that confer mechanical resistance to proteins. Borrowing 
concepts from polymer physics, protein chemistry and 
molecular biology, complemented with innovative tech-
nical developments, we are now beginning to understand 
the molecular basis of protein elasticity, with single- 
molecule resolution. 

PROTEIN NANOMECHANICS: 
THE POWER OF STRETCHING
 l Marc Mora1,2 and Sergi Garcia-Manyes1,2 – DOI: https://doi.org/10.1051/epn/2020503

 l 1 Department of Physics and Randall Centre for Cell and Molecular Biophysics, King’s College London, WC2R 2LS, London, UK

 l 2 The Francis Crick Institute, 1 Midland Road, London NW1 1AT, UK

Protein nanomechanics is a rapidly evolving field at the intersection of physics,  
chemistry and biology focused on the characterisation of the conformational dynamics  
of proteins under force, of common occurrence in vivo. 
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Force as a denaturing agent
Proteins are essential biological polymers consisting of 
the covalent linkage of individual amino acids. They 
are involved in nearly all cellular processes and most of 
their changes in functionality rely on structural changes, 
mainly involving the rupture and reformation of their 
constitutive molecular interactions. In order to be fully 
functional, the majority of the proteins need to fold into 
a well-defined three-dimensional structure that defines 
the natively folded conformation. 

Traditionally, characterising protein (un)folding con-
sisted in exposing proteins to harsh environmental changes 
by using strong chemical denaturants, abrupt changes in 
pH or temperature. These experiments led to the impor-
tant observation that protein folding was a reversible pro-
cess, and overall provided with a thorough description of 
the folding energy landscape for a large number of studied 
proteins. However, these experiments cannot probe the ef-
fect of mechanical force on the folding energy landscape 
of elastic proteins. The development of single-molecule 
force-spectroscopy techniques in the late 90s complemented 
the classical protein folding field by experimentally testing 
the implications of using force as a denaturing agent. 

To date, this approach has been used to monitor the 
force-induced conformational changes of a wide range of 
proteins. When a stretching force is applied to the protein 
by a force probe, the protein’s restoring force is measured 
as a function of its end-to-end length. Alternatively, the 
extension of the protein can be monitored over time. 
These experiments use the mechanical stability of pro-
teins as their structural fingerprints. Given that proteins 
exhibit a wide range of mechanical stabilities accord-
ing to their different structures and topologies (Fig. 1), 
three complementary main single-molecule techniques 
(namely optical tweezers, magnetic tweezers and atomic 
force microscopy) have been developed [1], each of them 

excelling at measuring forces with unprecedented reso-
lution within a defined force regime (Box). Combined, 
the enabling experiments have provided us with a general 
framework to understand the molecular mechanisms that 
regulate protein nanomechanics. 

The fundamentals of protein 
nanomechanics: the mechanical clamp
During the past two decades, an impressive body of lit-
erature has unravelled the basic rules governing pro-
tein (un)folding under force [2]. The first implication of 
using force (a vectorial quantity) as a denaturant is that 
it distributes non-isotropically throughout the protein 
backbone. Consequently, not all the amino acids forming 
the polypeptide chain are equally exposed to the stretch-
ing force. Accordingly, and in sharp contrast with the 
isotropic nature of the biochemistry unfolding experi-
ments, mechanical unfolding is a highly localised process, 
whereby the main barrier to unfold typically lies in the 
rupture of a few non-covalent bonds between key amino 

b FIG. 1: Proteins 
display different 
mechanical 
stabilities. From left 
to right: Spectrin 
repeat (~30 pN), Titin 
Ig27 domain (~200 
pN), adhesin SdrG:Fgβ 
complex (~2300 pN) 
and adhesive pilin 
Spy 0128 (which is 
inextensible due to 
its internal covalent 
isopeptide bond). 

. FIG. 2: The three 
main single-
molecule protein 
nanomechanics 
techniques. From 
left to right: single 
molecule atomic 
force-microscope, 
optical tweezers 
and the magnetic 
tweezers. 

“Mechanical unfolding is a highly localised process, whereby the main barrier to unfold  
typically lies in the rupture of a few non-covalent bonds between key amino acids  
that act as the structural force-bearing motif – the so-called mechanical clamp  ”
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acids that act as the structural force-bearing motif – the 
so-called mechanical clamp (Fig. 3a). Once the mechanical 
clamp is disrupted, mechanical unfolding typically proceeds 
in a downhill manner, without any additional resistance to 
the applied force (unless further mechanical intermediates 
are found during the unfolding pathway). A second immedi-
ate consequence of the directionality imposed by the applied 
force is that the mechanical stability of proteins depends on 
the pulling direction. 

 
Reconstructing protein energy 
landscapes with force
Two main operational modes are typically used to study 
protein unfolding under force: (i) by stretching proteins 
under constant velocity [3] and, (ii) by applying a constant 
force [4] – the force-clamp mode. (i) Stretching a polypro-
tein under constant velocity – as first reported in the semi-
nal paper form Gaub’s lab [5] – results in the characteristic 
saw-tooth unfolding trajectories, where each force peak in 
the force versus protein extension trajectory corresponds 
to the independent unfolding of an individual monomer 
within the polypeptide chain (Fig. 3b). (ii) Alternatively, un-
folding a polyprotein under force-clamp conditions results 
in a staircase-like unfolding trajectory, where each step-wise 
length increase corresponds to the unfolding of an individ-
ual protein monomer (Fig. 3c). The force-clamp approach 
monitors the time-dependency of protein (un)folding under 
a constant stretching force, enabling direct extraction of the 
kinetic parameters defining the unfolding energy landscape.

A qualitative representation of the effect of force on the 
protein conformation (ultimately dictated by the underpin-
ning (un)folding energy landscape) can be rationalised using 
simple energetic considerations. In the absence of force, the 
protein lies in its energy minimum, which typically corre-
sponds to the folded state. The application of a constant force 
introduces a mechanical work term (-Fx, where F is the ap-
plied force and x is the protein’s extension), which tilts the 
energy landscape by reducing the activation energy barrier 
∆E and introduces a new free energy minimum towards 
extended conformations that is populated once the protein 
crosses the ∆E barrier upon unfolding (Fig. 3d). The posi-
tion of this new equilibrium minimum is force-dependent, 
as predicted by the worm-like chain (WLC) model of pol-
ymer elasticity.

A quantitative reconstruction of the protein’s energy 
landscape is accurately obtained by measuring the force-de-
pendent unfolding rates α(F) at different stretching con-
stant forces. While different models relating α(F) with the 
pulling force have been developed, they are ultimately all 
refinements of the simple phenomenological Bell-Evans-
Ritchie model, which describes the exponential relationship 
between the life-time of individual bonds and the externally 
applied force: 

α(F)=α0exp – F∆x —
kBT

(1)

BOX: SINGLE-PROTEIN FORCE 
SPECTROSCOPY TECHNIQUES

Atomic force microscopy
Developed in 1986 by Binning and co-workers, the 
atomic force microscopy (AFM) was initially conceived 
as an imaging technique to elucidate the topography 
of both conducting and insulating surfaces with sub-
nanometre resolution. By using the sharp cantilever tip as 
a force probe, it soon became an ideal tool to manipulate 
individual biomolecules. In a typical experiment, a 
polyprotein is usually tethered between the substate 
(commonly a gold coated cover slide) and the cantilever 
tip. Protein stretching and unfolding is directly monitored 
by the deflection of the cantilever tip (Fig. 2 left). The AFM 
is ideally suited to work with proteins with intermediate 
to high mechanical stabilities, ranging from ~20 pN up to 
~1 nN. It can work under force-extension and force-clamp 
operational modes. 
 
Optical tweezers
Based on the operational principles of the single-beam 
gradient force trap, optical tweezers (OT) can be used as 
a force-spectroscopy technique able to apply pN forces to 
individual biomolecules while recording their position with 
sub-nanometre resolution. In the particular case of proteins, 
the experimental strategy consists of tethering a single 
monomer of interest between two long DNA tethers which 
are, in turn, attached to two optically trapped dielectric 
beads (Fig. 2 middle). By controlling the bead displacement 
and the laser intensity, optical tweezers can apply forces 
from ~0.1 pN up to 100 pN. OT can work both under the 
force-extension and force-clamp modes, and is typically 
used to study the unfolding and refolding trajectories of 
single proteins with low mechanical stability. 

Magnetic tweezers 
The magnetic tweezers (MT) technique uses a magnetic 
field, generated with a pair of permanent magnets 
placed on top of the sample, to apply calibrated forces 
to individual biomolecules. In a typical protein-based 
experiment, individual polyproteins are tethered from 
both ends. One end is tethered to the cover slide (usually 
using HaloTag chemistry) and the other terminus is 
linked to the paramagnetic bead using Streptavidin-
Biotin technology (Fig. 2 right). By precisely controlling 
the position of the permanent magnets — and hence 
the magnetic field strength — MT can apply forces 
spanning ~1- 200 pN under passive mode conditions. 
The development of new covalent strategies has enabled 
the study of protein (un)folding with exceptional stability 
over long periods of time (of even week-long continuous 
stretching cycles).
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where α0 is the unfolding rate in the absence of force and 
∆x is the distance to the transition state. Recent efforts 
in the field have focused on understanding how well- 
defined chemical perturbations (such as single-point mu-
tations, protein-ligand interactions and post-translational 
modifications) affect the (un)folding energy landscapes 
of proteins under force.  

Conclusions
Force has emerged as a key physical perturbation that 
precisely controls the conformation of individual pro-
teins, with important implications for the elastic regu-
lation of those proteins that are physiologically exposed 
to mechanical forces. The advent of single-molecule 
force-spectroscopy techniques (AFM, OT and MT) has 
enabled mapping of the conformational dynamics of in-
dividual proteins under force with unprecedented force-, 
length- and time-resolution. While the single protein na-
nomechanics field is reaching maturity, arguably the main 
challenge in the field is the translation of these in vitro 
nanomechanical experiments into the cellular context 
(with potential knock-on effects at the functional level). 
Despite recent promising achievements, we lack global 
understanding of whether individual molecules working 
inside the cell respond to force according to the same fun-
damental physical laws established by the single-molecule  
experiments. Closing such a scale gap has become a 
timely, necessary and unavoidable requirement to ena-
ble the natural advancement of the mechanobiology field.  
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b FIG. 3:  
The nanomechanical 
characterization of 
protein unfolding.  
a. The folded 
structure of the 
titin Ig27 domain, 
with a zoom on its 
mechanical clamp.  
b. Representative 
force versus 
extension unfolding 
trajectory of a 
polyprotein made 
of eight identical 
repeats of the 
Ig27 protein when 
stretched at 
constant velocity. 
c. Representative 
force-clamp 
unfolding 
trajectory of the 
same polyprotein 
stretched under 
a constant force, 
where each step 
length increase 
corresponds to the 
unfolding of a single 
protein domain. 
d. Schematic 
representation 
of the 1-D energy 
landscape 
representation 
of a protein in 
the absence and 
presence of an 
externally applied 
constant force.
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Mechanics plays a key role in life, from simple tasks like providing protective shielding 
to highly complex ones such as cell division. To understand mechanical properties  
on the organism level, we need to zoom in to its constituent cells, then zoom back  
out to see how they collectively build tissues.
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W
hen multi-cellularity first evolved, or-
ganisms gained an important ability: 
they could let their cells specialise. In 
a single-cell organism, the one cell by 

necessity has to be able to perform all essential func-
tions to stay alive. Driven by evolutionary pressure, it 
will usually optimise for growth and division. For al-
most all cells in a multi-cellular organism, however, the 
current organism represents the end of their road: even 
though they may divide a couple times more during the 
organism’s life span, when the organism dies, they die 
as well. However, their genetic information can live on, 
if the organism as a whole has reproduced. Therefore, 
the cells have the freedom to specialise in a way that 
helps the organism thrive, by collecting more and dif-
ferent kinds of food, defending against predators and 

invaders, and increasing the chances that the organism 
will successfully reproduce.

Arguably the most extreme form of specialisation in an-
imal tissues is in their mechanical properties. The Young’s 
modulus of human brain tissue is less than 1 kPa, while 
that of the cortical bone in the skull protecting it is more 
than 10 GPa. This huge difference moreover has to be 
re-developed every time a new organism is created, as all 
animals develop from a single fertilised egg1. To illustrate, 
let’s consider the development of a chicken heart. A chick 
embryo needs a heart from the second day of development 
onwards, as at that point it has grown too big for oxygen to 
diffuse through its entire body. The initial ‘heart’ is a sim-
ple tube, pumping by contracting like you’d pump water 
through a hose by moving your hand along it. As the chick 
develops over the next two weeks (when it hatches), the 
stiffness of the heart goes up by a factor 20 and it develops 
into the familiar four-chamber structure (similar to the 
human heart), including the necessary topological changes, 
all the while pumping blood around [1]. To achieve this 
remarkable feat, the embryo follows a strongly regulated 
developmental programme, while maintaining the ability 
to adopt to unexpected outside effects.

1 The story for plants is quite different. Plant cells have a cell wall that gives them 
rigidity, making the difference in stiffness between various parts of the plant, while 
non-negligible, much smaller than between those of animals. Moreover, plants can 
also be easily cloned, but when they grow from seeds, they undergo a similar devel-
opment process including significant changes in mechanical properties.
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So how do tissues get their mechanical properties? 
Ultimately these come from the cells that make up the 
tissue, through their internal mechanics, their adhesion 
to each other, and through the extracellular matrix that 
these cells build around themselves [2,3].

Internal cell mechanics
Eukaryotic cells (all cells with a nucleus, including ani-
mals, plants and fungi, but also simple single-cellular or-
ganisms like yeast) have an internal cytoskeleton: a network 
of several types of polymers that give the cell mechanical 
structure (see figures 1 and 2). The cytoskeleton mainly 
consists of three components: microtubules, actin, and in-
termediate filaments. Microtubules are hollow structures 
with a persistence length much larger than the size of a 
typical cell. Actin filaments in contrast consist of two fibers 
wrapped around each other creating a much more flexible 
structure. During the growth phase of the cell, the micro-
tubules typically form a radial network, while the actin 
filaments form a cortical structure along the periphery of 
the cell (figures 1c and 2a). Both microtubules and actin 
fibers are polar, allowing for directed transport along them 
by molecular motors. During cell division, the roles are 
reversed and motors pull on microtubules connected to 
chromosomes to divide the duplicated DNA over the two 
daughter cells (figure 1a); an actin ring around the middle 
of the cell subsequently contracts, again under the action 
of motor proteins, to actually divide the cell (figure 2b). 
While actin and microtubules are found in all eukaryotic 
cells and have close analogs in bacteria and archaea, there 
are many different types of intermediate filaments that are 
more specialised. As their name suggests, these filaments 
have a stiffness in between those of actin and microtubules. 
They are nonpolar, making the increase of the stiffness of 
the cell their primary function.

Unlike the bony skeleton in an adult animal, the cy-
toskeleton of a cell is highly dynamic. All filaments in it 
continually grow and shrink by adding or removing mon-
omers. This growth and shrinkage can happen at the same 

end, but also on opposite ends, leading to treadmilling 
motion of the filament as a whole. Through branching 
and crosslinking, the filaments create networks in the 
cell that give the cell its stiffness [4]. Unlike conventional 
large-scale materials though, the cell will adapt to its en-
vironment; if the cell grows under mechanical load, its 
elastic modulus goes up, and stem cells placed on sub-
strates of different stiffness differentiate into different cell 
types matching the outside environment [5,6].

Mechanics of tissues
Cells don’t just have internal mechanics: they also con-
nect to other cells to form tissues. Links to other cells 
can be made directly through mechanical junctions be-
tween molecules protruding from the cell surface. In par-
ticular in developing tissues, many of these junctions are 
reversible, allowing cells to bind more or less strongly de-
pending on the needs of the developmental programme.  
A currently outstanding hypothesis is that cells may sort 
due to differential adhesion, which would be a purely 
mechanics-based mechanism [7].

As tissues develop, cells specialise and become more 
strongly anchored to their position2. In neuronal tissues, 
these connections remain relatively weak, and continue 
developing throughout the organism’s life, as part of the 
ever-ongoing learning process. In most other tissues, 
to increase the stiffness and provide an anchoring plat-
form, cells develop an extracellular matrix of crosslinked 
polymers, with a many-layered structure (figure 2c). 
Ultimately all hard structures in the body are made from 

2 The most common such transition from motile to polarised epithelial cells is known as the mesenchymal-epithelial transition 
(MET); together with its reverse process, the epithelial-mesenchymal transition (EMT) it is likely the most studied transition 
process in biology, as it occurs in development, wound healing, tumor metastasis, and the induced reprogramming of pluripo-
tent stem cells.

. FIG. 1: Cytoskeletal elements in the cell. Cells get their material properties from biopolymers 
that continually grow, branch, and shrink, exerting forces as they do so, and providing 
overall stiffness to the cell. (a) Mitotic spindle in a dividing cell. Microtubules (green) pulling 
on chromosomes (blue) during cell division. (b) Lamellipodium of a crawling cell, with 
microtubules (green) and actin filaments (red). (c) Cells in a breast tissue sample, showing the 
nuclei (blue), microtubules (green) and actin filaments (red). (d) Metastatic melanoma cells, 
which have broken free from a primary tumor and can invade surrounding tissue. Next to 
nuclei (blue), actin filaments (red) and actin regulators (green), these cells contain podosomes 
(yellow), actin-rich structures used to attach the cell to a surface and spread on it. Figure 
(a): public domain (Wikimedia commons), (b-d) National Cancer Institute (Unsplash).
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such materials [8], including not just the bones, but also 
the stiffer layer under epithelial tissues, which are found 
at the boundaries inside the body, in e.g. the skin, the cor-
nea, and the gut. Epithelial tissues have highly nonlinear 
mechanical properties, as you can test easily for yourself 
by stretching your skin, which deforms easily at first but 
stiffens up at the centimeter scale. These properties origi-
nate from both the internal mechanics of the constituent 
cells [9] and the viscoelastic nature of the extracellular 
matrix [10], combining the elastic response of solid mate-
rials on short time scales with a stress-relaxing fluid-like 
response at longer times.

Because cells in epithelial tissues continually get re-
newed, they divide relatively frequently. For healthy cells, 
the number of divisions is limited; once a cell has reached 
the maximum, it will undergo apoptosis, programmed 
cell death. Errors in copying the genetic information of 
the cell can however prevent apoptosis and change the 
internal structure of the cell, resulting in different me-
chanical properties, two hallmarks of tumor formation 
(figure 1d). Fortunately, most of these cells never grow 
to life-threatening tumors, as they fail to penetrate the 
surrounding tissue, thanks to a simple but highly effec-
tive mechanical mechanism: by building up the hydro-
static pressure around them, healthy cells can keep the 
tumor in check, causing it to shrink and ultimately dis-
appear. Recent modeling efforts have shown how me-
chanics can be used to better understand and ultimately 
suppress tumor development in cases where it does go 
wrong [11,12], underlining once again the importance of 
this basic physics concept for the study of life. 

m FIG. 2: Cells in isolation and in tissue. (a) Crawling cell. At the leading edge of the cell, actin filaments form  
a network that exerts forces on the cell, resulting in the creation of flat lamellipodia (cf. figure 1b) and rod-shaped extrusions known as filopodia. 
In the cell body, actin stress fibers (red) and microtubules (green) give the cell mechanical structure. The nucleus (blue) is carried along as cargo. 
Figure by Lucas de Kam. (b) In a dividing cell, the microtubules organise into a mitotic spindle (cf. figure 1a), which exerts forces on the chromosomes 
(blue), pulling them apart during division. A contractile actin ring (red) then splits the cell. (c) Cells form epithelial tissues at the various surfaces in 
a body, such as the gut, blood vessels, and the skin. The cartoon shows a simple columnar epithelium with a clear polar structure, in which the cells 
not only have an internal biopolymer network, but are also laterally connected to other cells, and supported by a basement membrane. Underneath 
the membrane fibroblast cells build an extracellular matrix (ECM) of other biopolymers, forming connective tissue between one epithelium and 
the next. Tissues get their mechanical properties from a combination of the intercellular (cytoskeletal) and extracellular polymer networks.
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T
he differentiation of a cell from an initial to 
a final state can be viewed as a dynamical 
process in which the system (i.e., the cell) 
transits through a sequence of states. This 

transformation occurs out of equilibrium, typically ir-
reversibly. To characterise how the cell changes during 
differentiation we can explore modifications in genome 
architecture, cell morphology or protein content, among 
others. Here, we describe cellular states using the tran-
scriptome[1], which is the collection of all RNA mol-
ecules present in a cell and can be measured using 
single-cell RNA sequencing (scRNA-seq). These mol-
ecules are transcribed from regions of the DNA known 
as genes, and encode the sequence of amino acids re-
quired to make proteins. By measuring the transcrip-
tome of a cell we can infer which genes it is using and 
hence what is its main function.

The potential landscape  
for cell-fate commitment
Seminal work in the field of systems biology has set 
the ground work to mathematically model the molec-
ular mechanisms underlying cellular lineage commit-
ment [2]. A cell is viewed as a Brownian particle whose 
state is characterised by a vector of RNA expression,  
T={m1,m2,...,mN}, where each dimension is a gene. The 
probability P(T,t) of a cell to have a transcriptional pro-
file T at time t time satisfies the Fokker-Planck equation:

∂P(T) —
∂t

     = ∑i
∂2 

—
∂mi

2
 [D(T)P(T,t)],–     ∂

 
—
∂mi

  [Fi (T)P(T,t)]  (1) 

where F(T)={F1(T),F2(T),...,FN(T)} describes the interac-
tions between genes (known as gene regulatory network, 
Box 1), and D(T) represents the stochastic diffusion be-
tween states. The solution of Eq. (1) is a high-dimensional 

 l Anna Alemany – https://doi.org/10.1051/epn/2020505
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All of us originate from a single cell, known as the zygote. Nevertheless, we are made 
of thousands of cells with different functionalities and morphologies: a skin cell is not 
the same as a neuron, yet they share the same genetic information. It is during embryo 
development that, through multiple cell divisions, the zygote gives rise to each  
of the cell types present in the different organs of each organism. One main challenge 
of developmental biology is to understand how, when, and where lineage commitment 
to each cell type takes place.

CELL DIFFERENTIATION UNRAVELLED 
BY SINGLE-CELL RNA SEQUENCING
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manifold that connects to the Waddington landscape 
model (Box 1), in which a differentiating cell is represented 
by a marble that rolls down a landscape made of hills (tran-
sition states) and valleys (intermediate states) until reach-
ing the final state (attractor state). We can also describe the 
cell state with a set of deterministic dynamic equations 
to describe RNA expression as a function of F(T) and t: 

∂mi —
∂t   

= Fi(T), i = 1,...,N (2)

A minimalistic regulatory network comprising two 
interacting molecules can already produce systems dis-
playing bi-/tri-stability depending on the strength of the 
interactions (see Box). There, a bi-potent progenitor cell 
can be seen as an attractor state (red solid dot) whose 
stability is compromised by a change in its self-activa-
tion strength. The bi-potent progenitor then becomes 
a metastable state (red empty dot) that can differenti-
ate towards two distinct terminal fates (cyan dots). This 
approach has successfully been applied to qualitatively 
describe lineage commitment in the blood cell types [2]. 
However, most models have only been experimentally 
tested using well-defined in vitro differentiation systems 
where the state of a cell was inferred based on popula-
tion-averaged ensemble measurements. This reduced the 
temporal resolution and obscured rare populations and 
transition states. Hence, a goal in developmental biology 
is to extract information about the underlying regulatory 
networks (i.e., F(T)) during cell fate commitment in vivo 
with single-cell resolution and genome-wide. 

Cell type identity  
and RNA dynamics in single cells
In multicellular organisms, cells are specialised and per-
form a limited set of tasks. The identity of a cell (i.e., the 
cell type) is commonly defined by its function, and the 
function can be partly determined by its RNA content. 
Therefore, scRNA-seq experiments provide an excellent 
platform to identify cell types present in heterogeneous 
tissues, since they allow measuring the RNA content in 
thousands of single cells independently (Fig. 1a) [1]. 
Overall, scRNA-seq provides a snapshot of the cellular 
heterogeneity in a sample, and can reveal rare or transient 
subpopulations usually undetectable by bulk sequencing 
approaches. Because of the huge number of genes in an 
organism (both the human and the mouse genome have 
~20,000 protein-coding genes), datasets are typically large 
and sparse. It is a  priority to develop analytical methods 
that exploit these high-dimensional data (each dimension 
being a gene) to compare transcriptome profiles between 
different cells. At the moment, there are several pipelines 
to normalise the data, reduce dimensions, cluster similar 
cells together, extract differential gene expression profiles, 
visualise results, and ultimately call cell types (Fig. 1b) [1]. 

In scRNA-seq, the sample is destroyed when the cells 
are prepared for sequencing. Therefore, these experiments 

m FIG. 1: Single cell RNA sequencing provides a snapshot of the cellular heterogeneity in a sample. a) 
Single-cell RNA sequencing workflow [1]: the sample (tissue, organ, embryo, etc) is dissociated and 
single cells are isolated. Protein-coding RNA molecules, which have a poly-A tail, are uniquely labeled 
with an oligo-dT primer that contains a unique molecular identifier (UMI) and a cell-specific sequence 
(red/blue boxes), a molecular adaptor (orange) and the T7-promoter sequence (green). Complementary 
DNA (cDNA) is produced by reverse transcription and second strand synthesis. Next, the cDNA is linearly 
amplified by in vitro transcription, producing aRNA (amplified RNA). Reverse transcription is performed 
on the aRNA with a random primer that introduces another molecular adaptor (cyan). Molecules with 
the two adaptors (orange and cyan) are enriched by a polymerase chain reaction (PCR). Paired-end 
sequencing, in which both ends of the resulting DNA molecules are sequenced (dashed arrows) is usually 
performed. b) Two-dimensional projection of the generic scRNA-seq data obtained by uniform manifold 
approximation and projection (UMAP). Each point is a cell that has been coloured according to cluster 
identity assigned by hierarchical clustering (left), or by detected gene expression levels (gene A, gene 
b). Each cell can be assigned to a cell type based on its gene expression patterns.

“by measuring the transcriptome of a cell  
using single-cell RNA sequencing, we can infer 
which genes it is using and hence what is  
its main function  ”
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in which both the transcriptome and the common ancestry 
of single cells are simultaneously measured (Fig. 2a) [4]. 
There, it has been observed that transcriptomically iden-
tical cells can derive from ancestors with different RNA 
profiles, suggesting that cell differentiation has a stochastic 
component in which fluctuations in gene expression play 
an important role and cells with similar transcriptome can 
have different lineages. 

In order to assign differentiating cells to a pseudo-time 
value more accurately, experimental protocols and anal-
ysis pipelines have been improved to distinguish newly 
synthesised (u) transcripts from mature (m) ones (Fig. 
2b) [5,6]. Then, we can extract the transcription, degra-
dation and splicing rates, α, γ and β respectively, for each 
transcript, by solving the rate equations:

du(t) —
dt    

= α-βu(t)

dm(t) —
dt    

= βu(t)-γm(t) (3)

are not suitable to measure temporal changes in the 
transcriptome of the same cell. To circumvent this, ex-
periments are performed on samples where several 
differentiating cells coexist at different stages (such as 
embryos), or in biological replicates at different time 
points, to ensure that all stages of the cellular differenti-
ation trajectory are represented [3].

With the possibility to measure full transcriptomes in 
single cells undergoing differentiation, new algorithms to 
investigate the lineage-commitment dynamics have been 
developed [3]. Usually, it is assumed that cells change their 
transcriptome continuously as they transit from one state 
to another. Consequently, cells with similar transcriptomic 
profiles can be connected together and ordered (Fig. 2a). 
This gives rise to the concept of pseudo-time as a latent di-
mension that quantifies the degree of differentiation along 
a cellular transformation. These approaches are currently 
challenged by results obtained from lineage tracing studies 

BOX: CELL DIFFERENTIATION IS REGULATED BY GENE NETWORKS

Mouse embryo development starts 
right after fertilisation, when the zygote 
is formed and starts dividing. After 
~3.5 days (E3.5) the first commitment 
event (origination of the inner cell 
mass and the trophoblast) occurs in 
the blastocyst. At E6.5 the three germ 
layers (endoderm, ectoderm and 
mesoderm) and the three body axes 
are established via the primitive streak. 
Around E8.5-E10.5, organ progenitors 
appear. During these processes, gene 
expression patterns in single cells are 

dynamic and interact with each other 
via gene regulatory networks. 
a) Gene regulatory network, where 
genes are represented as nodes and 
interactions are represented as edges. 
Repressive and active interactions 
are represented with butts and 
arrows, respectively. b) Sketch of the 
Waddington landscape, in which cell 
differentiation is illustrated through 
the position of a ball in a landscape. 
The ball (i.e. the cell) is initially situated 
at the top of the mountain and it can 

only roll down via multiple paths. c) 
(left) Gene regulatory network for two 
genes x and y, that behave as auto-
enhancers but repress each other. The 
dynamic equations for this network 
can be written assuming Fx (x,y) = axn/
(Sn+xn)+bSn/(Sn+yn)-kx and Fy(x,y)=ayn/
(Sn+yn)+bSn/(Sn+xn)-ky (Eq. 2) [2]; (right) 
Corresponding phase portrait, obtained 
for S=0.5, b=1, k=1, n=4 and a=1.5 (top; 
high self-activation) and a=0.5 (bottom; 
low self-activation). Solid (empty) dots 
indicate attractor (metastable) states.
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fundamental gene regulatory networks that give rise to 
new cell fates. With the help of lineage tracing and per-
turbation studies (such as chemical screens or genetic 
knock-outs), we will be able to validate our findings and 
test predictions. In combination with spatial transcrip-
tomics [7], we expect to also unravel underlying princi-
ples of intracellular communication. 

The ongoing revolution in single-cell sequencing 
technologies is making it possible to extract other epi-
genetic properties in single cells, and to integrate them 
into multi-modal measurements from the same cell. 
With this, we expect to enhance the characterization 
of the Waddington landscape of development, with all 
its epigenetic components. n
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It has been proved that the experimental estimation 
of the time derivative of the mature RNA —termed RNA  
velocity— can predict the future state of individual cells on 
a timescale of hours [5]. RNA velocity can be embedded in 
the two dimensional representation of scRNA-seq data, in 
the form of a phase portrait from which one can visualise 
directions of differentiation at the cellular level (Fig. 2c).  

A new challenge of developmental biology is to ex-
perimentally connect Eq. (2) and Eq. (3), and link RNA 
velocity to F(t) to unravel the regulatory networks that 
drive cell-fate commitment. This will allow experimen-
tally measuring the Waddington landscape, with the goal 
to ultimately predict cellular responses to stimuli. 

Future perspectives:  
lineage tracing, spatial transcriptomics  
and perturbation assays
The characterisation of gene regulatory networks and cel-
lular transition states occurring during cell differentiation 
and their role in cell-fate commitment is a long-standing 
question in developmental biology. We anticipate that 
the combination of RNA velocity with theoretical mod-
els of molecular phase portraits will help us unravel the 

b FIG. 2: Reconstruction of differentiation trajectories from scRNA-seq. 
a) Sketch of a two-dimensional embedding of single cells based on their 
transcriptome. Each point is a cell and has been coloured according to 
pseudo-time assignment. Cells labeled as a triangle have a high pseudo-time 
value. However, lineage tracing studies indicate that they have a different 
clonal origin from the cells they are connected to in the plot. b) The RNA 
life cycle starts with transcription from the gene. Newly synthesised RNA 
is made of nucleotide sequences termed as introns (red) and exons (black). 
Introns are spliced out to yield mature RNA. Finally, RNA gets degraded. c) 
Two-dimensional projection of cells isolated from the hippocampus (figure 
adapted from [5]). Each point is a cell, coloured according to cluster identity. 
Cell types are annotated. The arrows show the local average RNA velocity, 
evaluated on a regular grid, and indicate directions of differentiation.
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H
ere they have provided insights into the mech-
anisms behind some profoundly nonlinear 
phenomena. One of these is the emergence 
of patterning in tissues during embryonic 

development, where cells differentiate from a common 
initial state into specialised states that are arranged in a 
highly reproducible fashion. This is achieved in spite of 
the significant inherent stochasticity in the molecular 
processes that underpin this behaviour, such as protein 
production and degradation. In this article we outline 
how methods from statistical physics can help us under-
stand how biological systems realise this remarkable feat.

Gene regulatory networks  
and thermodynamic models
Developing organisms need to specify different cell types 
in an organised manner to produce the different tissues 
that form an organism, with the appropriate size and in 
the correct position. Each cell type is ultimately speci-
fied by the proteins that are present within that cell, so 
the system must ensure that the cells express the right 
proteins in the right place. This regulation is achieved 
by Transcription Factors (TFs), which are proteins that 

control the production of other proteins, including 
other transcription factors. TFs therefore interact with 
each other and can form complex Gene Regulatory 
Networks (GRNs).

A mathematical description of gene regulation is chal-
lenging because of the many nonlinearities involved: TFs 
can repress or activate the production of other proteins, 
often with a switch-like concentration dependence, and 
different TFs can act cooperatively, reinforcing each oth-
er's effects, or may compete with each other. Ideas from 
statistical physics already feature in the construction of 
models that can incorporate these effects, the so-called 
thermodynamic models of gene regulation [1]. These 
models assign thermodynamic weights to the binding 
states of a piece of DNA. As in mass-action kinetics for 
chemical reactions, these weights are proportional to the 
relevant TF concentrations and a binding state-depend-
ent affinity. The protein production rate is then propor-
tional to the relative weight of the states that do produce 
protein, typically because they have polymerase bound, 
as illustrated in Fig. 1. The denominator of this fractional 
weight is the total weight of all states and plays the role of 
a partition function, a key quantity in statistical physics. 

THE NONLINEARITY OF LIFE
 l Edgar Herrera-Delgado1,2, Peter Sollich2,3 – DOI: https://doi.org/10.1051/epn/2020506
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Statistical physics was originally developed to understand the behaviour of materials  
like gases, liquids or crystalline solids and the phase transitions between them.  
But in recent decades, concepts from statistical physics have been applied much  
more widely, in particular to biological systems. 
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Patterning as switching  
between fixed points
The patterning of the neural tube in vertebrates is a well 
characterised example of a GRN driving the spatial or-
ganisation of a system. A gradient (spatially varying 
concentration) of the protein Sonic-Hedgehog (Shh, a 
so-called morphogen) is "interpreted'' by cells and this 
leads to different ultimate cell fates. These fate decisions 
are made by a GRN consisting of cross-repressive inter-
actions with input from Shh (Fig. 2). The GRN dynamics 
can be modelled using thermodynamic models of protein 
production rates as explained above; with appropriate 
parameters one can then reproduce the experimen-
tally observed timing of protein concentration changes 
and the final positioning of the cell identity boundaries 
(Fig. 2) [2]. In more physical language, what this analysis 

shows is that patterning can be viewed as the result of 
cells switching from one gene regulation fixed point to 
another in response to an external signal, here given by 
the spatial variation of morphogen concentration.

Subnetwork dynamics  
and memory functions
We have seen that thermodynamic models of GRNs can 
capture experimentally observed patterning. But can we 
understand more qualitatively how the switching behav-
iour is generated by the GRN as the pattern is established 
over time? For this it is helpful to focus on the part of the 
network driving the dynamics. In the neural tube example 
this is the pair of TFs Nkx2.2--Olig2, which repress each 
other and so form a bistable switch between two steady 
states where either one of the TFs has a high concentration 
and the other a low one. If we want to describe the dynam-
ics of such a subnetwork, we need to account for memory 
effects: the subnetwork can affect the rest ("bulk'') of the 
network and these effects then feed back at a later time, 
meaning the subnetwork effectively remembers its past.

The Zwanzig-Mori projection method from statistical 
physics allows such memory effects to be determined, 
and we have developed two versions of this to extract 
information about the mechanisms that lead to emergent 
behaviour in GRNs. 

Focussing firstly on the GRN dynamics near a steady 
state, the memory effects can tell us about the importance 
of interactions between TFs. E.g. in the neural tube sys-
tem they identify one such interaction link as ensuring 
robustness to changes in initial conditions [3], which is 
important in the noisy world of biological development. 
We subsequently developed a versatile method that can 
predict nonlinear memory effects even far from steady 
states [4]. These are obtained systematically as correc-
tions to a memory-less scenario called quasi-steady state 
(QSS), where the bulk is taken as adapting immediately 
to any change in the subnetwork. The approach can cor-
rectly capture the choice of cell fate using a subnetwork of 
just two subspecies, with much greater accuracy than the 
memory-less QSS approximation (Fig. 3). The memory 
effects are important also in accounting correctly for the 

m FIG. 1: Sketch of different binding states of a stretch of DNA and transitions between them. Protein 
will be produced only from the state on the right, where polymerase is bound. When one or both of 
the transcription factors TF1 and TF2 are bound, polymerase cannot bind so these TFs act as repressors. 
The expressions below each state give its thermodynamic weight in terms of the TF and polymerase 
concentrations x1, x2 and xp. The protein production rate is proportional to the relative weight of the 
relevant states (bottom right). If the affinity k12 is low compared to k1k2, the transcription factors bind 
anti-cooperatively: once one is bound the other is unlikely to bind as well.

. FIG. 2: (Left) GRN responsible for patterning the ventral vertebrate neural tube. TFs repress each other 
(lines with bars at end), and input comes in the form of a gradient of Shh (arrows). Colouring of TFs is 
consistent throughout. (Right) Characteristic concentration pattern of a neural tube, showing discrete 
spatial domains of gene expression that ultimately lead to distinct choices of neuronal subtypes. Patterns 
are from deterministic simulation (top), stochastic simulation (middle) and in the mouse embryo (bottom).
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time delay in final patterning that is characteristic of neu-
ral tube patterning (Fig. 3). Importantly, for both of these 
phenomena one can deduce which specific parts of the 
network play the biggest role. Nonlinear memory func-
tions thus reveal hidden information that cannot be ex-
tracted from e.g. directly simulating the GRN dynamics.

Boundary precision
So far we have ignored fluctuations. But in biology as in 
physics there is a great amount of randomness, so how 
can tissue boundaries evolve so precisely? To understand 
this we can extend the description of GRN dynamics 
by explicitly including noise, e.g. from protein number 
fluctuations. This gives us Langevin equations, similar to 
those used in statistical physics to describe the Brownian 
motion of particles jiggled randomly by a surrounding 
liquid or gas. Such a stochastic model can then capture 
the timing, position and, importantly, precision of tissue 
patterning [5]. We can study in particular how boundary 
precision is reduced by changes in the GRN such as delet-
ing nodes (TFs) or edges (interactions), and the predicted 
effects compare well with experiments. An analysis of the 
model provides an explanation (Fig. 4): boundaries are 
blurred when cells change stochastically from one fate 
to another, on the timescale where a tissue pattern is es-
tablished. Much faster or slower transitions effectively 
happen always or never, so boundaries stay sharp when 
transition rates change rapidly from fast to slow as mor-
phogen levels vary across a tissue. These transition rates 
can be worked out from our stochastic model by general-
ising Kramers' approach to the thermally activated escape 
of a particle from a potential well, and this then allows 
to predict boundary sharpness and its main drivers. We 
can even perform a systematic screen across a broad class 
of GRNs, to establish which network structures tend to 
produce sharp boundaries by the above mechanism [5].

Concluding remarks
We have only been able to cover a few examples of non-
linear physics in biology in this article, yet even so we 
have encountered a broad range of physical concepts, 
from thermodynamic weights and reaction kinetics to 
projection methods, Brownian motion and thermal acti-
vation. This suggests to us that there is much potential for 
future progress in this exciting interdisciplinary effort. n
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. FIG. 4: Effect of noise on boundary sharpness. When two cell fates are possible (red/green lines in 3d 
plot), cells can transition stochastically from "red'' to "green''; the rate varies across the tissue. Where 
transitions are rapid on the developmental timescale they happen always (left on position axis), where 
they are very slow (right), never. In between the tissue boundary is blurred, so sharp boundaries are 
produced when transition times change strongly with position.

m FIG. 3: (Left) basins of attraction for the neural tube network, shown against the initial concentration 
of the two key TFs. A description of this subnetwork including memory (red circles) captures the 
true boundaries (black) very well; these mark where cell fate decisions change. Ignoring memory 
(dotted lines) gives qualitatively wrong predictions (hatched areas). (Right) The timing of patterning 
is also accurately captured in a subnetwork description with memory, while the memory-less QSS 
approximation misses the characteristic transient.
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SIR model divides the N individuals of a population in three 
classes: in the “S” compartment people are susceptible to in-
fection (they can get the disease), the “I” compartment consists 
of people who are infected (and infectious, they can infect 
others), and the “R” compartment contains those individuals 
who have recovered from the infection, although “R” can also 
stand for “removed” to account for people who die from an 
infection (hence the acronym SIR). Note that at any time t, it 
holds that N = S(t) + I(t) +R(t). 

The SIR model is used to represent the spreading of 
diseases that yield immunity, no reinfections of individu-
als are allowed. It specifies the different transitions among 
these epidemic compartments, according to the most 
relevant parameters of the particular disease transmis-
sion. These transitions can be expressed by a simple law 
of conservation of mass, equivalent to a stoichiometric 
approach:     S+I →

β
  2I     I →

µ
  R.

The evolution of these variables is determined by two 
essential parameters: the probability of infection per contact 
β, and the recovery rate µ. According to the previous expres-
sion, if a susceptible individual (S) encounters an infected 
one (I), the former will transit to the Infected compartment 
with probability β. Additionally, individuals in the Infected 

E
pidemic spreading usually refers to the terri-
torial diffusion of an infectious disease that af-
fects a large fraction of the human population 
in a relatively short time. The high mortality 

caused by infectious diseases has boosted mathematical 
research since the XVIII century. But it took until 1927 
for the biochemist W.O. Kermack and the physician A.G. 
McKendrick to propose what we know today as the "SIR 
model" [1] and derive one of the main results of epide-
miology: the existence of a threshold point that separates 
the growth of an epidemic from its extinction. Almost a 
century later, our capabilities for epidemic modeling have 
been complemented with extraordinary computational 
resources, which has allowed to tailor the basic models to 
more sophisticated tools to forecast the epidemic course, 
but the fundamental idea of the SIR model still remains. 

The linchpin of epidemiological 
modeling: the SIR model
In epidemiology, compartmental models are those mod-
els that assume that the population is divided into groups  
(compartments) such that individuals belonging to the 
same compartment are epidemiologically equivalent. The 

EPIDEMIC SPREADING:  
TAILORED MODELS FOR COVID-19
 l Alex Arenas1, Jesús Gómez-Garden~es2,3, Clara Granell1 and David Soriano-Pan~os2,3  
https://doi.org/10.1051/epn/2020507

 l 1 Departament d'Enginyeria Informàtica i Matemàtiques, Universitat Rovira i Virgili, E-43007 Tarragona, Spain

 l 2 Department of Condensed Matter Physics, University of Zaragoza, E-50009 Zaragoza, Spain

 l 3 GOTHAM Lab, Institute for Biocomputation and Physics of Complex Systems, University of Zaragoza, E-50018 Zaragoza, Spain

A very simple epidemic model proposed a century ago is the linchpin of the current 
mathematical models of the epidemic spreading of the COVID-19. Nowadays, the 
abstracted compartmentalisation of the population in susceptible, infected and recovered 
individuals, combined with precise information about the networks of mobility flows 
within geographical territories, is the best weapon of the physics community to forecast 
the possible evolution of contagions in the current pandemic scenario.
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This new scenario allows us to account for a realistic setup 
in epidemics, one where individuals move across territories; 
and gives us some non-trivial insights about the role of mo-
bility. Indeed, following the same rationale as with the original 
SIR model, we can calculate the critical point of the phase 
transition between epidemic extinction and epidemic growth 
as a function of the mobility parameters, and therefore learn 
what interventions in mobility should be enforced if we want 
to ensure the epidemic is receding. One surprising conclu-
sion that we learn from this model is that a higher mobility 
probability does not always imply a higher spreading in the 
epidemic. This is counterintuitive, as higher mobility implies 
a higher mixing between the subpopulations, and this should 
foster the spread of the virus. However, despite the higher 
spatial diffusion, we found that, in some cases, mobility can 
reduce the number of potential interactions made by infec-
tious individuals, which leads to a higher value of the epi-
demic threshold needed to observe an outbreak [2,3].

Towards a tailored model for COVID-19
Once we have a basic framework to represent any SIR-like 
disease and account for mobility, we can move on to the 
challenge of modeling COVID-19 [7,8]. For this particular 
disease the epidemic compartments available in the SIR are 
not enough to capture the complexity of the dynamics and 
the timescales of transmission of COVID-19, so we start out 
by including more epidemiological compartments and new 
transitions among them. The following is a summarised list 
of the key additions that one has to consider for modeling 
COVID-19, as exposed in [2-5]. 

First, we introduce the Exposed compartment (E), that 
accounts for individuals that are in the incubation stage (al-
ready infected but not yet infectious). Therefore, when a 
susceptible individual contacts an infectious one, the former 
will transit to the Exposed compartment, and will remain in 
this state until the incubation time has passed.

Second, a crucial aspect of the COVID-19 is the exist-
ence of Asymptomatic individuals (A): individuals that are 
infected and infectious but that do not show any symptoms. 
Far from being a clinical feature only, this class is epide-
miologically very relevant: an asymptomatic individual is 
rarely aware of its infectious potential and therefore his or 

compartment will move to the Recovered compartment with 
probability µ. These probability rates are specific for each 
disease, and they depend on so many different factors that 
it is almost impossible to find accurate values for them by 
studying the biology of the infection only, making it neces-
sary to rely on statistics once the epidemics evolves. 

Despite its simplicity, the SIR model is able to give us 
some interesting insights. An essential outcome of the model 
is the existence of a phase transition whose critical point sep-
arates two regimes: one where the epidemic dies out and the 
other where the epidemic becomes endemic. Considering the 
previous simple formulation for the SIR (which assumes 
a well-mixed population where everybody is statistically 
equivalent and makes <k> contacts), this critical point hap-
pens when β<k>/µ = 1. When this ratio (also known as the 
Basic Reproductive Number R0, indicating the average num-
ber of individuals that one infected individual will gener-
ate in an otherwise totally susceptible population) is below 
1, one infected individual will generate less than one new 
infected and thus the epidemic dies out. Conversely, when 
R0>1 the epidemic will grow. The usefulness of this number 
went unnoticed until 1979, when Anderson and May applied 
it to study epidemic control strategies ensuring that R0 is 
kept below 1. In Figure 1 (top plot) we show this transition, 
as well as two different temporal evolutions (bottom plots) 
for two different values of R0.

Including the crucial role of mobility
An important aspect when modeling epidemic spreading 
is mobility. This is a crucial factor given that the virus is able 
to travel from one location to another when the host does 
so. To introduce mobility in the previous model, we adopt 
the level of description of “metapopulations”, where the full 
population is decomposed in distinguishable geographical 
areas named “patches" (see Figure 2). So now, but consid-
ering the general quantities S(t), I(t) and R(t), we will have 
Si(t), Ii(t) and Ri(t), for each patch i. Also, the subpopula-
tions are not isolated, instead they are connected through 
a network of mobility flows W, where Wij is the weight of 
the connection between patch i and j. Considering this new 
scenario, the mobility and epidemic dynamics are as follows:  
(I) each individual belongs to (or resides in) a patch;  
(II) an individual will travel outside its patch with probability 
p and its destination patch is chosen according to the mobility 
flows W; (III) the individual will contact a fraction of indi-
viduals in the destination patch; (IV) the mobility patterns 
are recurrent, meaning that after traveling, the individual will 
return to its original patch, implying that the next travel will 
start out from the same patch of origin. Regarding the epidem-
ics, these mobility dynamics imply that one individual might 
get infected either if he does not travel and gets infected by 
someone resident of (or that has traveled to) his origin patch; 
or if the individual travels and gets infected in the destination 
patch either by a resident or by somebody that has traveled 
to that patch. See [2] for the full formulation of this model.

. FIG. 1:  
Results for the SIR 
model in a well-
mixed population. 
Top: fraction of 
recovered individuals 
in the steady state 
as a function of R0. 
bottom: Fraction of 
individuals in each 
compartment as a 
function of time, for 
two values of R0, one 
below the epidemic 
threshold (R0=0.75) 
and the other 
above the epidemic 
threshold (R0=2).  
In both cases the 
initial fraction 
of infected 
individuals is 10%.
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segment), and observing if this implies a reduction in hos-
pital load, for example. But most importantly, we can, as we 
did with the previous simpler models, calculate the critical 
threshold of the phase transition and discern which values 
of the parameters drive the epidemic to extinction [6,7]. 

Summarising, the SIR model established a solid foundation 
to model the spreading of infectious diseases in a population. 
Despite its simplicity, it still remains at the core of most of the 
current tools for epidemic forecasting. Including the epidemi-
ological traits of the disease we wish to model and considering 
the role of human mobility, one is able to build very effective 
tools that reveal us what are the crucial mechanisms behind 
the spreading of a particular disease, giving us the opportunity 
to anticipate its outcome and change the course of epidemics.
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her social and mobility patterns remain unchanged, foster-
ing the spread of the pathogen across the territory.

Third, at variance with usual SIR-like models, we include 
compartments that capture the clinical evolution of those 
infected individuals that need hospitalisation in ICU, dis-
tinguishing between those that have a favourable prospect 
and will transit to Recovered after the hospitalisation time 
has passed, and those having a fatal outcome, transiting to 
a Deceased compartment. This way, besides forecasting the 
epidemic trajectory, the model allows us to assess different 
clinical aspects associated to the pandemic such as the health 
system overload or the number of fatalities.

Another major feature of COVID-19 models lies in the 
addition of age compartments. Indeed, it is known that age 
influences not only the symptomatology of the disease, but 
also the individual's prospect. Besides this clinical factor, the 
mobility patterns also depend on the age of the individual 
(e.g. retired individuals do not commute to work). Therefore, 
we deem necessary to account for age compartments, and 
we choose to divide the population in three segments: young 
(Y), adult (M), and elderly (O). To accommodate the age 
strata, each of the previously mentioned compartments is 
triplicated, and we use a contact matrix to model the contacts 
that are established between age compartments.

Once all the aforementioned particularities of COVID-19  
are accounted for, the resulting model becomes a very pow-
erful tool for surveillance and policy making. For example, 
starting out from a completely susceptible population, we 
can seed infection in certain patches (mimicking the first 
imported infection cases) and let the system evolve, observ-
ing to what other territories the disease spreads to, effectively 
forecasting community transmission. From this setup, one 
can calculate the expected amount of new cases, hospitalisa-
tions or deaths (see Figure 3). Besides merely observing the 
outcome of the system, one can also simulate containment 
measures, like restricting the number of contacts of the el-
derly population (emulating the confinement of this age 

c FIG. 3: Daily new 
deaths for the first 

wave of COVID-19 in 
Spain in 2020. The 

red line represents 
the outcome of the 

model, while dots 
represent real data 

as reported by the 
Spanish health 

authorities. Hollow 
dots represent the 

data points used 
to calibrate the 

parameters of the 
model, and solid 

dots are data used 
for validation.

m FIG. 2:  
Schematic of the SIR 

metapopulations 
model compared 

to the basic SIR 
model. In the 

metapopulation 
model we consider 

multiple populations 
so that now the 
quantities Si(t), 

Ii(t) and Ri(t) refer 
to the fraction of 

Susceptible, Infected 
and Recovered 

individuals in patch i. 
These quantities can 

also be interpreted as 
the probability that 
a resident of patch i 

is in the Susceptible, 
Infected or Recovered 

state The colours are 
identical to those 

used in Fig. 1. 
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TOPTICA Photonics, founded in 1998 
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manufactures high-end laser systems for 
scientific and industrial applications. The 
portfolio includes diode lasers, ultrafast fiber 
lasers, terahertz systems and frequency 
combs. OEM customers, scientists, and over 
a dozen Nobel laureates all acknowledge 
the world-class exceptional specifications 
of TOPTICA’s lasers, as well as their reliability 
and longevity.
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www.zhinst.com
Zurich Instruments is a technology leader 
developing and selling advanced test & 
measurement instruments for dynamic 
signal analysis. These devices are used 
in many fields of application by high-
technology research laboratories and 
industrial development sites. Zurich 
Instruments' vision is to revolutionize 
instrumentation in the high-frequency 
and ultra-high-frequency 
range by incorporating 
the latest analog and digital 
technology into powerful 
measurement systems.

MCPHERSON 
www.mcphersoninc.com
McPherson designs and manufactures 
scanning monochromators, flat-field 
imaging spectrographs, and vacuum 
monochromators and measurement 
systems for reflectance, transmittance, 
and absorbance testing. Its spectrometers 
and systems are built for soft x-ray, 
vacuum-ultraviolet, and UV/Vis and 
Infrared wavelengths. Applications range 
from lasers and lithography, solar, and 
energy to analytical life science and more.

PFEIFFER VACUUM 
www.pfeiffer-vacuum.com/en/
Pfeiffer Vacuum stands for innovative and 
custom vacuum solutions worldwide, 
technological perfection, competent 
advice and reliable service. With the 
invention of the turbopump, the company 
paved the way for further development 
within the vacuum industry. Pfeiffer 
Vacuum offers a complete product 
portfolio: backing pumps, leak detectors, 
measurement and analysis devices, 
components as well as vacuum chambers 
and systems.

OPTIGRATE 
www.optigrate.com
OptiGrate Corp is a pioneer and world 
leader in commercial volume Bragg 
gratings (VBGs) and VBG-based ultra-
narrow band optical filters. BragGrateT 
Raman Filters from OptiGrate are 
unmatched in the industry for narrow 
linewidth, optical density, and optical 
transmission. BragGrate notch filters 
enable measurements of ultra-low 
wavenumber Raman bands in the THz 
frequency range down to 4 cm-1.

BARTINGTON INSTRUMENTS
www.bartington.com
Bartington Instruments designs and 
manufactures high precision fluxgate 
magnetometers, Helmholtz coil systems, 
gradiometers, magnetic susceptibility 
instruments and associated data 
processing equipment, for the precise 
generation and measurement of magnetic 
fields around physics experiments, and 
for calibration of magnetometers in 
consumer electronics.

LEYBOLD 
www.leybold.com
Leybold offers a broad range of 
advanced vacuum solutions for use in 
manufacturing and analytical processes, 
as well as for research purposes. The core 
capabilities center on the development 
of application- and customer-specific 
systems for creating vacuums and 
extracting process gases.

MB SCIENTIFIC AB 
www.mbscientific.se
MB Scientific AB is a Swedish company 
which develops and produces state of 
the art instruments for the photoelectron 
spectroscopy experiments.  Our 
photoelectron energy analyser MBS A-1 
gives you the opportunity to do world 
leading research together with MBS VUV 
photon sources, MBS L-1 and T-1, which 
produce the brightest and narrowest 
lines existing to be used for this type 
of experiments.

ADVANCED ENERGY
advancedenergy.com/trek
Advanced Energy designs and manu-
factures products for demanding 
applications in research and industry. High 
voltage amplifiers from our Trek product 
line utilize proprietary circuitry to provide 
a closed-loop amplifier system with 
exceptional DC stability and wideband 
performance for driving capacitive 
loads. Trek’s non-contacting electrostatic 
voltmeters circumvent the charge transfer 
issues of traditional contacting technology. 
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A
rtificial Intelligence provides an ideal 
framework to investigate learning in quan-
titative terms. A learning machine differs in 
two important respects from a physical sys-

tem. First, the latter is ruled by the maximum entropy 
principle, that constrains the distribution to the Gibbs-
Boltzmann form and fixes its parameter, the tempera-
ture, to that of the environment. Therefore, all a physical 

system knows about its environment is just one number. 
Instead, learning machines, such as deep neural networks, 
can adjust billions of parameters to shape their inter-
nal representations. Second, the "environment" in which 
learning machines are immersed is the data they learn. 
This "environment" (e.g. digital pictures) generally has a 
very rich statistical structure of hidden features. After all, 
there should be something to learn [2]!

ON THE IMPORTANCE  
OF BEING CRITICAL
 l Matteo Marsili – DOI: https://doi.org/10.1051/epn/2020508

 l 1The Abdus Salam International Centre for Theoretical Physics – 34151 Trieste, Italy

Being critical, i.e. able to process and distill relevant information, is crucial for living 
systems. Learning distinguishes living from inanimate matter. Quantifying this distinction 
may provide a "life meter" [1] that, for example, can allow us to detect alien life forms 
in astrobiology. Living systems also respond in an anomalous manner to perturbations, 
as compared to inanimate matter, unless the latter is poised at a critical state (in the 
statistical physics sense). I argue below that these two notions of criticality are only 
apparently different, because a system that learns is inherently critical, also in the 
statistical physics sense.
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Taking this comparison further, one [3,4,5] realises 
that learning is a dual problem with respect to statisti-
cal mechanics. In the latter, the Hamiltonian is given 
and the distribution over internal states is dictated 
by the maximum entropy principle. In learning, the 
Hamiltonian is adjusted in the training process. The 
energy takes the natural meaning of a coding cost and 
its average fixes the resolution of the representation, 
i.e. the number of bits spent to represent one data 
point. Physical systems have a very narrow distribu-
tion of energies. A learning machine, instead, will make 
its spectrum of energies (i.e. coding costs) as broad as 
possible to distinguish significantly different structures 
in the data [3,5]. This is because the relevance, which is 
an entropic measure of the width of the energy range, 
lower bounds the amount of information that the rep-
resentation extracts about the hidden features of the 
data [5]. Therefore, machines that achieve a maximal 
relevance at a given resolution (i.e. those with a broad 
energy distribution) are those that are maximally in-
formative about the hidden features.

The principle of maximal relevance has been 
verified in learning machines such as Restricted 
Boltzmann Machines (see Fig. 1) or Deep Belief 
Network [5,6] and efficient coding [7]. This prin-
ciple predicts distributions of energy levels that are 
consistent with the suggested hyperbolic geomet-
ric nature of sensory representations [8], and with 
the (expected) invariance of representations under 
coarse graining of the data (i.e. a picture of a dog 
should be classified in the same way, both at high 
and low resolution). This principle also predicts a 
linear relation between the (micro canonical) entropy 
and the energy, in the statistical mechanics analogy, 
which is a signature of criticality [7]. A sample of 
states from this distribution exhibits statistical crit-
icality, i.e. the frequency with which a given state is 
observed scales with an inverse power law with its 
frequency rank. The exponent of this law is related to 
the trade-off between resolution and relevance (see 
Fig. 1): at high-resolution, the representation is noisy. 
Further compression extracts more relevant infor-
mation (i.e. the relevance increases). The relevance 
reaches a maximum at an intermediate resolution 
and then it decreases.

At the maximum, the distribution of energies is flat, 
which corresponds to the occurrence of Zipf 's law [10]. 
Hence Zipf 's law appears as a signature of maximally 
informative representations. In this perspective, the 
occurrence of Zipf 's law in the frequency of words 
in most languages is not surprising. More generally, 
biological systems are critical not because they are 
"poised" at a critical point, but rather because their 
internal states (e.g. the immune system) are efficient 
representations of their environments (e.g. the space 

of pathogens). This makes criticality a candidate "life 
meter" [1], because it occurs generically in learning 
systems, irrespective of what is learned.

The abundance of experimental data in life 
sciences presages remarkable advances in unveiling 
Nature's code. This requires statistical inference to 
venture in scarcely explored domains. First, our ig-
norance of the underlying laws that govern living 
system requires model-free methods. Second, infer-
ence needs to operate in the deep under-sampling 
regime, where the number of samples is very small 
compared to the dimensionality of the data. For ex-
ample, the number of sequences of a protein domain 
that evolution dispensed us with may be much less 
than those necessary to estimate parametric models. 
Life itself operates on very sparse data. A bacterium 
cannot afford the luxury of estimating changes in gra-
dient concentrations to an arbitrary precision, before 
mounting the appropriate response. Inference meth-
ods need to take into account this trade-off between 
"chance" and "necessity", to extract information on 
biological function from data. The concept of rele-
vance provides a guide to explore the under-sampling 

. FIG. 1: Learning machines converge to representations of maximal relevance at a given resolution. 
The values of the resolution and of the relevance are reported at different stages of training (from 
black to yellow) for Restricted boltzmann Machines (RbM) trained on a dataset of had-written digits 
(see Ref. [5] for more details). Different symbols correspond to different number of hidden units, from 
15 (left) to 70 (right). The full black curve corresponds to the theoretical limit of maximal relevance. 
Inset: sample digits in the data (top row) are compared with those generated by RbM's with varying 
number of hidden units.

“The relevance lower bounds the amount  
of information that the representation extracts 
about the hidden features of the data  ”
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are coding for, using only data on neural activity. They 
propose an indicator, called Multi-Scale Relevance 
(MSR), which characterises the response of a neu-
ron on all time-scales. Neurons with a low MSR are 
uninformative about navigation covariates (position 
or direction), whereas all informative neurons have 
a large value of the MSR (see Fig. 2). The group of 
neurons with largest values of the MSR allows one 
to decode the position of the animal as precisely as 
the group of neurons with the largest spatial infor-
mation content.

The concept of relevance has also been used to 
identify biologically relevant sites in protein sequences 
[13], but it can also be applied to the study of single cell 
expression data or of DNA methylation, to mention 
just two examples. In each case, the concepts needs 
to be declined in appropriate ways, always keeping in 
mind Doctor Zhivago's warning that "[...] life is never 
a material, [...] it is infinitely beyond your or my obtuse 
theories about it".
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regime in a model-free manner, and to detect the 
signature that "necessity" leaves in biological data. If 
the internal state of a living system is a maximally 
informative representation, searching for critical sub-
sets of variables (those with high relevance) in the 
data, may shed light on how that living system copes 
with its environment.

The neural code responsible for spatial cognition 
is a good example of how relevance-based inference 
differs from standard methods. The Moser's lab [11]
deciphered the neural code responsible for spatial 
cognition in rats, by identifying specialised neurons 
that fire when the rat visits the vertices of a triangular 
lattice (see Fig. 2). They did this by correlating neural 
activity with the rat's position. Evidently, upstream 
neurons in the cortex don't need to know the rat's 
position to identify neurons responsible for spatial 
cognition. This means that one can find these neu-
rons on the basis of their spiking time series alone. 
Cubero et al. [12] have shown that it is possible to 
identify relevant neurons, without a clue of what they 

. FIG. 2: Multi-Scale relevance and Spatial Information for 65 neurons recorded in the medial Enthorinal 
Cortex of navigating rats, by Stensola et al. [11] (data from Ref. [12]). The spatial information is the 
mutual information between the rat's position and the neural activity, during the experiment. The 
insets show the firing rate maps for two representative neurons, that reports the probability of spiking 
at a given location. The 20 most relevant neurons (in the shaded blue region) can predict the position 
of the rat at least as well as the 20 most informative ones (red shaded region). Note that identifying 
the most relevant neurons only requires data on the neural activity, whereas the most (spatially) 
informative neurons can only be found if also the spatial covariate is known.

“biological systems are critical not because 
they are "poised" at a critical point, but rather 
because their internal states are efficient 
representations of their environments  ”
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T
he realization that microscopic particles 
suspended in fluid move randomly dates 
back to Robert Brown, a botanist who first 
observed this phenomenon when watching 

plant pollen immersed in water under the microscope 
in 1827. This motion was named Brownian motion 
and its origin, collisions between water molecules and 
the suspended particles, was suggested first in 1905 by 
Albert Einstein [1]. In 1926 Jean Perrin received the 
Nobel Prize in Physics for using quantitative meas-
urements of Brownian motion as evidence of the 

discontinuous nature of matter. In his experiments, 
Jean Perrin recorded the stochastic trajectories of 
diffusing particles and related the auto-correlation of 
their motion to their diffusion constant (D), Δx→2=4Dt.  
The diffusion constant of particles performing 
Brownian motion in a simple fluid was found to be 
inversely proportional to the viscosity and linearly pro-
portional to the temperature of the fluid.  

The motion of a microscopic particle in a fluid 
excites long-range flows that affect the motion of 
other particles immersed in the same fluid. The cross 

FROM SINGLE PARTICLE MOTION  
TO STRUCTURE OF BIOLOGICAL SYSTEMS
 l Yael Roichman – DOI: https://doi.org/10.1051/epn/2020509

 l School of Chemistry, School of Physics & Astronomy, and the Center for Physics and Chemistry of Living Systems, Tel-Aviv University, Israel

Single molecule and single particle microscopy opened the door to observing dynamical 
processes in noisy living systems. Recent studies demonstrate how the stochastic motion 
of tracer particles can also provide us with information about the structure and flow 
properties of active and complex biological systems. 
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correlation in motion of two particles embedded in the 
same fluid arises from such flows, and is proportional 
to temperature and viscosity in a similar manner to 
the diffusion constant. 

Thermally induced motion, therefore, enables such 
particles to explore their surroundings and interact 
with each other over large distances. Turned around, 
by monitoring the autocorrelation and cross correla-
tion in the motion of colloidal particles, it is possible 
to characterise the fluid in which they are immersed. 
The cross correlation in the diffusive motion of two 
particles at a distance R is defined as D||, = Δx→i Δx→j  
δ(|x→ij|-R)ij in the parallel and perpendicular direction 
to the vector connecting their centre. This observa-
tion is the basis of the field of microrheology [2]; a 
method to characterise the mechanical properties of 
materials using extremely small samples of less than 
a few microliters. 

The application of microrheology to characterise 
biological systems is challenging. First, biological sys-
tems are not in thermal equilibrium and therefore the 
fluctuation of a tracer particle, or biomolecules such 
as proteins, do not arise solely from thermal motion. 
This implies that the diffusion constant does not relate 
to the viscosity of the fluid through the temperature. 
Second, biological materials, such as the membrane 
or the skeleton of a cell, are examples of complex flu-
ids, which are materials that respond to mechanical 
perturbation with a combination of viscous flow and 
elastic resistance. Complex fluids are comprised of 

mesoscopic building blocks, such as the protein chains 
of the cytoskeleton or the membranal proteins of the 
cell membrane. 

A tracer particle diffusing in a complex-fluid and 
exploring its neighborhood is affected by the local 
structure of the fluid. This is reflected in the type of 
diffusion that it undergoes. Moreover, if the fluid has 
active components such as molecular motors, the 
tracer will be affected by them as well. Identifying 
all the physical processes underlying the motion of 
tracer particles in such complex conditions remains 
an ongoing challenge in physics. However, compre-
hensive analysis tools exist for identifying to leading 
order structural and dynamical effects have been de-
veloped [3]. On the other hand, the flow field a tracer 
particle produces is affected by the structure of the 
complex fluid in a completely different manner. Since 
the functional form of its decay with distance is gov-
erned by momentum and mass conservation laws [4], it 
depends significantly on the interparticle distance. For 
example, at large inter-particle distances the correlated 
diffusion reflects the bulk properties of the complex 
fluid compared to the fluid’s typical structural features. 
The question then arises, what can we infer from the 
fluctuation of a tracer particle in biological systems? 

Structural features affect flow 
in biological gels 
One of the ubiquitous proteins in cells is actin, the poly-
mer that acts to maintain the shape of the cell, that helps 
to resist external stresses and plays a major role in cell 
motion. In the cell, actin self-organises into many dif-
ferent structures, one of which is a network supporting 
the outer membrane of the cell. Myosin II is a molecular 
motor that can slide two actin filaments one against the 
other by consuming chemical energy and converting it 
to motion (Fig. 1A). Gels of actin and myosin reconsti-
tuted in the lab from pure proteins have been studied 

m FIG. 1: The structure of actin and myosin networks. A Illustration of an actin network (light blue) with myosin motors (green), cross linkers (circles) and 
a large tracer particle (red sphere). B A distinct cross-over in the decay rate of the correlated diffusion is observed at rc . From rc we extract the mesh size of 
the network ξd and plot it as a function of myosin to actin (M/A) concentration (inset).

“Gels of actin and myosin reconstituted in the lab 
from pure proteins have been studied extensively 
as a model system for active biomaterials.  ”
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extensively as a model system for active biomaterials. The 
large difference, i.e. two orders of magnitude, between the 
mechanical properties inferred from the single particle 
diffusion and the correlated diffusion are a signature of 
the complex structure of these gels [4]. 

We examine a range of actin networks with varying 
typical mesh size. Single particle trajectories allow us 
to characterise the local environment of the particle 
and specifically the network structure in terms of the 
network pores. The correlated motion of tracer par-
ticles allows us to measure the flow field at different 
length scales (Fig. 1B). At intermediate distances, the 
correlations and induced flow field decay fast (~1/r 3) 
with distance. At asymptotically large distances they 
decay slowly as 1/r. The typical network mesh size is 
related to the cross-over distance, rc, through the ratio 
of auto to cross correlated motion of the tracers [5].  

In the presence of myosin motors, the fluctuations 
of the actin network include both thermal and active 
contributions [6]. Nonetheless, these complex fluctu-
ations induce a similar type of random motion that 
provides the opportunity to measure the local struc-
ture of the actin network and induced flow field within 
them. The same telltale of the distinct transition in 
the correlated diffusion of tracer particles is observed 
in such acto-myosin networks and demonstrates the 
change in structure due to the introduction of the my-
osin motors to the network (inset Fig. 1B). 

Flow arrest in the plasma membrane
The plasma membrane forms the interface between a 
cell and its environment. It controls the incoming traf-
fic of signals and nutrients and the outflux of signals 
and waste. The plasma membrane is made of a bilayer 
of phospholipids, molecules that have a hydrophilic 
charged head and hydrophobic tails. The complex func-
tion of the membrane relies on embedded proteins that 
constitute approximately half of the mass of the mem-
brane. It is also supported by and transiently connected 
through proteins to the underlying actin network.

Measurements of the motion of fluorescently tagged 
single molecules within the plasma membrane reveal 
caged motion (Fig. 2A). Moreover, the correlated mo-
tion shows that the membrane flow is local (Fig. 2B) 
[7]. Combined, these results support the “picket and 
fence” model with a high density of proteins forming 
the fences (Fig. 1A).  

Conclusions
The combination of the auto and cross correlation in 
the motion of tracer particles in biological systems 
provides insight into details of their structure and flow 
properties, even far from equilibrium. Using this tech-
nique, we were able to show that the mechanical re-
sponse of the cell is local, which supports the notion of 
the importance and location selectivity of mechanical 
signals at the cellular level.
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F
rom the viewpoint of physics, temperature 
(T) is defined from several theoretical stand-
points. With respect to thermodynamics, tem-
perature is defined as the inverse of a partial 

derivative of entropy (S) with respect to internal energy 
(U) of a system (∂S/∂U). Reaching back to statistical 
mechanics, temperature then follows the canonical dis-
tribution as pc (E)=exp (-  E— kBT)/Z, where E is energy of a 
state, kB is the Boltzmann constant, and Z is the partition 
function. Application of the canonical distribution to a 
Hamiltonian particle system connected to an equilibrium 
thermostat then provides the equipartition law regarding 
the energy of motion: mv2/2 = kB T/2. Further, temper-
ature is included in the fluctuation–dissipation theorem, 
such as the Einstein relation and the Green-Kubo relation, 
in which the temperature of a system is a proportionality 
constant between the correlation and response functions. 

Thus, the temperature of equilibrium systems is perfectly 
defined by many physical laws. However, the definition is 
less straightforward when considering a non-equilibrium 
system, including living organisms.

 
Effective temperature  
under non-equilibrium conditions
A non-equilibrium state is the state of a system with en-
ergy injection, such as driving forces, thermal conduc-
tions, and chemical reactions. Thus, almost all systems we 
are exposed to are non-equilibrium systems, since living 
matter such as the cells constituting our bodies require 
continuous energy input, and are thus in non-equilib-
rium states. Given the much greater complexity of living 
matter compared to an ideal gas, the statistical properties 
cannot be well described by the existing thermodynamics 
and statistical mechanics theories described above. This 
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transported by motor proteins can be seen over sev-
eral seconds moving at a constant speed (v), while 
fluctuating due to the effective noise derived from 
collisions with other vesicles and cytoskeleton com-
ponents as well as thermal noise in the intracellular 
environment. This effective noise is considered to be 
an origin of the effective temperature. 

The existence of the effective noise arising in the intra-
cellular non-equilibrium environment causes a problem 
with respect to physical measurement such as force meas-
urement. The driving force (F) acting on cargo transport 
exerted by motor proteins, can be written as 

F = Γv, (2)  
where Γ is the friction coefficient of the cargo, how-
ever, the value of the friction coefficient (Γ) cannot be 
estimated from the diffusion coefficient (D), which is 
easily obtained from the trajectory of a cargo (Fig. 2b, 
bottom), because of the violation of the Einstein re-
lation (i.e., Γ≠kB T/D). Therefore, the measurable 
index χ  v/D was recently proposed as a substitute 
for F. Using the relation of the effective tempera-
ture, the relationship between F and χ is derived as 
F = kBTeff ∙ χ [4,5]. In Fig. 2c,d, χ for neuronal car-
gos (n = 40) (Fig. 2c) and melanin pigment cargos  
(n = 62) (Fig. 2d) is plotted as a function of ∆t [note 
that ∆t dependence comes from D (= ∆X2/2∆t)] 
[4,5]. The index χ was found to be discrete, repre-
senting the number of motor proteins carrying a sin-
gle cargo together and generating a driving force. 
Accordingly, a cargo is transported by multiple motor 
proteins, similar to the way that many ants work col-
lectively (Fig. 2e). 

Using the known force value (approximately  
5 pN) of a single motor protein and the relationship 
F = kBTeff ∙ χ, Teff was estimated to be approximately 
10 kBT for neuronal cargo transport [4] and 2 kBT 
for melanin transport in pigment cells [5]. The rea-
son for this large difference in Teff between different 
cell types has not yet been clarified; however, varia-
tions in noise properties and cell structures may af-
fect the value of Teff. Taking into consideration that 
the amount of energy provided by the hydrolysis of 

poses a challenge in defining the temperature of such 
systems that are so far from the equilibrium in which 
thermodynamics, statistical mechanics, and linear re-
sponse theories are valid. 

In the case of a simple driven system (i.e., a non-equi-
librium system), in which a Brownian particle in a peri-
odic potential in a medium at T is driven by an external 
force, it was proved that the Einstein relation,

 D = kBT/Γ, (1)  
where D is the diffusion coefficient, and Γ is the friction 
coefficient of the particle), was violated based on theoret-
ically calculating the transport coefficients D (diffusion 
coefficient) and Γ (friction coefficient) of the particle [1]. 
Then, Teff =D/ kBΓ is called the effective temperature of 
the non-equilibrium system because Teff has a dimension 
of temperature though Teff ≠ T.

 
Intracellular cargo transport
Indeed, the Einstein relation (Eq. 1) is violated in the real 
world when considering the state of living matter. Cells 
contain driven particle systems such as the above-men-
tioned driven Brownian particle, which is referred to as 
intracellular cargo transport, in which cargo particles are 
driven by motor proteins (Fig. 1). Motor proteins generate 
the transport force by a chemical reaction: hydrolysis of 
adenosine triphosphate (ATP) molecules. The violation 
of the Einstein relation (Eq. 1) was clarified experimen-
tally in the intracellular cargo transport by measuring 
the diffusion coefficient (D) and frictional coefficient (Γ) 
of cargos [2].

In eukaryotic cells, cargos—which pack biomaterials 
required for sustaining life activities—are transported by 
the motor proteins kinesin and dynein along microtu-
bules acting as the “roads” for transport spreading across 
a cell (Fig. 1) [3]. In particular, neurons, which have long 
axons (ranging from 0.1 mm to 1 m) to connect a cell 
body to the synaptic region, require fast cargo transport 
(Fig. 2a) [3]. In addition to neuronal communication, in-
tracellular cargo transport is used by fish to change the 
colour of their body surfaces (Fig. 2b). Melanin pigments 
aggregate as cargos in cells on the scale of fish by motor 
proteins to drive a colour change from dark to light de-
pending on environmental cues. Thus, intracellular cargo 
transport by motor proteins is a significant function of 
eukaryotic cells.  

 Because intracellular cargos are typically several 
hundred nanometres in size, they can be observed 
by optical microscopes with a spatial resolution of 
approximately 200 nm (Fig. 2a,b). Fluorescent pro-
teins and dyes are typically used to label cargos so 
that they can be readily distinguished in the intra-
cellular environment that is crowded with other ves-
icles, proteins, and cytoskeletons (Fig. 2a, bottom). 
By tracking the centre position of a cargo, its tra-
jectory can be obtained (Fig. 2b, bottom). A cargo 

. FIG. 1:  
Schematic of 
intracellular cargo 
transport. A motor 
protein (red) 
generates driving 
force (F) to carry a 
cargo (green) moving 
at velocity (v) along 
a microtubule. 
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one ATP molecule is also of the order of 10 kBT, the 
energetic meaning of Teff is an important issue to be 
solved for realising force measurement of the intra-
cellular environment. 

Application of χ 
Although the exact value of the proportionality con-
stant kBTeff between F and χ is unknown [note that  
F = kBTeff ∙ χ], the qualitative property of χ, namely its 
discreteness (Fig. 2c,d), is significant, as the discrete-
ness implies the number of motor proteins carrying a 
cargo, which represents the stability of material trans-
port and can therefore serve as a good barometer of 
healthy transport. Indeed, a decrease in the number of 
motor proteins observed in synaptic cargo transport 
was found to result in the mislocation of synapses [4,6]. 
In neurons, deficits in axonal transport are strongly 
related to neuronal diseases, including Alzheimer’s, 
Parkinson’s, and Huntington’s diseases. Therefore, the 
measurement of χ has potential to be more widely ap-
plied in the field of neuroscience as a helpful index to 
monitor disease progression and severity.

c FIG. 2:  
(a) Synaptic vesicle 

precursor transport 
in a neuron [4]. (b) 

Melanin pigment 
transport in a 

pigment cell [5]. 
Measurement of the 

force index χ in the 
case of neuronal  

cargo transport [4] (c)  
and melanin pigment 

transport [5] (d). 
(e) A single cargo is 
carried by multiple 

motor proteins, akin 
to ant-like transport.   
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S
cientists can use social media platforms such as Twitter 
to the advantage of their professional work. Early career 
scientists ask advice from peers and senior scientist and 
find mentors and jobs; senior scientist announce jobs, 

find employees and new students and be a role model for young 
researchers; they all use the platform to reach out and inform their 
followers about their study, work and ambitions. Here, we quote and 
summarise the ten simple useful rules from Ref. [1] to get started:
1.  Start somewhere, but show up. Creating a Twitter-account is easy. 

You could do it now while reading this EPN Special Issue and start 
following the EPN account @EuroPhysicsNews. You could share 
what you have read in this issue and comment on it.  Once started, 
make a habit to regular show up, get informed and post information 
for example about your research or a conference you are attending.

2.  Discover opportunities in academia.Twitter has become a valuable 
source of information. You can follow other scientists, colleagues 
and your students; or granting agencies, laboratories and dedi-
cated career columns in popular research journals. Early-career 
scientists can observe the process of creating national or inter-
national research projects. Senior researchers can openly share 
ideas through Twitter which may lead to the development of 
new concepts before becoming fully-fledged research projects. 

3.  Tweet stuff. The power of Twitter is its potential for interactions 
with fellow scientists. Ask them their opinion when (re)tweeting 
their post; and ask scientists questions about their work: they are 
using Twitter because they intend to interact. 

4.  Learn the rules. Diplomacy is one of the key components to 
building a scientific reputation. Check the social media guide-
lines and rules of your institute. Be careful about subtweeting 
people. Avoid sharing pictures with people, unless they have ex-
plicitly given you permission. Do not respond impulsively when 
someone is critical towards your research on Twitter. 

5.  Take care of yourself. Online conversation can go off the rails 
and you might need to protect yourself from trolls and nasty 
discussions. Be selective on whom you follow and be prepared 
to mute or block people.

6.  Build your own community. You do not have to follow everyone 
who follows you and vice versa. You can follow important people 
in your field or communicate directly with people who would 
otherwise not find out about your work and field. Share and ex-
plain papers that might be interesting for people outside your field.

7.  Interface with real life. Twitter makes networking more easy and 
less scary. It is a good way to stay in touch after a conference. 
Knowing a bit about the interests in research will make it easier 
to talk to people again on the next conference. Exchange Twitter 
accounts. You can use the direct messaging option of Twitter to 
make private contact.

8.  Spread your message. Whenever you have a scientific accom-
plishment, you can share the information by sharing a link to 
a preprint or a vacancy notice. Summarise the content, include 
an image and an appropriate hashtag. 

9.  Be a real person. Even if you use Twitter only for professional 
purposes, consider opening up a little bit to show your follow-
ers you are a real person. For example you may mention a nice 
book or a concert that you visited.

10 . Great power and great responsibility. Once your reach a substan-
tial number of followers, you will need to spend a bit more time 
to think about what you tweet. You are a role model now. On 
the other hand, a large Twitter network can help you spreading 
important ideas and helping people learn about opportunities 
you know about. 

Twitter has trade-offs between quantity and quality.  It is a 
nice and useful tool to communicate with people and organisa-
tions in your scientific community.  It is also inhabited by bots 
which tend to follow you and flood you with a lot of unwanted 
content. Importantly, you should remember that Twitter’s busi-
ness model is based on advertising and you should be aware 
that some content aims to sell you products. However, Twitter 
is still strongly recommended for people who needs to develop 
themselves in academia and tighten bonds e.g. with research-
ers overseas. n
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EPS awards and distinctions during the year 2020 
The EPS would like to congratulate the 2020 laureates for EPS prizes and distinctions 
for their outstanding achievements in physics across Europe and around the world. The 
EPS would also like to thank the physics community for submitting the truly excellent 
nominations received. Finally, the EPS would like to recognise the work by the EPS 
Divisions and Groups in identifying individuals and their research that contribute to the 
development of physics and our understanding of our world.

AWARDS

PRIZES OF THE EPS DIVISIONS AND GROUPS DURING THE YEAR 2020

EPS Alfvén Prize

The EPS Alfvén Prize 2020 of the EPS Plasma 
Physics Division for outstanding contributions to 
plasma physics was awarded to Annick Pouquet, 
Laboratory for Atmospheric and Space Physics, 
University of Colorado and National Center for 
Atmospheric Research, Boulder, Colorado, USA, 
“for fundamental contributions to quantifying en-
ergy transfer in magneto-fluid.”

Rolf Wideröe Prize

The Rolf Wideröe Prize of the EPS Accelerator 
Group for outstanding work in the accelerator 
field was awarded to Lucio Rossi, CERN, “for his 
pioneering role in the development of supercon-
ducting magnet technology for accelerators and 
experiments, its application to complex projects 
in High Energy Physics including strongly driv-
ing industrial capability, and for his tireless ef-
fort in promoting the field of accelerator science 
and technology.”

Gersch Budker Prize

The Gersch Budker Prize of the EPS Accelerator 
Group for a recent significant, original contribution 
to the accelerator field was awarded to Hideaki 
Hotchi, J-PARC “for his achievements in the com-
missioning of the J-PARC Rapid Cycling Synchrotron, 
with sustained 1 MW operation at unprecedented 
low levels of beam loss made possible by his excep-
tional understanding of complex beam dynamics 
processes, thereby laying the foundations for future 
high power proton synchrotrons worldwide.”

Frank Sacherer Prize

The Frank Sacherer Prize of the EPS Accelerator 
Group for an individual in the early part of his or 
her career was awarded to Johannes Steinmann, 

ANL, “for his significant contribution to the develop-
ment and demonstration of ultra-fast accelerator 
instrumentation using THz technology, having the 
potential for major impact on the field of electron 
bunch-by-bunch diagnostics.”

ESPD Senior Prize

The ESPD Senior Prize 2020 of the European 
Solar Physics Division was awarded to Eric Priest, 
University of St Andrews, UK, “for long-standing 
leadership via mentoring, supervising and field-de-
fining textbooks and for fundamental contributions 
in key topics of solar magnetohydrodynamics, par-
ticularly magnetic reconnection in the solar atmos-
phere and solar coronal heating.”

ESPD Early Career Researcher Prize

The ESPD Early Career Researcher Prize 2020 of 
the European Solar Physics Division was awarded 
to Victor Réville, IRAP, France “for fundamental 
contributions to creating self-consistent multi-di-
mensional numerical models of coronal heating 
and solar wind acceleration via wave turbulence.”

ESPD PhD Thesis Prize

The ESPD PhD Thesis Prize 2020 of the European 
Solar Physics Division was awarded to  to Stefan 
Hofmeister (PhD carried at Institute of Physics, 
University of Graz, Austria) “for outstanding obser-
vational analysis of solar coronal holes, their mag-
netic fine structure and the associated high-speed 
solar wind streams.”

EPS-CMD Europhysics Prize

The EPS-CMD Europhysics Prize 2020 of the 
Condensed Matter Division for recognition of 
a prominent and well-identifiable discovery, 

breakthrough, or contribution to condensed 
matter physics was awarded to Jörg Wrachtrup, 
University of Stuttgart, Germany, “for his pioneer-
ing studies on quantum coherence in solid-state 
systems, and their applications for sensing, and, in 
particular, for major breakthroughs in the study of 
the optical and spin properties of nitrogen vacancy 
centres in diamond.”

EPS Liquid Matter Prize

The 2020 EPS Liquid Matter Prize of the 
Condensed Matter Division for outstanding 
achievements in the fields of Physics of the Liquid 
State, Soft Condensed Matter Physics, or Granular 
Physics, was awarded to Daan Frenkel, University 
of Cambridge, UK 

Olli V. Lounasmaa Memorial Prize

The 2020 Ollli V Lounasma Memoral Prize of 
the Condensed Matter Division for outstand-
ing contributions to advances in low temper-
ature physics and related fields was awarded 
to Seamus Davis, University College Cork and 
Oxford University “for his pioneering investigations 
and applications of exquisite scanning probe tech-
niques for visualization of electronic quantum mat-
ter at the atomic scale.”

Lise Meitner-award

The Lise Meitner-award 2020 of the EPS Nuclear 
Physics Division for outstanding work in the fields 
of experimental, theoretical or applied nuclear 
science was awarded to Klaus Blaum, Björn 
Jonson and Piet Van Duppen “for their devel-
opment and application of on-line instrumentation 
and techniques, for their precise and systematic in-
vestigation of properties of nuclei far from stability, 
and for shaping the scientific program at the on-line 
isotope separator facility ISOLDE, CERN”.

EPS EDISON VOLTA PRIZE

The 2020 EPS Edison Volta Prize for for outstanding achievements in physics was awarded to Dieter 
Weiss, University of Regensburg, Germany “for discovering a most spectacular new quantum phenom-
enon, the ‘Weiss Oscillations’”; Jurgen Smet, Max Planck Institute for Solid State Research MPI-FKF in 
Stuttgart, Germany, “for the demonstration – in cooperation with Dieter Weiss - of the so-called Hofstadter 
butterfly and the correctness of the Composite Fermion concept, a new quasiparticle consisting of a com-
bination of an electron and two flux quanta, as well as for the exploration of the special properties of com-
posite fermions”; and to Klaus Ensslin, Laboratory for Solid State Physics, ETH Zürich, Switzerland, 
“for his discoveries connected with nonequilibrium phenomena in quantum dots including the emission 
of microwave radiation from double quantum dots and the time resolved tunneling dynamics in the oc-
cupation of biased quantum dots.” 

EPS EMMY NOETHER DISTINCTION

The Summer 2020 EPS Emmy Noether Distinction 
for the recognition of noteworthy women in 
physics was awarded to Hatice Altug, Institute 
for Bioengineering, École Polytechnique 
Fédérale de Lausanne, Switzerland, “for her sem-
inal contributions to light-matter interaction at 
the nanoscale, manipulation of light on-chip and 
application of nanophotonics in biology, and her 
inspiring role for the next generation of research-
ers and women.”
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