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Abstract--The problem of energy consumption is 

topical in every sphere of human activity nowadays. This 
problem is especially important for IT (information 
technologies), where the amount of data that needs to be 
processed is growing every day. In this paper PCPB (Power 
Consumption and Performance Balance) algorithm has been 
proposed. It is an energy-aware scheduling algorithm which is 
aimed at reducing power consumption of the computer cluster 
without its performance reducing. The main idea of the 
proposed approach is to use energy model (as relation between 
CPU load of the node and its consumed power) for each node 
in the cluster and find the balance between power 
consumption and performance while tasks allocating.  To 
compare PCPB with other algorithms mathematical model 
was developed. The efficiency of the algorithm is proved 
experimentally: PCPB algorithm allows increasing 
performance of a cluster and reducing its power consumption 
at the same time in comparison with widely used Round Robin 
algorithm.  

 
Key words—scheduling algorithm, power consumption, 

performance, computer cluster.  

 
I. INTRODUCTION 

Data centers are consuming more and more power 
every year. The reason is the challenge posed by the flood 
of Web, Social Media, Internet of Things (IoT) and 
machine-to-machine (M2M). The amount of data that needs 
to be processed is getting huger and huger. 

At the same time servers’ sources are used very 
inefficiently. Statistics got by Google in 2013 show that the 
servers’ load is very unsteady. The average load ranges 
between 15% and 60% for one server and between 40% and 
85% for another [1]. It means that the amount of the 
consumed power is much bigger than it could be. The more 
computers are in working state, the more power is being 
consumed (in idle mode). It is necessary to develop a 
strategy that will allow processing as many tasks as possible 
using less servers efficiently. 

 
II. BACKGROUND 

There are different software approaches to energy-
aware strategies and algorithms developing. Among them it 
is possible to distinguish:  

 scaling, 
 scheduling,  
 consolidation approaches [2].  

There are also some hardware approaches but they 
are not being explored in details within this work.  

Scaling approach takes into account the load arriving 
to the computer cluster and adopts the parameters of the 
processing system in accordance to it.  In the work [3] the 
use of dynamic frequency scaling was investigated and it 
was achieved 12% reduction in power consumption of the 
system. 

Talking about the energy-aware scheduling 
algorithms, there are a lot of approaches presented. Their 
main principle is to allocate each task to the machine that 
can process it with the least power being consumed but 
without violating a service-level agreement (SLA) [2]. 

Consolidation approaches usually mean a runtime 
migration of virtual machines. Virtual machines migrate in 
such a way, that some servers in the cluster use as many of 
their resources as possible and others are switched off. 

Among these approaches scheduling was chosen for 
deeper investigation in this paper, as far as consolidation 
approach operates with virtual machines environment and 
scaling approach means direct changing of system’s 
parameters (as processor frequency) in accordance with the 
load. 

Within this research energy-aware scheduling 
approaches are being analyzed and new energy-aware 
scheduling algorithm PCPB (Power Consumption & 
Performance Balance algorithm) has been presented. 

In [4] basic algorithms, that are widely used for tasks 
balancing in server cluster, are being analyzed. The authors 
propose dividing these algorithms into 3 groups: 
knowledge-free – there is no information about tasks and 
sources that are going to be used; energy-aware – taking into 
account the information about power consumption of each 
node of cluster; uilization-aware – with information about 
current CPU utilization of each node. These algorithms are 
gathered in Table 1. 



TABLE 1. BASIC SCHEDULING ALGORITHMS DIVIDED INTO GROUPS 

 

The most widely used scheduling algorithms, that are 
used nowadays, are Round Robin, Weighted Round Robin, 
Least Connections. 

The simplest and the most common load balancing 
algorithm within the server cluster is Round Robin [5]. 
According to this algorithm, all tasks are allocated to all 
active servers one by one. This algorithm does not require 
any knowledge about the current state of the servers. But it 
causes also the main drawback of Round Robin: it is not able 
to allocate the task to the most appropriate server. Such way 
of scheduling is simple but not efficient. Round Robin 
algorithm does not take into account power consumption 
criteria and possible differences between the nodes of 
computer cluster. 

Another example of widely used scheduling 
algorithms is Weighted Round Robin. Unlike simple Round 
Robin algorithm, this modification assigns weighted 
coefficients of the servers according to their performance. 
These coefficients are further taken into account while the 
tasks are being distributed between the processing nodes of 
the server cluster. 

The Least Connections scheduling algorithm directs 
network connections to the server with the least number of 
established connections. This is one of the dynamic 
scheduling algorithms, because it needs to count live 
connections for each server dynamically. It is best suited for 
a real server pool where each member node has roughly the 
same capacity [6]. 

The algorithms described above do not take into 
account energy efficiency of computer cluster criteria. 

Several energy-aware algorithms are also proposed 
today. Among them are CTES – Cooperative Two-Tier 
Energy-Aware Scheduling [7]. Modeling results, that are 
presented in this work, show that algorithm allows reducing 
energy consumption of the whole cluster, but the main 
drawback of the proposed approach is that the authors 
supposed the model of energy consumption to be linear. 
Actually such a model shows the real dependency between 
consumed power and CPU utilization inaccurate. 

In our work we propose holding certification of each 
server in a cluster preliminary to define dependencies P = 

f(CPU) to make a decision about every task allocation based 
on the real data. 

Another example of energy-aware algorithm is 
Min_c [4]. This strategy takes into account that the tasks that 
come to the server cluster differ and the resources, required 
by these tasks, differ too. The main drawback of the 
proposed approach in paper [4] is that the model of energy 
consumption is the same for each node. It has nonlinear 
character, that is closer to reality, but the characteristics of 
different machines can differ. Therefore, we propose 
defining P = f(CPU) dependencies for each machine 
individually. 

To develop any kind of energy-aware scheduling 
algorithm it is necessary to know the dependencies between 
consumed power and CPU utilization (model of power 
consumption). 

In paper [8] this model is considered to be linear:  

   (1) 

where ௜ܲௗ௟௘  – idle power consumption of a server, 
௜ܯ

௥ – maximum power consumption values for sources r 
matrix,  ௜ܷ

௥-  utility (usage) of sources r, ܥ௜
௥- matrix of 

volumes of sources r for server.  
Linear model is also proposed to be used in work 

[10]. Such kind of model can be performed as a graph in 
Figure 1 (a). 

In paper [11] the proposed model is nonlinear and 
shown on the figure 1 (b).  It can be described as:  

   (2) 

where ௕ܲ௨௦௬   - power consumption of a server with 
100% of CPU utilization, r – adjustment factor that 
minimizes the mean square error of the model. 

In [12] the proposed model is also nonlinear and 

consists of static  and dynamic  power 
consumption. These characteristics are defined by CPU 

utilization  

  (3) 

where ݔܽ݉_ܮ – maximum length of all tasks 
schedules, COSP – total sum of power consumptions of all 
servers in the cluster during all time intervals t. The model 
is presented in Figure 1 (c).  



 
Fig.1. P = f(CPU) functions of server nodes used for tasks allocation in 

[10], [11], [12] 
 

In this paper it is proposed to hold certification of 
each server in a cluster preliminary, store description for 
each server, evaluate current state of the cluster before the 
task allocating and allocate task to the server which has the 
best performance and power efficiency at the same time. 

 
III.  PROBLEM DEFINITION 

The main issues that are proposed within this paper 
are:  

- to get individual energy models as  P = f(CPU) 
functions for each machine;  

- to store description about each node of the 
cluster (volume of RAM, number of processing 
cores, performance of the node, P(CPU) 
function (energy model)); 

- to schedule tasks taking into account such 
parameters of each node: 

 availability at the moment; 
 server’s performance; 
 server’s power consumption. 

A. Main definitions 

Let’s consider the task to be a set of operations which 
need to be processed together in the computer cluster: 

݇ݏܽܶ =  {௜݇ݏܽݐ}
Job – is a task with its requirements prepared for 

processing: 
ݏܾ݋ܬ = {௜ܾ݋݆} → ൜݇ݏܽݐ௜ ,  ቄ ௥ܸ௘ ೔

,  ݇௖௢௥௘௥௘ ೔
, ௜ౣ౗౮ݐ 

ቅൠ, 

 
where ௥ܸ௘௤೔

 - RAM required for the ݇ݏܽݐ௜ (maximal 

value), 
݇௖௢௥௘௥௘௤೔

 - number of cores required for the ݇ݏܽݐ௜, 

௜݇ݏܽݐ ௜ౣ౗౮- maximal time for theݐ   to be processed. 
Computer cluster – a set of computers which work 

together and can be viewed as a single system. Node – a unit 
of the computer cluster, that is performed physically as one 
computing machine: 

terClusterݑ݌݉݋ܥ = { ௝ܰ}, 

 
where ௝ܰ - one of the computer cluster nodes. 

FLOPS is a measure of computer performance; a 
number of operations that can be processed by one processor 
per time unit [9]. 

B. Formal problem definition 

There is a set of the nodes { ௝ܰ} in the cluster. Every 

௝ܰ node is characterized by: 

 ௝ܸ - volume of RAM available; 

௝ݏ݌݋݈݂  - performance of the ୨ܰ which has ݇௖௢௥௘௝ 

cores, 
where ݇௖௢௥௘௝ - number of the cores on the ௝ܰ 

௝ܲ = ௝݂൫ܲܥ ௝ܷ൯ - power consumption function, 

defined by ௝݂(ܲܥ ௝ܷ) , 

for ௝ܰ node, experimentally defined;  
New task ݇ݏܽݐ௜   comes into the system at the 

moment ߬. 
Each task ݇ݏܽݐ௜ requires the set of parameters 

(predefined): { ௥ܸ௘௤ ,  ݇௖௢௥௘௥௘௤ ,  {௠௔௫ݐ 

݋݆ ௜ܾ → ௜݇ݏܽݐ , { ௥ܸ௘௤௜
,  ݇௖௢௥௘௥௘௤೔

,  {௜௠௔୶ݐ 

It is required to develop a scheduling algorithm 
so that: 

 ∑ܲ → ௧௔௦௞_௜ݐ  ,݊݅݉ → ݉݅݊ 
where ∑ܲ - the total power consumed by the 

whole server cluster; 
 time required for the set of m tasks –  ∑ݐ

processing. 
 
 

IV. ALGORITHM DESCRIPTION 
According to the proposed approach each node of 

the server cluster must be preliminary certified to 
determine its function ௝ܲ = ௝݂(ܲܥ ௝ܷ). This information 
should be included into description of  each unit with its 
RAM volume value, number of processing cores and 
performance (measured in number of floating point 
operations per time unit (FLOPS)). 

 
The algorithm PCPB, that is proposed in this 

work, consists of 7 steps. It is described by Figure 2. 

 
Fig. 2. General description of PCPB algorithm 

 



Step 1. 
Each node of the cluster schould be evaluated 

preliminary so its description, including P(CPU) 
function, should be formed. This procedure should be 
held once within cluster setup. 

 
New job ݆݋ ௜ܾ  comes to the cluster at the 

moment τ. 
Step 2. 
If (߂ ௝ܸ௔௩௔௜௟

≤ ௥ܸ௘௤೔
) then node ܰ ௝  is excluded from 

the set of available nodes, where ߂ ௝ܸ௔௩௔௜௟
= ௝ܸ −

௝ܸ_௨௦௘ௗ −  volume of RAM available (free) for node ௝ܰ , 
            where ௝ܸ_௨௦௘ௗ - the RAM used at the moment ߬௞ିଵ; 

 
 If (݇߂௖௢௥௘௝௔௩௔௜௟

≤ ݇௖௢௥௘௥௘௤೔
) then node ௝ܰ  is 

excluded from the set of available nodes, where 
௖௢௥௘௝݇߂  ௔௩௔௜௟

= ݇௖௢௥௘௝ − ݇௖௢௥௘௝ೠೞ೐೏
−number of cores, 

available on each node ௝ܰ , 
where ݇௖௢௥௘௝ೠೞ೐೏

- the number of used cores on the 

node ௝ܰ  at the moment ߬௞ିଵ; 
 
Thus: { ௔ܰ௩௔௜௟௝} ∈ { ௝ܰ}, 

 
Step 3.   
For each node ௝ܰ the relations between its load 

(CPU) and consumed power are measured. An example 
of ௝ܲ = ௝݂൫ܲܥ ௝ܷ൯ function is presented in Figure 3. 

 

 
Fig. 3. One of the functions ௝ܲ = ௝݂൫ܲܥ ௝ܷ൯ gotten experimentally  

 

߂ ௝ܲ ௜
|߬௞ = ௝݂(ܲܥ ௝ܷೖ

) - is a gain of the power 

consumption produced by the ݆ܾ݋௜  processed  by node 

௝ܰ 

Supposing that the ݆ܾ݋௜ is given to the 
processing to the node ௝ܰ , the power, theoretically 
consumed by the whole cluster, can be defined as: 

 
ܲఀ

೗
|߬௞& ௝ܰ = ܲఀ |߬௞ିଵ + ߂ ௝ܲ ௜

|߬௞ 

 

Thus, the set ܲఀ =  {ܲఀ
೗
} is formed by theoretical 

placing the ݆ܾ݋௜  to each of the nodes ௝ܰ . 
Step 4.  
Form the set of nodes, sorted by performance 

from minimum to maximum, from the set of available 
nodes: 

௙ܰ௟௢௣௦ೌೡೌ೔೗
= { ௙ܰ௟௢௣௦ೕ೘ೌೣ , … ௙ܰ௟௢௣௦೘೔೙ 

} 
Step 5.  
Thus, the set of available nodes ௔ܰ௩௔௜௟is 

characterized by 2 parameters – flops and power 
consumption in case of ݆ܾ݋௜  placement on this node 
⇒  ௔ܰ௩௔௜௟ = { ௔ܰ௩௔௜௟ೞ (݂݈݌݋ ௦ ,  ܲఀ |߬௞& ௦ܰ )}  

The set ௔ܰ௩௔௜௟ is sorted from min to max by 
criteria power consumption. Thus, ௔ܰ௩௔௜୪೛is got. 

The set ௔ܰ௩௔௜௟ is sorted from max to min by 
performance criteria (there is no need to re-sort this set 
after each task coming). Thus, ௔ܰ௩௔௜௟೑೗೚೛ೞ

is got. 

Step 6.  
It is necessary to find an intersection between 

these sets using special strategy based on the worth 
variants excluding and intersection searching from the 
subsets got 

Two sorted sets   ௔ܰ௩௔௜௟೑೗೚೛ೞ
 and  ௔ܰ௩௔௜௟೛ , 

containing  several common elements (nodes), form the 
set of suitable decisions ܿ݁ܦ 

Step 7.  
The task is allocated to machine that has the best 

characteristics of performance and energy efficiency in 
such way: 

Each machine from the sorted set  ௔ܰ௩௔௜௟೑೗೚೛ೞ
 and 

 ௔ܰ௩௔௜௟೛gets its mark in range from 1 to n; 
The mark given for performance is summed with 

the mark given for energy efficiency; 
The task is allocated to the machine that has the 

highest mark. 
The principle of marks giving is shown in Figure 4 

(an example for 5 machines). 

 
 
 
 
 
 
 

The algorithm was implemented by the code of 
shedular written in С programming language. 

 
V. EXPERIMENT  

To evaluate PCPB’s performance in real 
environment an experiment was carried out. For 
comparison the Round Robin algorithm was chosen as a 
simple and widely used algorithm.  
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Fig. 4. An example of giving marks and tasks allocating for 5 nodes in cluster 



For the experiment five nodes were used. Among 
them, three belonged to the same type (had similar 
characteristics) and two belonged to the second type. 
Characteristics of each type of nodes are shown in 
Table 2. 

 
TABLE 2. CHARACTERISTICS OF CLUSTER NODES USED IN EXPERIMENT  

 Nodes of type 1 (х3) Nodes of type 2 
(х2) 

RAM volume 4 Gb 8 Gb 

Processor type and 
frequency 

CPU Intel Core 2 
Quad Q9400 

2.66GHz 

CPU Intel Core i5-
43 

3GHz 
Performance 35.7GFLOPS 40-50GFLOPS 

 
These 5 computers were joint in a server cluster. 

One computer was selected as the main node, it operated 
as a scheduler. Other subordinate nodes were equal to 
each other and had a direct connection with the main 
node (star topology). 

To evaluate Round Robin and PCPB algorithms 
the same packages of tasks were used. The tasks within 
the package were different. As for task, π number 
calculation up to 1000, 5000, 10000, 25000, 50000, 
75000, 100000 decimal places was chosen. Number of 
decimal places was normally distributed random 
variable. 

According to the proposed approach, servers 
should be certified before calculations (P௝ = ௝݂൫ܲܥ ௝൯ 
functions should be defined). To define these functions, 
each server was in serial loaded on 25, 50, 75, 100% 
(with the help of stress test). The values were 
approximated by the polynomials of the 4th degree. 
Derived functions can be seen in Figure 3, where the first 
number of node is its type (of two types, described 
above), the second is the number of node. 

 
Fig.5. ௝ܲ = ௝݂൫ܲܥ ௝ܷ൯ functions gotten experimentally 

 
After getting analytical functions for each node, 

evaluation of Round Robin scheduling algorithm was 
carried out. The results of experiment are shown in  
Table 3 (the values in the table are arithmetic average of 
20 measurements. Consumed power is the total power 
that was consumed by the whole cluster while the given 
package of tasks was processing). 

After evaluating Round Robin algorithm, the code 
of scheduler was changed. All conditions including tasks 
packages remained the same. The experiment  for PCPB 
algorithm was carried out. The results of this evaluation 
are also presented in Table 3. 
 

TABLE 3. EXPERIMENTAL PCPB & ROUND ROBIN COMPARISON FOR 5 

NODES IN CLUSTER 

 

From the tables below it is possible to see that the 
proposed algorithm PCPB is a bit more efficient than 
Round Robin according to both criteria. The gain in 
performance reaches 3% and the gain in energy 
efficiency – 10,2% in comparison with Round Robin 
algorithm.. 

Not so big efficiency is explained for such a reason 
that only 5 nodes were used in experiment. To test 
PCPB’s efficiency for more nodes in cluster 
mathematical modeling was used. 

 
VI. MATHEMATICAL MODELING 

Before carrying out the modeling a real 
computing cluster, containing 5 nodes, was certified 
(functions  ୨ܲ = ௝݂(ܲܥ ௝) were defined).  

To evaluate an efficiency of the proposed 
approach mathematical modeling was held. To carry out 
the modeling MATLAB tools were used. To compare 
power consumption and speed of the proposed 
algorithm with others, such algorithms were chosen as:   

1) First available (FIFO) (as the simplest one); 
2) Round Robin (RR) (as simple and widely used 

algorithm); 
3) Round Robin with weighted coefficients (as 

improved version of RR); 
4) Least Connections (also widely used in real 

environment). 
To make sure that MATLAB modeling gives 

statistically equivalent to the real experiment results, 
modeling for the same (as for real experiment) 
conditions (5  nodes with the same parameters) was 
carried out.  
Taking into account this issue, the modeling was carried 
out according to the following plan: 

5) Modeling for 5 machines (according to the real 
experiment, described in paragraph 5); 

6) Modeling for 20 machines; 
7) Modeling for 20 machines with typical 

datacenter working day imitation. 



A. Input parameters defining 

To evaluate the algorithms processing the same for each 
algorithm package of tasks was used to be uploaded to 
the modeled servers.  

Parameters of the tasks: 
 
 Number of input tasks: 1750 
 Time moments of the tasks’ appearing: 0...3600 

sec 
 Memory amount required by each task:       100 

Mb…1 Gb 
 Number of cores required by each task: 1…4 
 The volume of each task, as a number of 

floating-point operations to be carried out: 
10...500 GFLOPS 

The tasks appear in the system randomly (without 
any predefined sequence). 

B. Modeling in case of 5 nodes in the computer 
claster 

Parameters of the computer cluster nodes 
(according to the real hardware used for experiment 
(paragraph 5)): 
 

 Number of nodes in cluster: 5 
 

 Nodes of type 1 (х3) 
Nodes of type 2 

(х2) 
RAM volume 4096 Mb 8192 Mb 

Number of cores 4 4 
Performance 35.7GFLOPS 40 GFLOPS 

 
 Function of power consumption P(CPU) in the 

form of polynomial as: 
ܽ ∗ ସݔ + ܾ ∗ ଷݔ + ܿ ∗ ଶݔ + ݀ ∗ ଵݔ + ݁ ∗  ଴ݔ

 for each node (defined preliminary). 
The results for cluster consisting of 5 nodes are 

presented in Table 4. 
 

TABLE 4. MODELING FOR 5 NODES IN CLUSTER RESULTS 

 

These results allow us to suppose, that it is 
possible to trust MATLAB modeling in this case. The gain 

received in real experiment and within the modeling is 
statistically equivalent. 

In this case we see that the gain in performance 
for PCPB reaches 13,6% and the gain in energy efficiency 
– 3,3% in comparison with Round Robin algorithm. In 
comparison with First Available algorithm that also 
shows good results by both criteria PCPB has the gain in 
performance 2,4% and in energy efficiency – 1,5%. 

C. Modeling in case of 20 nodes in computer cluster 

Parameters of the computer cluster nodes: 
 Number of nodes in cluster: 20 
 Volume of the RAM for each node1: 4096,         

16384  or 8192  
 Number of cores for each node: all 20 nodes 

have 4 cores 
 Performance of each node1: 35.7,  45.7, 75, 

25.7, 64.7 or 30.7 GFLOPS  
 Function of power consumption P(CPU) in the 

form of polynomial as: 
ܽ ∗ ସݔ + ܾ ∗ ଷݔ + ܿ ∗ ଶݔ + ݀ ∗ ଵݔ + ݁ ∗  ଴ݔ

 for each node (different coefficients of 
polynomial were used). 

The results for 20 nodes are presented in Table 5. 
 

TABLE 5. MODELING FOR 20 NODES IN CLUSTER RESULTS 

 

It is possible to see that in case of 20 nodes in 
cluster the gain in performance for PCPB is much bigger 
and reaches 30% and the gain in energy efficiency is also 
bigger and reaches 8,3% in comparison with Round 
Robin algorithm. In comparison with First Available 
algorithm that also shows good results according to both 
criteria PCPB has the gain in performance 6,4% and in 
energy efficiency – 4,2%. 

1 combining RAM volume values with different possible performance 
values (from the given sets) 10 different types of machines are got 



D. Real working day (24 hours) of computer cluster 
containing 20 nodes modeling 

To model the real working day of the computing 
cluster containing 20 nodes load timing from [13] was 
used. It is presented in Figure 6.  

 
 

 
Figure 6. Load timing in datacenter during the working day 

 
Parameters of computers and tasks were the 

same. The results of one working day of server cluster, 
containing 20 nodes, are presented in Table 6. 

 
Table 6. Modeling of 20 nodes in cluster working the whole day results 

 
In case of 20 nodes in cluster working during the 

whole day the gain in performance for PCPB reaches 
36,1% and the gain in energy efficiency reaches 6,57% 
in comparison with Round Robin algorithm. In 
comparison with First Available algorithm that also 
shows good results according to both criteria PCPB has 
the gain in performance 14% and in energy efficiency – 
3,9%. 

In Figure 7 power consumtion graph of the whole 
cluster during the workday is shown (PCPB is named as 
proposed). 

 
Figure 7. Power consumtion of cluster during the workday graph 

 

As it is possible to see on the graph, the best 
results were presented by PSPB algorithm.  

The average time of task processing is the second 
evaluated parameter. The results of time efficiency are 
shown in Figure 8. 

 

 
Figure 8. Average time of 1 task processing by cluster during the 

workday graph 

 

As it is seen from the graphs, PCPB shows the best 
results in all respects – energy and power efficiency. 

 
VII. FUTURE WORK 

As for future work it is planned to develop 
modifications to the proposed algorithm. The main ideas 
of modifications are the following: 

1. to divide tasks and nodes into groups 
(“hard” tasks should be allocated only to those 
nodes that have better performance); 

2. to drive some nodes with worse 
parameters into sleep mode if the load of a cluster 
is not high. 

It is necessary to test PCPB algorithm and its 
modifications in real environment, so, it is planned to 
carry out an experiment in a real datacenter.  

 
 
 
 

 



VIII. CONCLUSIONS 
In this paper PCPB algorithm was proposed. It is 

an energy-aware scheduling algorithm which is aimed at 
reducing power consumption of the server cluster 
without its performance reducing. 

The proposed algorithm was compared with 
existing approaches using mathematical modeling. To 
prove the efficiency of PCPB an experiment was carried 
out. The results of the experiment have shown that the 
proposed algorithm gives benefits in power 
consumption and in performance as well. The gain of 
PCPB reached 30% in average processing time and 8,3% 
in power consumption (in case of algorithm 
performance in cluster consisting of 20 nodes 
evaluation). 
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