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coordinate compounds (Store owner hit-scolded employee: the store owner hit and

scolded an employee) provides evidence for processing delays associated with verbs

instantiating the causality relation (breaking-BY-biting) relative to the coordinate



relation (hitting-AND-scolding). Second, I develop an extension of classic ERP work
on the detection of argument role-reversals (the millionaire that the servant fired) that
allows me to determine the temporal stages by which argument relations are
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by which verb-argument relations are constructed in real time in L1 and L2.



THE COMPUTATION OF VERB-ARGUMENT RELATIONS
IN ONLINE SENTENCE COMPREHENSION

by

Chia-Hsuan Liao

Dissertation submitted to the Faculty of the Graduate School of the
University of Maryland, College Park, in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
2020

Advisory Committee:

Professor Ellen Lau, Chair

Professor Colin Phillips

Professor Robert Slevc

Professor Alexander Williams

Professor Yi Ting Huang, Dean’s Representative



© Copyright by
Chia-Hsuan Liao
2020



Dedication

To my family

i



Acknowledgements

Since I entered the realm of Neurolinguistics as an undergraduate, I have been
dreaming of becoming a learned neurolinguist one day. I knew that getting on board
with PhD training could pave the way, and I considered it a blessing that God led me
to Maryland. As this PhD journey is coming to an end, I would like to take this
opportunity to thank all the people that have shaped me into who I am today, and my
friends and family that have accompanied me along the way.

First and foremost, I would like to express my deepest gratitude to Ellen Lau,
my advisor and committee chair. Undoubtedly, a lot of stress was involved in
pursuing a PhD degree, but working with Ellen has made the entire process as
enjoyable as it could be. Ellen was able to distill the points of my half-baked
experiment ideas and remind me of the big picture of my research questions. She read
my work closely and gave me very constructive feedback, no matter how late I sent it
to her. She even managed to keep our weekly meetings going during the pandemic,
when she had to take care of her kids around the clock because of the lockdown. Even
in such difficult time, she has always kept her spirits high. Her positive thinking
makes me more open-minded to embrace the challenges ahead. I really appreciate
Ellen’s advisory style, as Ellen sees me not only as a student, but also as a person.
When I was at the rock bottom, she supportively told me, “It’s okay to have life
events,” which gave me the strength to move on. Ellen is such an incredible scientist,
teacher and mentor that I could ever have asked for more in my PhD training.

I am grateful to my dissertation committee members. Colin Phillips has

pushed me to articulate the interpretations of my model more clearly, and his

il



suggestions have made the arguments in this dissertation more complete. I would like
to thank Colin not only for the insights on my work, but also for his support with my
scholarship application, job applications and other issues (such as my I-20 crisis).
Colin’s passion toward research, perspectives of language science, and dedication to
students have an immense influence on me. Alexander Williams is so knowledgeable
that I have benefited a lot from the discussions with him. There is an anecdote with
Alexander that is worth mentioning here. When I scheduled the very first individual
meeting with him, I was a bit nervous. It turned out that I had worried too much. He
took me to watch the landing of a helicopter of the US army on Chapel Field. We
literally discussed my resultative project with the aircraft landing right in front of us.
Since then, he has been the very source to ask for advice on my work. I consider
myself very lucky to have such an expert in argument structure in my committee. [
am also grateful to have Yi Ting Huang and Bob Slvec as my advisory committee. |
took their Cognitive Science course, and I benefited a lot from the smart questions
they raised for the assigned readings and was impressed by the creative way they led
the course. They taught me to think outside of the box, and I really appreciate their
comments and suggestions for my dissertation.

In addition to my committee, I would like to thank the entire faculty of the
Linguistics Department at Maryland. Special thank goes to Masha Polinsky, who
introduced the world of heritage language study to me. We ended up having two
extended projects beyond students’ class work. Masha gave me the biggest flexibility
to approach these research questions and to mentor undergraduate students at my own

pace and offered all the needed support. I really learned a lot through this process. I

v



would like to thank Jeff Lidz and Valentine Hacquard, with whom I learned a lot
about syntactic bootstrapping, and felt more amazed by children’s ability to master
their native language. I am also thankful to Naomi Feldman for sharing with me her
job interview experiences and Nobert Hornstein for helping me polish my job talk.
Moreover, I am appreciative of Tonia Bleam and Peggy Antonisse for sharing their
teaching experiences with me; the two years of working as their TA have been fruitful
experiences to me. I thank Omer Preminger for the secret tip to conduct my future
courses. I really appreciate Bill Idsardi’s timely help with many of the administrative
issues since the outbreak of the pandemic. I would also like to thank Kim Kwok for
helping me with all kinds of paperwork and subject fee reimbursement, and for her
friendship beyond administrative work. It is really a blessing to be enrolled in such a
student-oriented program.

The idea of pursuing a PhD degree would not have emerged without the
strong training from my alma mater, the Department of English at National Taiwan
Normal University (NTNU). I would like to thank the teaching faculty there for
nurturing me and equipping me with the knowledge to be a linguist. Special thanks
are dedicated to Shiao-Hui Chan, who introduced the fantastic world of
Neurolinguistics to me. Shiao-Hui detected the sparks in my eyes, and took me under
her wings when I knew nothing about the brain and experiment design. I am grateful
that she still let me use her lab space and facilities even after I had left NTNU. Most
of the data in this dissertation were collected in her lab. In addition to equipment
supply, Shiao-Hui has always been there to encourage me when something goes

wrong in my life. I am very grateful to what Shiao-Hui has done for me. I would also



like to thank Yeu-Ting Liu, who encouraged me to dream big and reminded me of the
‘vision’ I could achieve. Without his encouragement and warm support, I would not
be able to finish the degree. I hope that I can be a good mentor to my students, just
like what my mentors have done for me. It would be the best way to pay it forward.

Thanks to the psycholinguistics team at Maryland: Phoebe Gaston, Hanna
Muller, Masato Nakamura, Rosa Lee and Aura Cruz Heredia. It has been helpful to
discuss my projects with them, regardless of at which stage my projects were. Special
thank goes to Aura, who kindly helped me set up the experiment at Maryland while I
was collecting data in Taiwan. I would like to thank the research assistants, Anna
Liddle, Katte Luckhurst, and Macie McKitrick for the help with EEG data collection.

My appreciation goes to the cohort: Suyoung Bae, Paulina Lyskawa, Phoebe
Gaston, Max Papillon and Annemarie van Dooren. In additional to school work, we
have had so much fun together, such as panting the walls of the first year’s office, and
sheltering in a pizza place at DC during a thunderstorm warning. Special thank goes
to Suyoung, who was my housemate for two years. While we both once questioned
ourselves if we could earn the degree, I am glad that we made it together!

Thanks to the senior cohorts and friends at Maryland: William Matchin, Nick
Huang, Wing Yee Chow, Shota Momma, Eric Pelzl and Nur Basak Karatas. I have
benefited a lot from the discussions with them, and I am grateful to have their inputs
on my projects.

Thanks to my super officemates in the 1314F super-office: Anouk Dieuleveut,

Aaron Doliana and Yu’an Yang. After a long day working in the office, nothing was

vi



more refreshing than chatting with them, along with Anouk’s homemade cookies and
bread.

Thanks to Zoe Schlueter and Alix Kowalski, who welcomed me at home
when I just arrived in Maryland. My first year would be so banal without them and
their cats. In fact, as a dog person, I did not know that I could get along well with cats
until I met Bruce the hairless cat (I am not saying it was because Bruce behaved a lot
like a dog, but indeed #sweaterbruceisbetterbruce).

Thanks to my friends from the “nervy” lab: Keng-yu Ken Lin, Li-Chuan Matt
Ku, and Yu-Chuan Lucy Chiang. We happen to pursue our degree in different cities
in the States, which makes experience sharing in the group chat a lot of fun. From
sharing photos of the food I cooked, to eliciting linguistic judgment on sentences of
interest, thanks for always being there. Thanks to Aymeric Collart and Shih-Chiang
Johnny Hu, who helped me with EEG data collection in Taiwan, and shared all kinds
of job-related information with me. Thanks to Chia-wen Lo, with whom I feel very
comfortable to share ups and downs in and beyond academia; I thank her for her
support in this PhD journey and I hope I am the same kind of friend to her.

It is a blessing to be surrounded by a group of supportive and considerate
friends. Heartfelt thanks go to Cindy Tsai, Rebecca Chu and Ky To. We literally
spent every weekend in the McKeldin library, if not in “Cindy’s building.” In
addition to helping with one another’s homework, we did many crazy things together,
such as appreciating cherry blossoms at midnight in DC. With Keqin He and Yuling
Guo joining us later, we had more fun at Parkside. I really miss those good old days.

Thank you for making my five years in Maryland unforgettable.

vii



I would like to express my gratitude to the big family of the Maryland Chinese
Bible Study Group: Rebecca Chu, Cindy Tsai, Yuling Guo, Rachel Chang, Hope Shi,
Yanlin Qiao, Peipei Hu, Yuyun Peng, Chuan-Fu Lin, Grace Ho, Tracy Zheng, Debbie
Chu, Jing Geng, Hongen Zhou, Shanyun Zheng, Sam Kan, Keith Keenan, Grace
Kung, Jiali Liang, Joshua Lo, Esther Lo, Tim Koo, Titus Kan, Jianli Liu, Jason Chen
and Yong Yang. In particular, Rachel has been a sweet and considerate friend, and I
could not imagine how my life would have been without her. Hope invited me to her
house, cooked for me and offered to study with me when I was in the lowest spirits.
Yanlin has kept me in her prayers and I really appreciate that. Peipei has a great sense
of humor and is always enthusiastic; I can always regain strength after chatting with
her. Thanks to Yuyun for her prayers at my weakest moment. I am grateful to my
godparents Der-Chen Chang and Shimu; I would like to thank them for their prayers
and encouragement, which support me to get over difficulties. They all have made
Maryland my home away from home.

There were more than 600 participants participating in the work in this
dissertation. One third of them let me put an EEG cap on their head. Their
contribution is acknowledged here. Lastly, I would like to acknowledge that some of
the projects in this dissertation were funded by the William Orr Dingwall Dissertation
Fellowship.

While Maryland is tens of thousands of miles away from home,
encouragements from my family are the source of my energy. I would like to thank
my uncles and aunts for their prayers, and for sending me care packages from

Taiwan. My deepest gratitude goes to my parents, who support me to pursue my

viii



dreams without a second word and to my sister, who is always there for me to cheer
me up. They are my foundation and support, and this dissertation is dedicated to all of
them.

While there have been ups and downs in this journey, God has been my
strength and hope. He has empowered me with inner strength through his Spirit
(Ephesians 3:16). Reflecting on the paths that I have gone through, I know I am
blessed beyond measure. I give thanks to the Lord for He is good all the time. May

His name be glorified.

X



Table of Contents

DedICALION ..coeeerirecsiiisneisennseecsnnssanssensssncssnssssnsssncsssesssnssssssssasssssessssssassssassssessassssasses ii
ACKNOWICAZEIMENTS ....cuueriernressnressnicssrncssanncssssisssssesssssesssssesssssssssssssssssssssssossssssssssses iii
Table Of CONLENLS ...ccueeeveeiireeiseniseecsenssenissenssnesssessssesssesssassssesssassssssssassssssssassssssssasssses X
LISt Of TADIES cccuueeieeiniiininniicninneentenseisnensnncssessessssessessssessssssssessssssssssssassssesssees xiii
LiSt Of FIGUIES..ccicnuiiinniiirnriciniinsniinsnncssnncssnncssssncssssssssssessssssssssssssssssssssossssssssssses Xiv
Chapter 1: INtroduction ........ccceeicivricisnnisssnncssssnesssncssssncssssncssssssssssssssssssssssssssssssssns 1
LT OVEIVIBW ettt ettt ettt ettt et b e bbbt e bt e bt et e e bt e nbeenbe e b enbeenaee e 1
1.2 Incremental processing of verb-argument relations: State of the art.........ccc.cccceveencen. 3
1.3 Research questions in the diSSertation ...........c.ceeceeeriiiriieeniieriee et 8
1.4 Presuppositions of this diSSertation..........cceeeruieirieeriieiieeeieeeiee e e 11
1.4.1 Lexicalized vs. non-lexicalized analyses of argument structure........................ 11
1.4.2 Predictive mechanisms in SENtENCE ProCESSING......uvervrereveeriueerriieeireereieeneeennnes 13
1.5 The EEG (electroencephalography) technique .........ccocovveviiiniiiiiiiiieceeeeeee e 14
LS T NAO0 ettt ettt ettt b ettt sttt et et entens 14
L.5.2 PO0O0 ...ttt ettt ettt saeenten 16

1.6 The methodological approach: Taking the timing of prediction as a chronometer for
linGUIStIC COMPULATIONS ...veieeeiieiiieiieeeiee st e eieeetteerteeesteeeseaeeenbeesnbeeenteeeteessaeesnseennnes 17
1.7 Outline of this diSSEITAtION .....cccueiruiiriiiriieiieieeeeeee e 18

Chapter 2: Enough time to get results? An ERP investigation of prediction with

COMPIEX EVENTS..ciicruriiiirrrissricssnncssaricssanessssnsssssessssnessssrosssssssssssssssssssssnss 19

B0 B 5 U3 o7 L o110 o OSSR 19
2.1.1 “Slow prediction” and argument StrUCTULE ..........ccueeeieeriiieriieeiee e eee e 20
2.1.2 The current STUAY ....eeeeieeeiierieeeie ettt ettt e tee e e eseeesneeesnnes 22

R B4 o T3 111 1S3 4L A RS SRTS 27
W B o V103 | o 1 PRSI 29
W\ B 1<) 4 T LSRR 30
N B o (o T L (PR 32
2.2.4 Data acquisition and analySiS........ccccceeeeuierrieerieerieenieeeieeeiee e iee e 33
e B 21 1L RS 35
2.2.5.1 Beh@vioral dQtQ.................cccueeeeieeiiieiieiieeeeeee e 35

2252 ERP AATQ ..ottt 36

2.2.6 DISCUSSION ...uevieiiieeiieeiie ettt et e st e steessteeeteeeteeeseeessteesnseesnseesnseesnseesseeesnseennnes 38

B 0 24 011 111 1S3 4 LA OSSR R 40
2 B B o V(o3 | o 1 RS 42
I\ 11 4 T LSRR 42
2 TG B8 o (o111 L (U RSTS 46
2.3.4 Data acquisition and analysSiS........ccccceercueerrieerieenieeeieeeiteeiee e ieeeeee e 46
2 B B 2111 LTSS 47
2.3.5.1 Beh@vior@l dQt@.................cccueeeeiaeiiieiieiiieeeeeee e 47

2352 ERP AAHQ ...t 47



2.3.60 DISCUSSION ..evvvviiiiieiiieeeeeeee et e e e e e e e e e et e et e et et e e e e e e s s s se s asasasssssasaaessssesseeseeeeeeees 49

B B q o T3 111 1S3 4L TSRS 51
W B B o V103 | o 11 PR RTS 51
2.4.2 MALETIALS. .c..eeitiiiieiieete ettt ettt et n 52
2.4.3 PrOCEAUIE ..ottt ettt ettt et e et en 53
2.4.4 Data acquisition and analysSiS........ccccceeeruirrrieerirenieenieeeieeeieeeiee e 54
245 RESUILS ..ottt ettt 54

2.4.5.1 Beh@vioral dQtQ.............c...cocucvouireiniiiniiiniiniiiiiniieceeee e 54
2452 ERP AATQ ..ottt 55
2.4.0 DISCUSSION ..ttt ettt ettt ettt et ettt et eb e et eae et s 56

2.5 General DISCUSSION .....eeuiiriiiriiiniieiieieeieeteerte ettt ettt ettt e b e sbe e b e beenaee 57
2.5.1 Slow prediction due to the computation of a complex resultative predicate .....58
2.5.2 Slow prediction due to memory search for an optimal candidate...................... 60
2.5.3 ERP 1€SPONSES t0 VEIDS ..eouvvieiiieiiieciieeiie et eite ettt ettt steestee et e eneeeeneee e 63
2.5.4 Implications for L2 acquisition and processing ..........ccoceevveevueevueeneenerseeneenens 66

2.6 CONCIUSION ..ottt ettt et e sb e bt e b et be e st e sbeesbeenbeenae 67

Chapter 3: The time course of argument-verb computation in online sentence

comprehension: Evidence from the N400 ............ccocvrervricrcercscneccsnnnes 69

3.1 INEOAUCTION ..ttt ettt e et en 69

3.1.1 Slow vs. fast prediction in sentence coOmprehension..........coceeeveerververuereennenns 70
3.1.2 Bag of Words vs. Bag of Arguments hypotheses in argument-verb computation
............................................................................................................................ 73

3.1.3 The CUITENt STUAY ...veevvieeiieeiieeiie ettt ettt et ee st e et e et eeseeeesnaeesneeesneeesnsee s 76

3.2 EXPEIIMENL 4 ....eeeiiieeeiiee ettt ettt ettt e et e et e et e eneeesateesnteesaseeenseeensaeeanseesnseesnseenn 77
R T B o g 1o T o 31 USRS 78

3.2.2 MAtEIIALS.c..eeiieiiieeiieeteete ettt 79
3.2.3 PTOCEAUIE ....eeiiiiiiiiieeite ettt st st 81
3.2.4 Data acquisition and analysiS.........ccceeruieriiieriiieniiieniieeie e 82

32,5 RESUILS .ttt 84

3.2.5.1 Behavioral dAta.................ccceeveeeeiiiaiiieiiieeeeeee et 84

3252 ERP AQUQ ..ottt 84

3.2.6 DISCUSSION ...ttt sttt sttt st sttt s 86

IR B 254 0151 000 1<) 1L SRS 87
IR T B o g 1o T o 31 £ PSP 88

3.3.2 MAAtEIIALS. ..ottt s 88

3.3.3 PIOCEAUIE ...ttt st 89

3.3.4 Data acquisition and analysiS.........ccceervueerriieriiieniieeiie et 89

335 RESUILS .ttt 90

3.3.5.1 Behavioral dAta................cccceeveueeeiiieiiieiiieeeeeee et 90

3352 ERP AAU ..ottt 90

3.3.60 DISCUSSION ..ttt ettt sttt st st 91

3.4 EXPEIIMENL O....eeeieeiiieeeiee ettt ettt e et e et e et e enteesnteesnseesnseesnseeensaeeanseesnseesnseens 93
I B o g 1o T o 31| £ USRS 93

342 MAtEIIALS. c..ceoieiiiiieiieeteete ettt 94

343 PTOCEAUIE .....eiiiiiiiiiieiie ettt sttt s 94
3.4.4 Data acquisition and analysiS.........ccceerurerriieriiieniie e 95
345 RESUILS .ttt 95
3.4.5.1 Behavioral dAta................ccccueeveueieiiiiiiiieiiieeeeeee e 95

BuA.52 ERP AAU ..ottt 95

3.4.6 DISCUSSION ...ttt sttt st st sttt s 97

xi



3.5 GENEIAl DISCUSSION .eevviiiiiiiiiiiiiieeeeeeee ettt aaaeaasaeeeaeeeeeeees 98

3.5.1 Toward a processing model of argument-verb relation computations............. 101
3.5.2 Reconciling these results with prior role reversal findings...........cccccovvereennee. 104
3.6 CONCIUSION ..ttt ettt st sttt s s st sbeesaeenae 107
Chapter 4: ERP sensitivity to subcategorization violations in L2...................... 108
4.1 INTEOAUCTION . c..eiiiieiiieiti ettt et ettt ettt st ettt eaee e 108

4.1.1 Prior behavioral studies investigating the processing of subcategorization in L2
........................................................................................................................... 109
4.1.2 ERP studies of subcategorization violation in L1 and L2 speakers................. 112
4.1.3 The current StUAY ....c.ceevvieiiieiiieeiie ettt et e enee s 116
4.2 EXPEOIIMENLE 7 ..eeuiiieiiiieeiie ettt et e st e steestteeette e tteesateesateesnteesnsaeenseeessseesnseesnseesnseesnseeenns 118
4.2.1 PaTtiCIPANES ..c.uvireiiieeeieeeiieesieeeiee et e ettt ettt e staeesateesneeeebeeeseeesaeensaeesnseesnseesnseens 118
4.2.2 MALETIAIS ...cueiriiiiiiiiiteitet ettt sttt sttt st 118

4.2.3 PIOCEAUIE ....eenviiiiiiiiiiiite ettt sttt sttt st sttt 121
4.2.4 Data acquisition and analysis.........cccccceerveeriieriieeriiie et 122
4.2.5 RESULLS ettt ettt sttt st e 124
4.2.5.1 BehaViOral dQt..........c.occcouveeieieieeeiieeieeeee ettt 124
4252 ERP AAUA ..ot 125
4.2.5.2.1 Verb subcategorization violations ..........cccceevveereerieeneenveeneennnenn 125
4.2.5.2.2 Phrase structure Violations ............coceeerereenienienieieinenencseneseenes 127
4.3 General DISCUSSION .....eeviiiiiiiiiieit ettt ettt ettt 128
4.3.1 Responses to subcategorization violations in L1 and L2............ccocceeeiennnen. 129

4.3.2 Knowledge and processing aCCOUNTS ........ccccveerveeruieriieeeniieeniieenreeseeesveesneens 131
4.3.3 An ELAN response to subcategorization violations in L1 (?)........ccceecueenee. 140
4.3.4 Responses to phrase structure violations in L1 and L2..........ccccccveeviieninnnnnn. 142
4.4, CONCIUSION ..ttt ettt et ettt ettt et sttt st eaaeeaeeeane e 145
Chapter 5: ConcluSion ............ccoccoiiiiiiiiiiiee e 146
5.1 SUMMATY .ottt et et e st e st e e bt e e steesateesnbeesnteeenseeeseeennseennns 146
5.2 OutsStanding QUESLIONS ......veeeuieeireeriieeriieeeieesteesteeenteeesteeessteessseesseesnseesseeenseeesnseesnses 149
5.2.1 Connecting the dots, across ChaAPLETS .......ccueevvieriieiiieeiie e 149

5.2.2 Broader connections to prior work on verb-argument relation processing...... 151
5.3 FULUIE WOTK ..ottt st s st 154
5.3.1 Temporal dynamics of computing complex events ...........ccceeeceeerveerieeneeennne. 155

5.3.2 Types of argument information that feed into parsing along the temporal scale

................................................................................................................................... 156
5.3.3 Computations of verb-argument relations in different populations................. 159
Appendix (Experiment materials).......cccoeceeevvericssnncsssnrcsssnncssnnressssicssssscsssssssssssens 161
BiblIOGIrapRy ....ccicvveiiciviinssnninssnninssnncssnncssnicssssisssssssssssessssesssssssssssossssssssssssssssssssssss 194

Xii



List of Tables

Table 1: Example stimulus in each condition in Experiment 1 (averaged cloze

probability in parenthesis)........ceevuierieriiierieniieieeie et ens 25
Table 2: Example stimulus in each condition in Experiment 2 (averaged cloze

probability in parenthesis) ........eecveeeeriiierieniieieeie e 45
Table 3: Example stimulus in each condition in Experiment 4 ............ccccceveviennennee. 80
Table 4: Example stimulus in each condition in Experiment 5 ..........c.cccocevveriennenne. 89
Table 5: Example stimuli in each condition in Experiment 7.........c.cccccovvevieniennnene. 120
Table 6: Accuracy rate of each condition for the L2 group........cccceevveeiieiennennen. 123

xiii



List of Figures
Figure 1: Presentation of stimuli in Experiment 1 and Experiment 2 ........................ 33

Figure 2: Top: Grand average ERPs from the verb to the noun at Cz and Pz in
Experiment 1. Bottom: Topographic distribution of ERP effects in the
300-500 ms intervals at the noun in Experiment 1 (Left: Causative minus
Resultative; Right: Simple minus Resultative) ..........ccoceveevenieneincnnen. 37

Figure 3: Left: Grand average ERPs to cloze sanity check sentences at Cz in
Experiment 1. Right: The topographic distribution of ERP effects in the
300-500 ms interval in Experiment 1 (Low cloze minus High cloze)..... 38

Figure 4: Top: Grand average ERPs from the verb to the noun of the Resultative set
(Left) and Coordinate set (Right) at the Cz electrode in Experiment 2.
Bottom: Topographic distribution of ERP effects in the 300-500 ms
intervals at the noun in Experiment 2 (Left: R-Simple minus Resultative;
Right: C-Simple minus Coordinate). ...........ceceveereerienieneenienieneeneenens 48

Figure 5: Left: Grand average ERPs to cloze sanity check sentences at Cz in
Experiment 2. Right: The topographic distribution of ERP effects in the
300-500 ms interval in Experiment 2 (Low cloze minus High cloze)..... 49

Figure 6: Presentation of stimuli in Experiment 3 ........c..ccoceviniiniininicnennenieneenee, 54

Figure 7: Top: Grand average ERPs from the verb to the noun of the Resultative set
(Left) and Coordinate set (Right) at the Cz electrode in Experiment 3.
Bottom: Topographic distribution of ERP effects in the 300-500 ms
intervals at the noun in Experiment 3 (Left: R-Simple minus Resultative;
Right: C-Simple minus Coordinate). ...........ceceeveereerierieneerienieneeniennens 55

Figure 8: Left: Grand average ERPs to cloze sanity check at Cz in Experiment 3.
Right: The topographic distribution of ERP effects in the 300-500 ms
interval in Experiment 3 (Low cloze minus High cloze)......................... 56

Figure 9: Left: Topographic distribution of Resultative effect across different time
windows in Experiments 1-3. Right: Grand average ERPs from the verb
to the noun of Resultative and R-Simple conditions at the Pz electrode in
EXPeriments 1-3 . ....cooiiiiiiiiieiieie ettt 64

Figure 10: Left: Topographic distribution of Coordinate effect across different time
windows in Experiments 1-3. Right: Grand average ERPs from the verb
to the noun of Coordinate and C-Simple conditions at the Pz electrode in
EXPeriments 1-3 .....cccoioiiiiiciieieeeee et e 65

Figure 11: Presentation of stimuli in Experiment 4 .........c..ccccovveviininiineinenieneene. 82

X1V



Figure 12:

Figure 13:

Figure 14:

Figure 15:

Figure 16:

Figure 17:

Figure 18:

Figure 19:

Figure 20:

Figure 21:

Figure 22:

Figure 23:

Grand average ERPs to predictability effect of Baseline and Complement
at Cz and the topographic distribution of ERP effects in the 300-500 ms
interval in Experiment 4 (Complement minus Baseline) ............c........... 85

Left: Grand average ERPs to cloze control items at Cz in Experiment 1.
Right: The topographic distribution of ERP effects in the 300-500 ms
interval in Experiment 4 (Low minus High cloze) ..........cccccceecvvviinnennne. 86

Grand average ERPs to cloze manipulations of Baseline and Reversal at
Cz and the topographic distribution of ERP effects in the 300-500 ms
interval in Experiment 5 (Reversal minus Baseline) ............cccceeeevennene. 91
Left: Grand average ERPs to cloze sanity check sentences at Cz in
Experiment 5. Right: The topographic distribution of ERP effects in the
300-500 ms interval in Experiment 5 (Low minus High cloze) .............. 91

Presentation of stimuli in Experiment 6..........cccccooceeviieiieniienienieeienne, 96

Grand average ERPs to predictability effect of Baseline and Complement
at Cz and the topographic distribution of ERP effects in the 300-500 ms
interval in Experiment 6 (Complement minus Baseline).............c........... 96
Left: Grand average ERPs to cloze control items at Cz in Experiment 6.
Right: The topographic distribution of ERP effects in the 300-500 ms
interval in Experiment 6 (Low minus High cloze) ...........c.cccecovvviinnennne. 94

The three-stage processing model of argument-verb computations..... ... 102

Left: Grand average ERPs of the Subcategorization conditions from the

determiner to the nouns at electrode Pz. Right: The topographic
distributions in the 300-500 and 600-900 ms intervals at the determiner in
LT and L2 SPEAKETS .....eevveieiieiiieiieeiie ettt 126

Left: Grand average ERPs of the Phrase structure conditions from the
preposition to the following word at electrode Pz. Right: The topographic
distributions in the 300-500 and 600-900 ms intervals at the preposition in
LT and L2 SPEAKETS .....eevueieiieiiieiieiie ettt 127

A schematic diagram of online processing upon reading a verb. The figure
is adapted from the Revised Hierarchical Model (Kroll & Stewart, 1994)
................................................................................................................ 135

Left: Grand average ERPs of the Phrase structure conditions from the
preposition to the following word at electrode F3. Right: The topographic
distributions in the 100-200 ms interval at the preposition in L1 and L2
SPEAKEIS ..ottt et ettt et ena e e s enne 141

XV



Chapter 1 Introduction

1.1 Overview

Verbs play a key role in human language. Understanding how verbs are
related to “argument” phrases in a sentence, like its subject or object, is critical to
building a theory of online language comprehension. How many such arguments we
find, and what grammatical form they take, depends importantly on the syntactic
category of the verb. For example, the sentence “The farmer fled from the wolves” is
acceptable, while “*The wolf chased from the farmers” is not, due in part to
grammatical differences between “flee” and “chase.” In addition, it is the verb that
tells us what sort of event the clause describes: a fleeing, a chasing, a running, a
hunting, and so on. This in turn informs our understanding of the semantic relations
associated with the subject or object. The subject of an active clause with “flee”
names the thing that flees, while the subject of an active clause with “chase” names
the thing that chases. Finally, which type of semantic relation is associated with a
given grammatical relation also depends on the verb. When the verb is “flee,” the
subject of an active clause links to a relation we might classify as an agent relation: a
thing that flees is the agent of an action. But this is not so with “fear.” A thing that
fears is instead the experiencer of a mental state. So the relation linked to the subject
might be classified differently, as an experiencer. In these ways verbs are highly
informative about both the syntax and the semantics of the dependent phrases in their
grammatical context.

How do comprehenders compute verb-argument relations in real time, such



that they are able to interpret who is doing what to whom in a sentence? Verb-
argument relations, as an interface of syntax and semantics, provide a window to
investigate how syntax and semantics interact to construct the representations of a
sentence over time. The dissertation investigates the incremental processes of verb-
argument computations. Previous studies on verb-argument computations mainly
focus on relating nouns to simple events denoted by a simple verb. In this
dissertation, I will show that investigating the processing of compound verbs denoting
complex events—up to now an understudied area in psycholinguistics—gives us the
opportunity to dissociate the timing of some of the subcomputations involved in
argument role assignment. In particular, with a compound verb, the parser has to
combine the verbs into a single complex predicate denoting a complex event, and
then derive the corresponding set of argument roles. Another goal of the dissertation
is to map out the temporal stages by which argument relations are computed, from
argument identification to thematic roles. In addition to constructing the temporal
scale of verb-argument computations in native speakers, I extend the model by
evaluating how bilinguals resolve the conflict online when argument structures
between their two languages differ from each other.

The remainder of the introduction is organized as follows. Below in Section
1.2 T will provide an overview of the computation questions that have been addressed
in earlier work, and the state-of-the-art psycholinguistics findings that speak to these
questions. Then in Section 1.3 I will introduce research questions in the dissertation.
In framing these research questions, I find it useful to adopt several assumptions

about the grammatical representation of verb-argument relations; these are discussed



in Section 1.4. Since the research questions are centered on online computation and
its timing, in Section 1.5 I will briefly introduce some basic background on the EEG
(electroencephalography) technique, whose temporal resolution allows us to track
neural computations that support language comprehension at the millisecond level.
Section 1.6 introduces the methodological approach in this dissertation. Section 1.7

gives an outline of this dissertation.

1.2 Incremental processing of verb-argument relations: State of the art

How incremental is the online computation of verb-argument relations?
Existing psycholinguistic models have proposed the following, even though the exact
details vary among different models (Bornkessel & Schlesewsky, 2006; MacDonald,
Pearlmutter, & Seidenberg, 1994): When an argument precedes a verb, its argument
role will not be confirmed until the verb is encountered, since argument roles are
partially determined by the verb. But what the parser can do incrementally upon
encountering the argument is to consider its structural position, as well as what kinds
of things it denotes, and make the best estimate of what argument role will be
assigned to the argument. After the verb is presented, the pre-activated argument role
is then checked against the actual list of semantic relations permitted by the verb. If
there is a mismatch between the pre-activated argument role and the list of semantic
relations, then the parser will have to reanalyze the thematic relations between the
argument and the verb to repair it. By contrast, the mapping of an argument role to a
post-verbal argument may be more straightforward. When the verb is encountered, its

argument structure information can be accessed to constrain the role of an upcoming



argument immediately.

While existing psycholinguistic models agree with the processes stated above,
each of them has its own focus in studying the computation of verb-argument
relations. For example, for Bornkessel and Schlesewsky (2006), their goal is to
construct a model that can account for cross-linguistic variations in verb-argument
computations. MacDonald, et al. (1994) believe that ambiguity resolution is involved
as comprehenders are trying to compute verb-argument relations online, because in
many cases, a verb can assign more than one thematic relation to its argument. Other
researchers examine situations when initial parsing goes wrong in order to determine
how the process of reanalyzing argument relations is implemented (e.g. Christianson,
Hollingworth, Halliwell, & Ferreira, 2001). Below I review some of this work in
more detail.

To begin with, Bornkessel and Schlesewsky (2006) propose the extended
argument dependency model (the eADM), with the goal to account for cross-
linguistic variation. Their idea is that computing verb-argument relations is an
elementary component in sentence processing, which should be universal among
languages in the world. However, languages vary regarding their restrictions on
arguments of different structural positions, and therefore the processing system needs
to take this variation into account in computing argument role assignment estimates.
For example, Mayan languages like Mam and Jakeltek have animacy hierarchy
strictly encoded in syntactic structure, such that an argument of higher animacy rank
will take on a structurally higher position (Craig, 1977; Minkoff, 2000). In these

languages, “the dog bit the man” is not grammatical, because humans outrank animals



in animacy hierarchy. Rather, the intended meaning should be expressed as “the man
was bit[ten by] the dog.” Interestingly, if the arguments are inanimate, sentences like
“the rock hit the window” and “the window was hit by the rock™ are both acceptable,
because the two arguments are of the same animacy rank. Different from Mayan
languages, other languages such as English do not have such strict restrictions. In
English, even though it is still more likely for a subject argument to be animate
(Snider & Zaenen, 2006), the animacy hierarchy can be violated (e.g. “the news
shocked John™). Prominence assignment in eADM is designed to address such cross-
linguistic variation. Although comprehenders of all languages go through identical
stages to compute the relations between arguments and a verb, each language has its
own prominence hierarchy regarding the set of argument information (such as
animacy, definiteness, person). By adjusting the prominence hierarchy, the eADM
model is then able to cover cross-linguistic variation in verb-argument computations,
such that the pre-verbal argument role estimates take this variation into account.
MacDonald, et al. (1994) emphasize the fact that verb-argument computations
usually require ambiguity resolution, because a noun can be linked to a variety of
argument roles and a verb usually permits more than one theta grid. MacDonald et al.
investigate how this ambiguity resolution is accomplished. Even to process a simple
sentence like “John cooked,” comprehenders have to tackle ambiguity resolution, as
the parser would have to evaluate semantic and morpho-syntactic features of the
argument and the verb respectively in order to accurately compute their relations. In
particular, “John,” as an animate argument, is very likely to be an agent. In addition

to semantic features of an argument, MacDonald et al. believe that frequency of usage



and, potentially, the discourse context can determine which theta grid will be selected
for an initial analysis. Here, the verb “cooked” is more frequently used in a transitive
context with an active voice, thus the <agent, patient> theta grid is more activated
than other ones. In other words, in this model, argument structure and sentence
structure are confirmed when a verb is encountered. To compute the verb-argument
relations, the argument “John” is linked to the subject position as an agent role of a
cooking event. The parser has built up the sentence structure and expected the object
argument to receive the patient role. As the sentence turns out to be intransitive, the
parser will have to reanalyze the sentence by selecting the <agent> theta grid and its
corresponding syntactic structure.

In other cases, like garden path sentences, the parser will have to go further to
reanalyze the relations between a verb and its arguments. Consider the famous
sentence “the horse raced past the barn fell” as an example. An initial reading would
treat the verb “raced” as a simple verb with past tense, which assigns an agent role to
the argument “horse.” Then when reaching the disambiguating verb “fell,” readers
realize that “raced” is in fact a passive participle and “horse” now becomes a patient
and is the direct object of the subordinate clause. Much work has examined exactly
how this process of reanalyzing argument relations is implemented online, notably
asking whether suppressing/overwriting interpretative representations that involve
reanalyzing argument relations might be particularly difficult (Christianson,
Hollingworth, Halliwell, & Ferreira, 2001; Sturt, 2007).

Another line of research has asked whether argument role assignment is

always faithful to syntax, investigating how and when syntactic and semantic



information interacts to construct representations of a sentence over time. One way to
approach this question is to reverse the thematic roles of arguments in a sentence, and
study whether comprehenders might temporarily mis-parse it and/or generate the
wrong interpretation. For example, in “the hearty meal was devouring” (Kim &
Osterhout, 2005), “the hearty meal” is supposed to be a patient of the devouring
event, rather than an agent. Much of this line of research has been carried out with
event-related potentials (ERP) measurements focusing on the amplitude of the N400
response, which is often taken to serve as a neural indicator of lexical/conceptual pre-
activation (Kutas & Federmeier, 2000; Lau, Phillips, & Poeppel, 2008). Surprisingly,
although “devouring” should not be an expected event when “the hearty meal” serves
as an agent, the N400 modulation is not sensitive to it. Such a finding has been
replicated in different languages with different verb final structures (Chow & Phillips,
2013; Chow, Smith, Lau, & Phillips, 2016; Hoeks, Stowe, & Doedens, 2004;
Kuperberg, Kreher, Sitnikova, Caplan, & Holcomb, 2007; Momma, Sakai, & Phillips,
2015). Some authors take these results to support theories in which argument role
assignment can diverge from syntax, for example an independent syntax-free system
that derives thoughts from word associations (Kim & Osterhout, 2005), or a system in
which the parser spells out an implausible analysis, but plausibility heuristics come
up with a plausible interpretation (van Herten, Chwilla, & Kolk 2006). However, a
number of other authors have argued that these conclusions are premature, noting that
the absence of appropriate lexical expectations does not entail that an incorrect
sentence meaning has been generated (Brouwer, Fitz, & Hoeks, 2012). Chow, Lau,

Wang, & Phillips (2018) posit that the problem should be attributed to limited amount



of time to compute thematic relations (i.e. “meal-as-an-agent”), and/or using the
thematic information to update predictions of the upcoming verb online. I am inspired
by Chow et al.’s (2018) timing account, and will further map out the time course of
when different pieces of argument information contribute to prediction of a verb in
this dissertation (see more details below and Chapter 3).

Taken together, previous work has investigated incremental processing of
verb-argument relations from different perspectives. However, not many of them
have provided the temporal information by which such relations are computed. In
addition, previous studies on verb-argument computations mainly focus on relating
nouns to simple events denoted by a simple verb. In this dissertation, I will
investigate the processing of compound verbs denoting complex events, which gives
us the opportunity to dissociate the timing of some of the subcomputations involved

in argument role assignment.

1.3 Research questions in the dissertation

Building on prior work, I am going to investigate three different but equally
important processing questions on verb-argument computations in this dissertation.
The three research questions are listed below, and I will introduce each of them in the

following paragraphs:

1. How quickly can complex verb-argument relations be computed to impact the
prediction of a subsequent argument?

2. What are the temporal stages by which argument relations are computed, from



argument identification to thematic roles?

3. How much does L1 argument structure interfere with L2 processing?

To address the first question, in Chapter 2, I will take advantage of the
substantial argument structure differences provided by Mandarin in this domain to
investigate the timing of argument structure computation. In a Mandarin resultative
construction like Mom washed-ruined the clothes, the second noun phrase clothes is
understood to name both what was washed and what was thereby ruined. In contrast,
the Mandarin coordinate construction like Storeowner hit-scolded the employee,
employee 1s understood to name both what/whom was hit and what/whom was
scolded. Then how do comprehenders rapidly compute these kinds of complex
relationships to reach the intended message? My work has taken advantage of recent
advances in cognitive science indicating that human processing is extremely
predictive (more details below in Section 1.4.2). If I set up situations in which
accurate prediction depends on having computed certain verb-argument relations,
then evidence of successful prediction can tell me how quickly those relations are
computed. Here this approach allows me to temporally disassociate the
subcomputations required for resultative and coordinate complex verbs. With the
same approach, I shall be able to investigate subcomputations of other types of
compound verbs in the future, such that I can map out the time course of argument
role computations for complex events.

The next chapter (Chapter 3) aims to identify the time course for different

kinds of argument information to be computed for argument-verb relation



computation. As briefly discussed in Section 1.2, no N400 difference is found
between role reversal sentences (“The waitress that the customer served”) and their
canonical baseline (“The customer that the waitress served”). This observation has
often been taken to provide insight into the speed of argument structure
computation—in other words, that argument role computation is particularly slow to
be incorporated into predictions for the verb (Chow, Momma, et al., 2016). Chow,
Smith et al. (2016) propose initial verb prediction is driven by the identity of the
arguments in the same clause as the verb, but not argument roles (the Bag of
Arguments hypothesis). Here I aim to both provide stronger evidence for this
hypothesis, and to map out a more detailed time course by which noun phrases are
identified as arguments of the verb. I achieve this by a more tightly controlled
manipulation of the presence of a clause boundary, as in “[The waitress thought [the
customer served  ]]”, and evaluating sensitivity to this boundary on the N400 to
the verb in two experiments that varied in stimulus-onset asynchrony (SOA). On the
basis of a series of EEG experiments, I will propose a processing model of the stages
comprehenders go through to compute argument-verb relations.

In the last experimental chapter of the dissertation (Chapter 4), I begin to
extend my investigation of the time course of online argument role computation to the
case of late second language learners. My focus here is on the impact of conflicting
L1 argument structure knowledge on the accuracy of early L2 argument structure
computation. Event concepts of common verbs are likely to be the same for speakers
of different languages (e.g. eat, sleep), but the argument structure of a verb is

linguistic knowledge, and could vary from language to language. For example, in
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English, “bark” takes only one argument whereas it can take two arguments in
Mandarin. Therefore, English native speakers reject sentences like “The dog is
barking the girl” but those sentences might be accepted by English learners whose L1
is Mandarin, as the direct translation is grammatical in Mandarin. Previous studies
suggest that L2 speakers, despite being more vulnerable in constructing hierarchical
details of sentence structures, are able to rapidly and accurately compute verb-
argument relations (Clahsen & Felser, 2006). However, even though verb-argument
computation is a local structure, it involves accessing lexical syntax, which might be
prone to L1 transfer when processing in real time. The results may have implications

for how L2 argument structure is represented in the lexicon.

1.4 Presuppositions of this dissertation

In the dissertation, I will assume that (1) argument structure information is
encoded in verbs and (2) the mechanism of sentence processing is predictive. In the
sections below, I will first present different linguistic analyses of argument structure
(lexicalized vs. non-lexicalized views) based on Williams (2015). Then, I will briefly
touch on the debate about whether sentence comprehension is predictive. Empirical
studies will be reviewed to show that the engagement of a predictive mechanism in

sentence processing is currently the dominant view.

1.4.1 Lexicalized vs. non-lexicalized analyses of argument structure

The lexicalized view suggests that argument structure is encoded in a verb,

and that the verb is the head of the structures it projects (e.g. Chomsky, 1981; 1995).
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For example, under the traditional Government and Binding framework, the verb

“chase” has the following information stored in the lexicon:

(1) Chase: Verb [Subcategorization frame <Noun;, Noun,>, Theta grid <@, ©,>]

To derive the expression “chased the dog,” the verb “chase” would check if the
category of “the dog” matches the values in the argument list (i.e. information in the
brackets in (1)). “Chase” requires a noun as its dependent, and “the dog” belongs to
the noun category, so “chase” can have a syntactic argument “the dog.” Since the
verb “chase” is the head, the result of such combination still belongs to the category
of verbs.

By contrast, the non-lexicalized view suggests that argument information is
not coupled with a verb. The specific dependencies can be stated in constructions
(e.g. Goldberg, 1995). Constructions can be seen as structured templates that have
functions and meanings, but they are not phonologically interpreted. For example, in
a transitive construction, it is the construction (i.e. subject-verb-object) that endows a
sentence transitive interpretation. Since argument structure is not specified in the

lexicon, the representation of a verb can be presented below.

(2) Chase: Verb [1]

In this example, ¢ is a simple contextual feature that corresponds to the transitive

construction. Note that such information is very vague; all the information about what

12



transitive structures look like is stored as part of the transitive construction itself, not
individual verbs. Sentences are derived via filling words into constructions.

As the goal of the dissertation is to investigate how and when verb-argument
relations are computed in sentence processing, rather than teasing apart predictions
from the lexicalized and the non-lexicalized views, for convenience of exposition in
the dissertation, I will assume the lexicalized view of argument structure encoding.
However, it is probable that our findings could be restated in the non-lexicalized view
where what is encoded with the verb is not argument structure per se but information

about which constructions the verb can or is likely to occur in.

1.4.2 Predictive mechanisms in sentence processing

Among psycholinguists, the extent to which sentence comprehension is
predictive has long been debated. Some classic arguments for prediction are the fact
that listeners can respond to another interlocutor immediately in conversations, and
sometimes can even fill in a particular word that the other person fails to produce
(Schegloff, 2000). By contrast, arguments against prediction are based on the “low
payoff” intuition, that the benefits gained from a successful prediction might not
equal the costs of frequently revising wrong predictions (Forster, 1981; Jackendoff,
2002). However, in recent decades, more and more empirical findings show that
comprehension involves some degree of prediction. Behavioral and ERP work has
shown that predictive sentence contexts have a robust facilitatory influence on the
processing of the subsequent word (see Kutas, Delong, & Smith, 2011; Van Petten &

Luka, 2012, for review, and more discussions on ERP work in Section 1.5.2 below).
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Eye tracking work has also been able to demonstrate such effects prior to the critical
word. For example, given a scene of a man, a girl, a motorcycle, and a carousel, and
presented with the sentence frame “the man likes to ride  ,” participants tend to
look at the picture of a motorcycle, whereas given the context “the girl likes to ride
7 participants tend to look more at the picture of the carousel (Kamide,
Altmann, & Haywood, 2003). These examples and others have been taken to suggest
that comprehenders quickly integrate information from the context to predict what is

coming next.

1.5 The EEG (electroencephalography) technique

Since all the questions addressed in this dissertation are about the time course
of the incremental processes of verb-argument computation, the EEG technique is an
appropriate tool to probe these questions. A major advantage of EEG is that it
provides a direct measure of real time brain activity at the millisecond level. In
addition, participants can read/listen to the experiment materials for comprehension
without making an explicit response. Below, I will briefly review the key properties
of two ERP components which will play a central role in the experiments conducted

here.

1.5.1 N400
The amplitude of the N400 response in ERP has frequently been used to track

the prediction of lexical and conceptual material (Kutas & Federmeier, 2000; Lau,

Phillips, & Poeppel, 2008). The N400 component peaks between 300-600 ms after
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the onset of the stimulus presentation, and is negatively correlated with the
predictability of a target word (Kutas & Hillyard, 1984). Predictability is usually
operationalized in these experiments by the construct of cloze probability, which is
the percentage of responses that a given word occurred in a separate offline
completion task (Taylor, 1953). For example, given a sentence context like “He was

2

afraid that doing drugs would damage his ,” a majority of participants in the

offline norming might complete the sentence with “brain” and a minority with

b

“reputation,” and the predicted high-cloze continuation “brain” would then elicit a
significantly smaller N400 than the less predicted low-cloze “reputation” (Thornhill
& Van Petten, 2012). These kinds of effects have been frequently replicated
(Federmeier & Kutas, 1999; Federmeier, 2007; Thornhill & Van Petten, 2012). Many
authors have taken these results to indicate that linguistic input is predicted in context
(although it is worth noting that a non-predictive explanation is possible in which
these effects are due to variations in integration difficulty after the bottom-up input is
encountered).

Whether N400 reductions reflect conceptual pre-activation, lexical pre-
activation, or both, is still an open question. Consistent with a conceptual component,
N400 responses are observed for meaningful pictures and environmental sounds as
well as spoken and written words, and N400 modulations are observed when
sentences are completed with pictures (Kutas & Federmeier, 2011). Federmeier and
Kutas (1999) observe N400 reduction for unexpected completions that were

semantically related to the expected completion (“They wanted to make the hotel look

more like a tropical resort, so along the driveway they planted rows of
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palms/pines/tulips”), consistent with the idea that the conceptual features themselves
are pre-activated by the context, although other accounts are also possible (see
Thornhill & Van Petten, 2012, for similar results). Consistent with a lexical pre-
activation component, work by Laszlo and Federmeier (2009) shows N400 sensitivity
to unexpected words that are orthographically related to the expected ending.
Brothers, Swaab, & Traxler (2015) show that on a trial-by-trial basis, N400s are
reduced earlier and to a greater extent for words that participants have specifically
predicted than words that are simply contextually supported. Together, I take these
different lines of work to suggest that N400 effects reflect a combination of pre-
activating conceptual features and pre-activating specific lexical items. N400
amplitude will thus be my key dependent measure of context-based prediction in

Chapters 2 and 3.

1.5.2 P600

The P600 response lacks a clear peak, but is usually more prominent in the
500-900 ms interval after the onset of a problematic word over the parietal sites
(Osterhout & Holcomb, 1992; Hagroot, Brown, & Groothusen, 1993). The P600
effect has often been associated with grammaticality violations, such as phrase
structure violations, argument structure violations and agreement errors (Friederici &
Frisch, 2000; Hagroot, et al., 1993;). However, more and more studies reveal that
P600 effect can be observed by grammatical but structurally complicated sentences,
such as garden path sentences, or some kinds of semantic incongruity as in argument

role reversal sentences (Hagoort & Brown 2000; Kim & Osterhout, 2005; Osterhout,
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Holcomb, & Swinney, 1994). More interestingly, the P600 effect can also be elicited
by errors in musical harmony, such as when a chord is played out of key with the rest
of a musical phrase (Patel, Gibson, Ratner, Besson, & Holcomb, 1998). The above
evidence suggests that the P600 effect is sensitive to rule-governed sequences, and it
is a domain-general response. Taken together, I take the P600 as an index of difficulty
in structure analysis (Osterhout & Holcomb, 1992; Kaan & Swaab, 2003). P600
amplitude will be my key dependent measure indexing the detection of

subcategorization frame violations in Chapter 4.

1.6 The methodological approach: Taking the timing of prediction as a
chronometer for linguistic computations

In this dissertation, I am going to take advantage of predictive mechanisms in
sentence comprehension as a tool for studying the time course of argument role
computation. Since successful prediction relies on completing linguistic analysis in
the context, the timing of prediction can be used to probe how long it takes to
compute particular linguistic analyses. This approach has been successfully
implemented in recent work (Federmeier, Kutas, & Schul, 2010; Chow, et al., 2018;
Momma, et al., 2015). For example, in Chow et al. (2018), the authors use the N400
as an index of prediction to estimate how long it takes to update predictions of an
upcoming verb on the basis of argument roles. They manipulate the linear distance
between an argument and a verb, by varying the position of an adverbial temporal
phrase in a sentence. In the short-distance conditions, an adverbial temporal phrase is

placed at the beginning of the sentence, and the argument is immediately followed by
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the verb (Last week, thief ba cop arrest meaning: “The thief arrested the cop last
week”); in the long-distance condition, the adverbial phrase is placed between the
argument and the verb (Thief ba cop last week arrest, with the meaning being
identical as the short-distance condition), which creates a buffer (around 1800 ms) to
formulate the prediction of an upcoming verb. The results show that relative to their
canonical baseline ((Last week) the cop ba the thief (last week) arrested), there is no
N400 effect in short-distance conditions, but critically the N400 response is recovered
in long-distance conditions. This kind of data provides an initial framework for
developing a detailed time course model of top-down interpretation processes. We
will use the same approach to investigate the time course of verb-argument

computations in Chapters 2 and 3.

1.7 Outline of this dissertation

The structure of the dissertation is as follows. Chapter 2 examines the time
course of verb-argument computations with complex events. Chapter 3 maps out the
temporal stages by which argument relations are computed, from argument
identification to thematic roles. Chapter 4 investigates how the L2 speakers react to
the conflict when argument structure between L1 and L2 does not match. Chapter 5
concludes the dissertation by summarizing the results of each chapter and discussing

outstanding questions for future explorations.
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Chapter 2: Enough time to get results? An ERP investigation of

prediction with complex events

Part of this chapter has been published as Liao, C-H & Lau E. (2020). Enough time to
get results? An ERP investigation of prediction with complex events. Language,

Cognition, and Neuroscience. 1-21.

2.1 Introduction

This chapter uses the timing of prediction to investigate the mechanisms by
which complex verb relations are computed online. Mandarin Chinese has a highly
productive system of compound verbs—such as coordinate verbs (X hit-scolded Y,
meaning X hit and scolded Y) and resultative verbs (X bit-broke Y, meaning X bit Y
and in doing so caused Y to break)—which require mechanisms to combine the verbs
into a single complex predicate denoting a complex event, and to derive the
corresponding set of argument roles. If each individual verb of the compound predicts
a very different object than the compound as a whole, how long does that update take,
and does it depend on the nature of the meaning relation? While many studies will be
needed to develop a full model of these highly complex processes, we hope to show
that this new method provides a way to successfully dissociate some of them
experimentally. There exists another body of work that has asked about how
comprehenders deal with simple verb-object structures that require more complex
semantics. For example, with coercion structures, additional analysis is needed, such

that “begin the book” is understood as “begin ‘doing something’ with the book”
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(Kuperberg, Choi, Cohn, Paczynski, & Jackendoff, 2010); with light-verb
constructions such as “John gave Mary a kiss,” the verb “gave” denotes a general
sense of transfer, and the event nominal “kiss” conveys the action itself. Therefore,
“give” and “kiss” would share the arguments in this context: “John” is the agent of

b

“give” and “kiss,” and “Mary” is the recipient of “give” and the patient of “kiss”
(Wittenberg, Paczynski, Wiese, Jackendoff, & Kuperberg, 2014). However, to our
knowledge, relatively little is known thus far about the processing algorithms by
which complex verb structures are interpreted, even though they are pervasive in
many languages. Here we take a preliminary step towards disentangling the fine-
grained linguistic and conceptual subcomputations that are likely to be required, by
comparing the speed of prediction update associated with coordinate compounds and
resultative compounds in Mandarin. Our results show that prediction for the object

noun is not immediately updated by information from Resultative verbs. Resultative

verb structures appear to require additional or longer-lasting computations.

2.1.1 “Slow prediction” and argument structure

Although prior work has shown that comprehenders use contextual
information to predict specific lexical forms, recent studies have argued that
predictions are not always fast and accurate (Chow, Lau, Wang, & Phillips, 2018;
Chow, Smith, Lau, & Phillips, 2016; Momma, Sakai, & Phillips, 2015). These studies
were investigating a longstanding puzzle in the literature about why reversing the
thematic roles of noun phrases in a sentence usually does not modulate N400

amplitude. For example, Chow et al. (2018) tested Mandarin sentences such as Cop
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ba thief arrest “the cop arrested the thief” and the role-reversed Thief ba cop arrest
“the thief arrested the cop.” Although the cloze probability in the canonical sentences
was much higher than that of the role-reversal sentences, there was no N400
difference between the two conditions. This insensitivity of the N400 to differences in
predictability caused by argument role reversals has been observed many times across
many languages, and numerous hypotheses have been proposed to account for it
(Hoeks, Stowe, & Doedens, 2004; Kim & Osterhout, 2005; Kuperberg, Kreher,
Sitnikova, Caplan, & Holcomb, 2007; Brouwer, Fitz, & Hoeks, 2012).

The work by Chow and colleagues argues that the explanation for the role-
reversal results at least partly depends on how quickly predictions can be generated on
the basis of the context. Chow et al. (2018) manipulated the linear distance between
an argument and a verb, via varying the position of an adverbial temporal phrase in a
sentence. In the short-distance conditions, the adverbial temporal phrase was placed
at the beginning of the sentence, and the argument was immediately followed by the
verb (Last week, cop ba thief arrest); in the long-distance condition, the adverbial
phrase was placed between the argument and the verb (Cop ba thief last week arrest),
which created a buffer (around 1800 ms) to formulate the prediction of an upcoming
verb. The results showed that there was no N400 effect in short-distance conditions,
but critically the N400 response was recovered in long-distance conditions. Momma
et al. (2015) report similar findings in Japanese. Together, these data argue that
argument roles can be used to predict an upcoming verb if sufficient time is provided;
the corollary implication is that not all information in the context impacts prediction

immediately. Chow, Momma, et al. (2016) discuss several reasons that argument
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roles might impact predictive computations slower than other kinds of information:
(1) in the absence of the verb, argument roles like agent and patient are not directly
observable from the syntactic structure but must be inferred, (2) the semantic memory
database of event schemas that support correct verb predictions may not be organized
in such a way that it can be rapidly probed with cues like cop-as-agent or thief-as-
patient. In a separate paper, they are able to use similar logic to demonstrate that it is
the argument roles in particular that are slow to impact prediction, as comprehenders
appear quick to identify which noun phrases in the sentence are arguments of the verb
at all and to preferentially weight these arguments in computing predictions for the
verb (Chow, Smith, et al., 2016).

For the current research, the key takeaway from the prior work by Chow et al.
(2018) is that we can estimate the temporal dynamics of argument structure
computations by using N400 designs that vary the timing between the word-to-be-
predicted and the critical elements of the context that could contribute to that
prediction, and thus gain insight into the processes that relate the linguistic input with
conceptual representations in long-term memory. In the current study, our goal is to
use the same kind of approach to investigate the online computation of more complex
argument structures and their corresponding event structures, by taking advantage of

some convenient properties of compound verbs in Mandarin.

2.1.2 The current study

Compounding is a very productive word formation process in Mandarin. In

fact, according to Huang (1998), stems of all lexical categories, except for
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prepositions, can be combined to form a compound. In the current study, we
investigate the argument and event structure computations required to process
compound verbs composed of two verbal morphemes (V1-V2); in particular,
compound verbs whose two verbal morphemes are involved in a causal/resultative
relation (i.e., V1 resulting in V2). According to Williams (2014), V1 of a resultative
compound verb is a means predicate, whereas V2 a result predicate. In the most
common type of resultative compound verb (Shen & Mochizuki, 2010), V1 is a
transitive verb and V2 predicates the object of V1, indicating how the object of V1
was affected by the event described by V1. For example, in sentence (1), the subject
of the complex predicate washed-ruined names the washer, while the object names

both what is washed and what is ruined:

(1) 4545 B3 7 KAk (Transitive)
Mom washed-ruined le the clothes

“Mom washed the clothes so that the clothes were ruined.

While the literature on the processing of verb-argument relations often
characterizes the problem as a relatively straightforward one of mapping arguments to
a verb and participants to an event, resultatives are one of many cases that remind us
that languages regularly make use of structures that go beyond this simple
characterization. In the interpretation of resultatives and other compound verbs,
participants are related to events, but events are also related to other events. In

resultatives, this relation has a specifically causal dimension: the result described by

23



V2 is in some way caused by the event described by V1. The goal of our study was to
begin to map the time course of the syntactic and semantic processes that are engaged
by these more complex relations, in order to bring new insights to our understanding
of the components of argument structure computation in general. As a starting point,
we hypothesized that the extra complexity of the argument and event structure in
resultatives would require extra processing time, delaying updates to predictions
about upcoming arguments.

In the three experiments reported here, the basic logic was the following. We
created subject-verb-object item sets where the amplitude of the N400 response to the
object noun was the dependent measure of interest. All versions of a given item had
the same object noun, which was carefully selected to have a relatively low cloze
probability in control conditions (~10%), but a relatively high cloze probability in the
resultative condition (e.g. Table 1). The key question of interest across the three
experiments is how much processing time is required for comprehenders to be able to
take advantage of the predictability of the resultative context to reduce N400

responses on the object.
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Condition Verb Sentence context

NG T b=
. The kid bit-ASP le lip Low
Simple V1-ASP (10%)
“The kid had bitten his lip”
NG R T b=
. The kid bit-broke le lip High
Resultative [ V1-V2 (39%)
“The kid bit his lip such that his lip was broken.”
NG TR T b=
The kid made-broken le ' i
Causative | Made-V2 P Low
(9%)
“The kid did something to his lip such that his lip was broken.”

Table 1: Example stimulus in each condition in Experiment 1 (averaged cloze
probability in parenthesis)

Given the prior literature discussed above, we assume that in a simple context
like A kid had bitten ____, upon recognizing the word bite as a simple verb and
retrieving its meaning from the lexicon, comprehenders can rapidly generate a
prediction for the object based on the verb alone, searching for frequent biting events
in semantic and episodic memory and identifying the patient of the event as the likely
upcoming object noun. If Chow, Momma, et al. (2016) are correct, comprehenders
can also rapidly identify the pre-verbal noun as an argument and use it to search
memory specifically for biting events that have kid as a participant. By contrast, if the
verb is a resultative compound verb, then comprehenders would have to additionally
analyze the correct structure of the compound, evaluate the event relation of the two

verbal morphemes, disambiguate the thematic structure, and generate a representation
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of the complex event, such that the parser could probe memory for schemas or
episodes involving the proper agents and patients for the complex event. For example,
in The kid bit-broke ___, comprehenders would have to recognize the verb-verb
sequence as a resultative compound verb, evaluate the relations of biting and
breaking events, disambiguate thematic structure involved with biting <agent,
patient> and breaking <agent, theme>, and generate a representation of a broken-by-
biting event, where the subject should be an animate agent to perform the biting
event, and the object should be a patient that could be broken by biting. Then they
need to be able to successfully probe long-term memory for broken-by-biting events,
make inferences with items in that database as premises, potentially constrained to
those involving a kid. Our goal was thus to begin to home in on how much time it
might take to use this extra information coded by a resultative compound verb to
generate predictions about the object.

Before proceeding to the experiments, some basic background on the
resultative construction in Mandarin is in order. Our study focuses on the washed-
ruined or “transitive” type of resultative. This type of resultative has the following
features: (1) the clause has both a subject and an object, (2) the object names the thing
that enters the V2 result, (3) V1 is a transitive verb, and (4) the subject and object
name the agent and patient of the V1 event. Still, it is worth noting the existence of
other resultative types with different argument relations. In “unergative” resultatives,
V1 is still a transitive verb, but V2 predicates the subject of V1, which thus bears an

agent-experiencer role, as in Mom washed-tired the clothes ($54% Y2 T IKAR).

Argument roles assigned by V1 are also not restricted to agent and patient roles; in
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Boy upset-cried Mom (5% @IS T #E4E), VI assigns an experiencer role to the

object. V1 is also not restricted to being a transitive verb; in Mom coughed-hoarse

voice (#5485 IZIEE T ), both V1 coughed and V2 hoarse are intransitive verbs, but

combining them together forms a transitive complex predicate. In our materials, the
intended parse of the “transitive” resultative was encouraged through the higher
frequency of this type of resultative, verb subcategorization preferences, and
plausibility.

A considerable number of existing studies have investigated the role of factors
such as lexical frequency, semantic transparency, morphological headedness in
Mandarin compound verb word recognition (Kuo, 2006; Zhang & Peng, 1992; see
Myers, 2006 for a review), but few have examined the processing of these verbs in a
sentence context. To our knowledge, Lin and Jaeger’s conference paper (2014) is the
only study that has examined the factors of structural probability and thematic role
order of resultatives in sentence context. Their eye-tracking results showed that
transitive resultatives had the shortest first-pass and total fixation time at the post-
verb critical region, indicating that the transitive is the easiest one to process

compared with other types of resultative verbs.

2.2 Experiment 1

In Experiment 1, we asked whether comprehenders could use predictions
afforded by a resultative compound verb to facilitate processing on the object noun
when reading with a stimulus-onset asynchrony of 800 ms from verb to object (e.g. 4

kid had bit-broke his lip). In the Resultative condition, the compound verbs were
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always composed of a transitive V1 and an intransitive V2, in which V2 predicated
the object of V1 and indicated the result of V1. Objects were selected to be strongly
predictable by the resultative context, as determined by offline completion norming.
In this first experiment we included two baseline conditions in which the context did
not strongly predict the object. The Simple condition contained a simple verb (V1-
asp, e.g. A kid had bit his lip). The Causative condition was included to rule out the
possibility that any facilitation in the Resultative condition was due to unintended
associative priming from V2 alone. Since V2 itself was intransitive, we added a
transitive light verb fo make, to form a transitive complex predicate (e.g. 4 kid had
made-broken his lip). To match the number of characters of the verbs in the
Resultative and the Causative conditions, we added an experiential aspect marker guo
after V1 (meaning ‘have V1-ed’) in the Simple condition. All of the verbs thus had
the same word length.

Experiment 1 used an 800 ms stimulus-onset asynchrony (SOA) between each
word (600 ms on, 200 ms off), where the compound verb was presented on a single
screen, as is natural in Mandarin. In other words, from the onset of the verb,
comprehenders had 800 ms to process the verb and to predict an upcoming object
noun. We note that although in English studies the typical SOA used for RSVP is
shorter than 800 ms, such a slow presentation rate is relatively common in Mandarin
(e.g., Zhou et al., 2010; Su et al., 2018). With no clear prior evidence about what time
range might be required for complex argument/event structure processing, we chose
to begin with an 800 ms SOA as it is a slow enough presentation rate to not be

consciously taxing, but has been successfully used to identify certain slower aspects
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of argument role computation/prediction (Momma et al., 2015). If 800 ms SOA is
enough time for participants to compute the resultative structure and use it to generate
predictions about the object, then ERP responses to the critical object noun should
track the offline cloze probability, with reduced N400 amplitude in the Resultative
condition relative to the Causative and Simple conditions. However, if prediction on
the basis of the Resultative takes longer than is afforded by an 800 ms SOA, then we
would see no N400 differences among the three types of verbs. As this second case
predicts a null effect, we also included a sanity check comparison in a separate set of
items to show that N400 effects are indeed elicited for predictable and unpredictable

object nouns following simple verbs.

2.2.1 Participants

Forty-nine naive young adults (28 females, 20-35 years old, mean: 24)
participated in the study at National Taiwan Normal University. All of them were
right-handed native Mandarin speakers, without a history of neurological or
psychiatric disorders. Of the 49 participants, 20 were excluded after pre-processing
because of excessive eye-blinking, muscle potentials, sweat artifact and alpha waves'.
The reported results were obtained from the remaining 29 participants (15 females,
20-34 years old, mean age: 24). All of them consented to participate in the
experiment. The experiment protocol was approved by the Institutional Review Board

Office at the University of Maryland, College Park.

" The rejection rate was unusually high because (1) the epoch was fairly long (-100 to
1600 ms), and (2) the air conditioner in the lab was broken during data collection
section. 10 out of the 20 excluded participants were removed because of sweat
artifact.
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2.2.2 Materials

Our stimuli were sentences of SVO structure, with the verbs varying among
the following three conditions: Resultative (bit-broken), Causative (made-broken) and
Simple (bit-asp), and the rest of the sentence being the same. Note that even though
the subject and objects were kept identical, we intended to make the object in the
Resultative context more predictable than that in the Causative and Simple contexts
(see Table 1).

We started by finding resultative verbs from A4 dictionary of Chinese verb-
resultative complement phrases (Wang, Jiao, & Pang, 1987). We selected an initial
list of high frequency resultative compound verbs (n = 186) as the critical verbs for
our Resultative condition. Based on the verbs (V1-V2) in the Resultative condition,
we created our Causative and Simple conditions. The verbs in the Causative condition
were resultative complex predicates whose V1 was a causative light verb make and
V2 was taken from the Resultative condition. As for the Simple condition, its verbs
were literally simple predicates. We took V1 from the Resultative condition and
added an experiential aspect marker guo after V1 to match the number of characters
in Resultative and Causative conditions. Note that resultative compound verbs in
Mandarin are usually accomplishment or achievement verbs; they are telic predicates
that describe an event as having a natural endpoint (Tai, 1984), and they frequently
occur with the perfective aspect marker /e. We thus added the perfective aspect
marker /e at the end of each verb in all experiment conditions to make them sound

more natural in a sentence context.
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In total we created 186 triplets of verbs, with one Resultative verb, one
Causative verb and one Simple verb in each triplet. We added a subject noun phrase
in each set, such that the subject noun phrase was the same among different
conditions. The 186 triplets of subject-verb frames, 558 sentence frames in total, were
divided into nine lists. Each list had 62 frames that were critical to the current study,
and none of the frames were repeated among the lists. We had another 360 filler
sentence frames, which were stimuli for another experiment, were divided into nine
lists (so 40 filler frames per list) to pair up with the current study. Therefore, each list
contained 102 sentences. 225 participants were recruited for the cloze norming (25
participants per list); none of the participants took part in the ERP experiment. Cloze

norming data were collected online via Ibex Farm (http://spellout.net/ibexfarm/). We

presented the context of a sentence frame all at once and the sentence frame would
remain on the screen. Participants were instructed to provide the best continuations
for the sentence frames. When computing the cloze probability of the target objects,

we counted near synonyms (e.g., FE& road and ¥EE& roadway), nouns that were
further specified by a modifier, (e.g., #7552 beautiful hair and JEEZ hair), and words
that contained a functional morpheme (e.g., JJ and J] knife) as the same lexical

item.

Through cloze norming, our goal was to select sentence frames in which a
given object noun phrase was more predicted by the Resultative condition than by the
Causative or Simple conditions. Sentence frames that did not meet this criterion were
excluded. The finalized stimuli comprised 90 triplets, with the average cloze

probability for the target noun being 39% (range: 16%-80%) in the Resultative
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condition, 9% (range: 0%-36%) in the Causative condition, and 11% (range: 0%-
36%) in the Simple condition (See Table 1). After finalizing the target words, we
added more contexts following the target object nouns to make the sentences slightly
longer and sound more natural. Each sentence consisted of six to nine words, with
each word being one to four characters long. As a sanity check, we also included a set
of 60 sentences from Liao and Chan (2016) with a similar cloze probability contrast
(high cloze: 40%; low cloze: 0%), but where the predictability was driven by multiple
features of the context and not just the verb. However, note that the cloze target of
these sanity check sentences was in the sentence final position.

Due to the fact that we had three lists for the experiment manipulations and
two lists for the sanity check sentences, six experimental lists were constructed such
that no sentence context or target was repeated within the same list. The presentation
order of the sentence stimuli was randomized within each list. Participants were

randomly assigned to one of the six lists.

2.2.3 Procedure

Participants sat in front of a computer screen with their hands on a keyboard.
Sentences were segmented into words; the complex verb and aspect marker were
always presented as a single word on the same screen (see example in (2)), which
were presented one word at a time in a white font (traditional Chinese characters) on
a black background at the center of the screen. Each sentence was preceded by a
fixation cross that appeared for 600 ms. Each word appeared on the screen for 600

ms, with a 200 ms inter-stimulus interval, for a stimulus-onset asynchrony (SOA) of
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800 ms (See Figure 1 for details). At the end of 20% of the trials, a comprehension
question would show up on the screen, and the participant had to answer via button
pressing in order to proceed to the next trial. Prior to the experimental session,
participants were presented with six practice trials with feedback to familiarize
themselves with the task. The experimental session was divided into three blocks of
50 sentences each, with short pauses in between. Including set-up time, an

experimental session lasted around 90 minutes.

(2) Sentence segmentation for stimulus presentation:
AN Bl =

The kid/ bit-broke le/ (his) lip/

Fixation (600 ms)

NP1 600 ms)
“Kid”

Verb (600 ms)
“bit-broke le”

200 ms

TIME

NP2 (600 ms)

“lip”

|and the sentence
continues...]

Figure 1: Presentation of stimuli in Experiment 1 and Experiment 2.

2.2.4 Data acquisition and analysis

E-prime 2.0 (Psychology Software Tools Incorporated) was used to present

the experimental stimuli, record participants’ behavioral data, and send the event
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codes to the digitization computer. EEG was recorded from 30 electrodes placed
according to the 10/20 system (FP1, FP2, F7, F3, FZ, F4, F8, FT7, FC3, FCZ, FC4,
FT8, T3, C3, CZ, C4, T4, TP7, CP3, CPZ, CP4, TPS, T5, P3, PZ, P4, T6, O1, OZ,
02). Each channel was referenced to an average of the left and right mastoids for both
online and off-line analyses. Four additional electrodes (two on the outer canthus of
each eye and two on the upper and lower ridge of the left eye) were placed to monitor
blinks and horizontal eye movements. The impedance of all the electrodes was kept
below 5 kQ. EEG signals were continuously digitized at 1000 Hz, filtered between
DC to 100 Hz (NuAmps, NeuroScan Incorporated).

ERP analyses were time-locked from the onset of the verb. The EEG data
were processed with EEGLAB (Delorme & Makeig, 2004) and ERPLAB (Lopez-
Calderon & Luck, 2014) in Matlab (MathWorks, Inc.). A linear derivation file was
first imported to convert the four monopolar eye-movement monitoring channels to
two bipolar channels (VEOG and HEOG). We applied a notch filter at 60 Hz and an
Infinite Impulse Response (IIR) filter with the band-pass value set between 0.1 Hz to
30 Hz, 12 dB/oct. Then the continuous EEG file was epoched (1) from -100 to 1600
ms, from the onset of the verb until the end of the object noun phrase, for all the
experimental conditions and (2) from -100 to 800 ms for the sanity check items.
Baseline correction was applied with the pre-stimulus -100 to 0 ms interval. After
baseline correction, artifact rejection was carried out by reviewing the epochs both
automatically and manually: At each channel, a 200-ms window was moved across
the data (100 ms before and 1600 ms after the stimulus) in 100-ms increments and

any epoch where the peak-to-peak voltage exceeded 70 uV was rejected. We then
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reviewed the data, and if needed, adjusted the voltage threshold for individual
subjects. Epochs contaminated by excessive blinking, body movements, skin
potentials, and amplifier saturation were rejected. The overall rejection rates
(including sanity check items) across participants was 20.3 + 11.3% (mean + SD);
participants with greater than 40% trials rejected were excluded from further analysis.
The rejection rates of each critical condition were: Resultative: 22.6 + 11.9% (mean +
SD), Causative: 22.1 £+ 11.0%, Simple: 22 + 10.3%.

Our hypotheses centered around the N400 response at the object noun phrase.
We selected nine electrodes over the central-parietal area (C3, CZ, C4, CP3, CPZ,
CP4, P3, PZ, P4), known to show the most prominent N400 effect, and averaged
them as our single clustered region of interest (ROI). We carried out a repeated-
measure Type I ANOVA on the mean amplitudes in the measurement time windows
of 1100-1300 ms, which was 300-500 ms after the onset of the noun, evaluating
effects of Verb type (Resultative, Causative, Simple). When Mauchly’s test of
Sphericity was violated, Greenhouse-Geisser correction (Greenhouse & Geisser,
1959) was applied to adjust the p-values.

In the sanity check items that were designed to replicate standard N400 effects
of cloze probability, we carried out a paired t-test over the same set of electrodes

evaluating the effect of predictability (High-cloze, Low-cloze).

2.2.5 Results

2.2.5.1 Behavioral data
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The overall accuracy rate to the comprehension questions was 93 % (80%-

100%), showing that participants were paying attention during the experiment.

2.2.5.2 ERP data

In order to ensure a clean baseline, we time-locked ERPs to the onset of the
verb, where the three conditions first differed from one another, even though our
interest of analysis would focus on the N400 responses at the noun. We ran statistic
analyses on a pre-defined clustered ROI. However, when we visually inspected the
data, we observed somewhat inconsistent patterns across electrodes: although the
N400 responses to Causative condition were numerically more negative than
Resultative among electrodes in our ROI, the N400 responses to Simple were more
negative than Resultative over some electrodes (e.g. Cz) but not others (e.g. Pz).
Figure 2 shows the grand average ERPs to Resultative, Causative and Simple

conditions across several electrodes (Cz, Pz) that usually show robust N400 effects.
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Verb

e

/ LLLETS ) < \
” o @ 2] L]
1 LH

m P N g | . Resultative

n " @ Mgy —— Causative
o o O2 = Simple
Pz

300-500 ms at the Noun

-1.5 § Causative minus Resultative Simple minus Resultative

Figure 2: Top: Grand average ERPs from the verb to the noun at Cz and Pz in
Experiment 1. Bottom: Topographic distribution of ERP effects in the 300-500
ms intervals at the noun in Experiment 1 (Left: Causative minus Resultative;
Right: Simple minus Resultative).

Statistical analyses during the N400 time-window showed a main effect of

Verb type (F(2, 56) = 3.70, p < 0.05). Follow-up paired-t-tests reveal that the N400

response to the object in the Resultative condition was significantly smaller than the
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Causative (t(28) = -2.55, p < 0.05), but when compared the N400 response to the
object in the Resultative condition to the Simple condition, there was no significant
difference (t(28) = -1.09, p = 0.28).

Plotted in Figure 3 are the grand average ERPs to the Predictability effect in
High- and Low-cloze sanity check sentences. During the N400 time window, there
was a significant main effect of cloze (t(28) = 26.10, p < 0.001), which confirms the
clear impression from visual inspection that the high-cloze continuations elicited

reduced N400 amplitude in comparison to the low-cloze continuations.

oV 300-500 ms

Cz § 1'SI ' -

= 19 Low minus High

Figure 3: Left: Grand average ERPs to cloze sanity check sentences at Cz in
Experiment 1. Right: The topographic distribution of ERP effects in the 300-500
ms interval in Experiment 1 (Low cloze minus High cloze).
2.2.6 Discussion

Experiment 1 was designed to investigate how quickly the computation of a
resultative compound verb can impact predictions of an upcoming noun. We used an
800 ms stimulus-onset asynchrony rate and asked whether the cues encoded in the
resultative compound verbs could be used to update predictions in time to facilitate

processing of the subsequent noun. We used materials in which offline cloze

probability was high for the Resultative condition and low for the Causative and
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Simple conditions, so that rapid use of resultative cues for prediction should result in
a reduced N400 for the noun in the Resultative condition relative to the other two. In
contrast, if an 800 ms SOA is not enough time to use resultative cues to update
predictions, we expected that all three conditions should elicit relatively similar N400
amplitudes.

However, it is difficult to draw strong conclusions about either possibility
from these results, as they fit neither of these predicted patterns. As shown in Figure
2, centro-parietal electrodes did show a reduced N400 response to the object in the
Resultative condition than in the Causative condition, and this difference was
significant in a follow-up pairwise comparison. However, the N400 contrast between
the Resultative and the Simple conditions were not significant, even though the cloze
probability to the object of the Causative and the Simple conditions were quite similar
(Causative: 9%; Simple: 11%). In fact, if we took a closer look, we found that some
anterior electrodes seemed to fit the “fast” prediction pattern, with smaller N400 in
Resultative relative to Simple, whereas more posterior electrodes seemed to fit the
slow prediction hypothesis, with no N400 difference between Resultative and Simple
conditions. It remained unclear to us why the Simple patterned differently than the
Causative condition, since both of their object nouns were relatively unpredictable
based on the offline cloze norming. Such a finding was not consistent with any
hypothesis we were aware of.

Although this pattern of data is equally unexpected on both hypotheses, both
hypotheses are also consistent with reasonable post-hoc explanations that can inform

improvements in the design. If resultative cues can be used rapidly to update
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predictions, it is possible that we failed to detect a true N400 difference between
Simple and Resultative conditions because our cloze probability contrast was not
robust enough across items, or that the 1 x 3 design limited power for detecting our
effect of interest. In particular, it could be that the N400 to the object in the Causative
condition was not reduced for a different reason, perhaps due to properties specific to
the Causative construction. In Experiment 2, we worked to mitigate these possibilities
by selecting a more tightly controlled subset of Resultative and Simple verb items
from Experiment 1, in a different design that compared two different types of
compound verbs and their corresponding Simple controls.

Although our sanity check sentences demonstrated a classic N400 effect,
showing that participants did engage prediction during the experiment, we note that
these items were qualitatively different than experiment materials: the cloze contrast
was not closely matched to the experimental materials, target words were placed at
sentence final position, and the predictability of target words was driven by multiple
sources of contexts, not just subject and a verb. Therefore, in Experiment 2, we also
modified the items in the simple predictability contrast to be more comparable to

experimental materials.

2.3 Experiment 2

In Experiment 2, we aimed to improve on the design and materials of
Experiment 1. We selected a more tightly controlled subset of Resultative and Simple
verb items from Experiment 1, and created a 2 x 2 design in which the predictive

effect of the resultative was compared against the predictive effect of a different type
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of compound verb, coordinate verbs. This allowed us to test different sources of
online prediction difficulty in complex predicates.

Similar to resultative verbs, coordinate verbs are compound verbs that are
composed of two contentful verbal morphemes, V1 and V2. Whereas the verbal
morphemes in a Resultative are involved in a causal relation (‘V2 by V1°), the two
morphemes of Coordinate are in a coordinate relation (‘V1 and V2’). For example, in
the sentence The store owner hit-scolded the employee, the interpretation is that the
store owner hit and scolded the employee. Although coordinates and resultatives bear
a surface similarity in both being composed of two predicates, comprehenders can
distinguish them online through cues provided by the meaning of the two verbs and
by the subcategorization of V2. For example, given the compound verb hit-scold, the
V1 hit is a transitive verb, which requires an agent and a patient, and so is the V2
scold. Since V1 hit and V2 scold have the same subcategorization, they naturally
form a coordinate relation, and both of them are the head of the compound verb. The
compound verb hit-scold cannot be a resultative verb.

The goal of Experiment 2 was to identify potential sources of online
prediction difficulty in complex predicates. As in Experiment 1, the target nouns were
more predictable in the complex predicate contexts compared with the simple
predicate contexts. If computing a complex predicate is generally hard in a way that
causes delays in prediction, then we would expect to observe no N400 effect to the
objects in both Resultative and Coordinate contexts. However, if it is resultative
predicates specifically that are costly, because of the causal relationship between V1

and V2, then we would expect to obtain an interaction between Set type and
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Predictability effect, with a significant N400 contrast in Coordinate context, but not

Resultative one.

2.3.1 Participants

The participants were 40 naive young adults (28 females, 18-40 years old,
mean: 24) from National Taiwan Normal University. All of them were right-handed
native Mandarin speakers, without a history of neurological or psychiatric disorders.
Of the 40 participants, 7 were excluded after pre-processing because of excessive
eye-blinking, muscle potentials, sweat artifact and alpha waves. The reported results
were obtained from the remaining 33 participants (18 females, 19-40 years old, mean:
24). All of them consented to participate in the experiment. The experiment protocol
was approved by the Institutional Review Board Office at the University of Maryland

College Park.

2.3.2 Materials

Similar to Experiment 1, the materials were sentences of SVO structure, with
the verbs varying among different conditions. Two sets of compound verbs were
created: Resultative set and Coordinate set. Within each set, in addition to a
compound verb condition, we included a simple verb condition as a baseline
condition. The verbs in the simple verb conditions were the V1 from the compound
verb conditions, followed by an experiential aspect marker guo to match the number
of characters in the compound verb conditions. In other words, the Resultative set

contained Resultative (V1-V2), and R-Simple (V1-asp) conditions whereas the
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Coordinate set contained Coordinate (V1-V2) and C-Simple (V1-asp) conditions.
Note that resultative compound verbs in Mandarin are usually accomplishment or
achievement verbs which describe an event as naturally bounded (Tai, 1984), and
they frequently occur with the perfective aspect marker /e. We thus added a perfective
aspect marker /e at the end of each verb in all experiment conditions.

Although the verbs varied, the subject and object were identical between
conditions in the same set. We intended to make the object in Resultative context and
Coordinate context more predictable than that their Simple controls. Materials for the
Resultative set were 60 Resultative verbs and corresponding Simple verbs selected
from Experiment 1. For the Coordinate set, the procedure to finalize the materials was
similar to the procedure to Resultative verbs in Experiment 1. Coordinate verbs were
chosen from An Online Revised Mandarin Dictionary by the Ministry of Education,

R.O.C. (http://dict.revised.moe.edu.tw/cbdic/index.html). We did not include

Coordinate compound verbs whose V1 and V2 are synonyms. In addition, we
excluded Coordinate verbs whose V1 was identical to the V1 of the Resultative verbs,
because in this case the baseline condition to the Coordinate condition (C-Simple)
and the baseline condition to the Resultative condition (R-Simple) would be identical.
We selected 119 coordinate compound verbs and created 119 pair of verbs, with each
pair containing one Coordinate verb, and one Simple verb. We added a subject noun
phrase in each set, such that the subject noun phrase was the same between
conditions. Then, the 119 sets of subject-verb frames (each set contained 2 subject-
verb frames, so 238 frames in total), were divided into two lists such. Each list

contained 119 sentences. Fifty participants were recruited for the cloze norming (25
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participants per list); none of the participants took part in the ERP experiment. Cloze
norming data were collected online via Ibex Farm (http://spellout.net/ibexfarm/). We
presented the context of a sentence frame all at once and the sentence frame would
remain on the screen. Participants were instructed to provide the best continuations
for the sentence frames. The presentation order of the sentence stimuli was
randomized.

To demonstrate that participants were able to generate predictions based on a
minimal sentence context, we also created predictability sentence frames that only
contained a subject and a simple verb, which were a better match to the experimental
conditions. One hundred subject-verb frames were subject to online cloze norming.
Another 25 participants were recruited to perform sentence completion task. None of
the participants took part in the ERP experiment. The presentation order of the
sentence stimuli was randomized.

Through cloze norming, our goal was to select sentence frames in which a
given object noun phrase was highly predicted by Resultative condition and
Coordinate condition, but not by their baseline R-Simple and C-Simple conditions.
Sentence frames that did not meet this criterion were excluded. The finalized stimuli
were 60 items in the Resultative set and 60 items in the Coordinate set. The averaged
cloze probability to the target nouns in the Resultative set was 39% for Resultative
(range: 16%-80%) and 9% for R-Simple (range: 0%-36%) and in the Coordinate set
was 38% for Coordinate (range: 16%-72%) and 10% for C-Simple (range: 0%-44%).
The cloze sanity check items were of similar contrast to the experimental materials

(High-cloze: 38% vs. Low-cloze: 9%) (See Table 2). After finalizing the target nouns,
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we added more contexts following the target nouns to make the sentences slightly

longer and sound more natural. Each sentence consisted of six to nine words, with

each word being one to four characters long.

Condition Verb Sentence context

Resultative sets
N SR T b=

Resultative | V1-V2 The kid bit-broke le lip High(39%)
“The kid bit his lip such that his lip was broken.”

R-Simple INFZ RS T =

(Baseline of | V1-ASP | The kid bit-ASP le lip Low(9%)

Resultative) “The kid had bitten his lip”

Coordinate sets
EERITET BT

Coordinate | V1-V2 The store owner hit-scolded le | employee High(38%)
“The store owner hit and scolded the employee.”

C-Simple ERRTET BT

(Baseline of | V1-ASP | The store owner hit-ASP le  employee Low(10%)

Coordinate) “The store owner had hit the employee.”

Table 2: Example stimulus in each condition in Experiment 2 (averaged cloze
probability in parenthesis)

Two experimental lists were constructed such that no sentence context or
target was repeated within the same list. Each list consisted of 240 sentences,
including 60 items of Resultative set, 60 items of Coordinate set, 60 items of cloze
sanity check items, and additional 60 filler items that were of similar length for an

unrelated experiment that will not be described here. The presentation order of the
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sentence stimuli was randomized within each list. Participants were randomly

assigned to one of the two lists.

2.3.3 Procedure

The procedure was identical to Experiment 1.

2.3.4 Data acquisition and analysis

Data acquisition and analysis, including the regions of interest, were identical
to Experiment 1. The overall mean rejection rate (including sanity check items)
across participants was 24.1 £ 12.4% (mean + SD); participants with greater than
40% trials rejected were excluded from further analysis. Rejection rates of
experimental conditions were summarized as follows: Resultative: 28.6 = 12.9%, R-
Simple: 30.8 + 16.3%, Coordinate: 27.8 + 9.4%, and C-Simple: 28.4 + 12.8%. We
carried out a repeated-measure ANOVA on the mean amplitudes in the measurement
time windows of 1100-1300 ms, which was 300-500 ms since the onset of the noun,
and evaluated effects of Set type (Resultative, Coordinate) and Predictability (High-
cloze, Low-cloze). Follow-up paired t-tests were performed when an interaction was
observed.

In the sanity check items that were designed to replicate standard N400 effects
of cloze probability, we carried out a paired t-test over the same set of electrodes

evaluating the effect of predictability (High-cloze, Low-cloze).
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2.3.5 Results

2.3.5.1 Behavioral data
The overall accuracy rate to the comprehension questions was 91% (83%-

96%), showing that participants were paying attention in the experiment.

2.3.5.2 ERP data

Plotted in Figure 4 shows the grand average ERPs to the verb and object noun
in the Resultative and R-Simple conditions and in the Coordinate and C-Simple
conditions. Visual inspection suggested that there was no N400 cloze difference to
the objects in the Resultative set, but that there was a difference in the Coordinate set.
A repeated-measure Type III ANOVA analyses demonstrated a significant Set type
by Predictability interaction (F(1,32) = 4.346, p < 0.05). Follow-up pairwise analyses
revealed that that there was a significant difference between Coordinate and its C-
Simple baseline (t(32) = 2.96, p < 0.01), but not between Resultative and its R-Simple

baseline (t(32) = 0.56, p = 0.58).
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Resultative set Coordinate set

Verb L Noun Verb | Noun

— Resultative — Coordinate
—— R-Simple C-Simple

300-500 ms at the Noun

-1.5 R-Simple minus Resultative C-Simple minus Coordinate

Figure 4: Top: Grand average ERPs from the verb to the noun of the Resultative
set (Left) and Coordinate set (Right) at the Cz electrode in Experiment 2.
Bottom: Topographic distribution of ERP effects in the 300-500 ms intervals at
the noun in Experiment 2 (Left: R-Simple minus Resultative; Right: C-Simple
minus Coordinate).

It is worth noting that visual inspection suggested that the coordinate
comparison also showed an earlier increased negativity for the C-Simple condition
relative to the Coordinate condition that onset approximately 500 ms into the verb
region (more negative for simple verbs than coordinated verbs). Although we did not
have any specific hypotheses about what ERP differences might emerge at the verb,
this difference might raise the question of whether the N400 difference observed at

the object noun in the coordinate conditions might be partly due to ongoing negativity

for the C-Simple condition from the verb region. We think this is unlikely as the
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waveforms appear to come back together prior to the N400 window on the noun, but
we will return to this point in examining the results of Experiment 3.

Figure 5 shows the grand average ERPs for the Predictability effect in the
sanity check items (High-cloze vs. Low-cloze). Visual inspection suggested that the
high-cloze continuations had reduced N400 amplitude than the low-cloze
continuations. The results of the pairwise comparison also showed a significant effect
of cloze (t(32) = 4.89, p <0.05).

Y 300-500 ms

Cz

‘ms
0

—n  -15 ' Low minus High
Figure 5: Left: Grand average ERPs to cloze sanity check sentences at Cz in
Experiment 2. Right: The topographic distribution of ERP effects in the 300-500
ms interval in Experiment 2 (Low cloze minus High cloze).
2.3.6 Discussion

The results of Experiment 2 suggest that prediction for the object noun is not
immediately updated by information from Resultative verbs. The interaction between
Set type and Predictability indicated that predictability was modulated differentially
by the two types of compound verbs we tested: Coordinate verbs and Resultative
verbs. Specifically, we found an N400 effect in the Coordinate set, indicating that
information encoded in coordinate verbs can impact prediction in time. However,

there was no N400 effect in the Resultative set. Based on the significant interaction,
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we could infer that the computation of Resultative was too slow to impact prediction
in time.

Our finding that Coordinate verbs immediately contributed to object
predictions, above and beyond V1 alone, is important for ruling out several possible
explanations of the failure for Resultative verbs to do so. In Experiment 1, we
observed a larger N400 difference between Resultative (V1-V2) and Causative (V2)
than between Resultative and Simple (V1). One possible explanation of this pattern
could have been simply that predictions were rapidly updated on the basis of V1 only,
with V2 contributing little to constrain predictions. However, in Experiment 2, we
showed that although both Resultative and Coordinate are compound verbs,
comprehenders were only able to quickly incorporate V1 and V2 into their prediction
when they form a coordinate relation. Therefore, we would like to argue what slowed
down prediction in Resultative is a process that was specific to Resultative verbs. We
suggest that it could be the process of computing the causal relationship between V1
and V2 that slowed down prediction, but other alternatives are also possible. We will
discuss these alternatives in the General Discussion section.

In Experiment 2, we made the sanity check sentences more comparable to the
experimental sentences: The sentence context of sanity check items consisted of a
subject and a simple verb, and the cloze contrast was matched to that of experiment
conditions. With these manipulations, the N400 effect was still significant, showing
that participants were engaged to update their predictions given the minimal contexts.
However, it is essential to note that the N400 effect of the sanity check sentences was

much smaller than that in Experiment 1. These results suggest that a cloze difference
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of this magnitude based on subject and a verb corresponds to a relatively small effect
size on N400 amplitude.

Based on the results of Experiment 2, we could infer that the computation of
Resultative was too slow to impact prediction in time when words are presented with
an 800 ms SOA. This hypothesis would predict that with enough time the N400

contrast should emerge. Experiment 3 was designed to test this hypothesis.

2.4 Experiment 3

Experiment 2 showed that participants could quickly update predictions based
on Coordinate verbs but not Resultative verbs. In Experiment 3 we asked, could
predictions be updated if comprehenders were given several hundred more
milliseconds? We used the same materials as in Experiment 2 except that we added a
buffer to allow additional processing time by inserting a prenominal modifier with
minimal conceptual content, such as a possessive or a quantifier, between the
compound verb and its object noun, which resulted in an extra 400 ms of processing
time compared to Experiment 2 (see details below). Our hypothesis predicts that the
N400 cloze effect should re-emerge in the Resultative set when sufficient processing

time is provided.

2.4.1 Participants
The participants were 48 naive young adults (22 females, 18-33 years old,
mean: 23) from National Taiwan Normal University. All of them were right-handed

native Mandarin speakers, without a history of neurological or psychiatric disorders.
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Of the 48 participants, 10 were excluded after pre-processing because of excessive
eye-blinking, muscle potentials, sweat artifact and alpha waves. The reported results
were obtained from the remaining 38 participants (20 females, 18-33 years old, mean:
23). All of them consented to participate in the experiment. The experiment protocol
was approved by the Institutional Review Board Office at the University of Maryland

College Park.

2.4.2 Materials

The materials were identical to Experiment 2, except that we inserted a
modifier (either a possessive or a quantifier) between a verb and a noun, such that
participants might have a little buffer to update their predictions. In half of the
sentences, the modifier was a possessive, and the other half was a quantifier.

Although we assumed the predictability of the target noun would remain the
same despite the insertion of a modifier, we conducted post-hoc cloze norming to
confirm this. Our norming focused on the 60 Resultative sets of subject-verb-modifier
frames (each set contained Resultative and R-Simple conditions, so 120 frames were
normed in total). They were divided into two lists. Fifty participants were recruited
for the cloze norming (25 participants per list); none of the participants took part in
the ERP experiment. Cloze norming data were collected online via Ibex Farm
(http://spellout.net/ibexfarm/). We presented the context of a sentence frame all at
once and the sentence frame would remain on the screen; participants were instructed
to provide the best continuations for the sentence frames. The presentation order of

the sentence stimuli was randomized. Surprisingly, our norming revealed that the
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cloze contrast between the Resultative and R-Simple conditions actually became
smaller (in Experiment 3, Resultative: 40% vs. R-Simple: 18% whereas in
Experiment 2, Resultative: 39% vs. R-Simple: 9%). Fortunately, this difference goes
against our hypothesis (a smaller cloze difference in Experiment 3 than 2, although
we expect the N400 effect to re-emerge in Experiment 3) and therefore only acts to

provide a more conservative test of that hypothesis.

2.4.3 Procedure

The procedure was identical to Experiment 2, except for the presentation rate.
With presentation rate of 800 ms in Experiment 2, the EEG recording time was about
40 minutes. As we added a modifier between the verb and the noun in all conditions,
the EEG recording time could be even longer. To keep participants from being too
tired during the experiment, which could introduce artifacts such as alpha waves, we
increased the presentation rate from 800 ms to 600 ms in Experiment 3. Each word
appeared on the screen for 500 ms, with a 100 ms inter-stimulus interval (See Figure
6 for details). Given the new SOA, participants had up to 1200 ms (i.e., the duration
from a verb to a modifier) to update predictions whereas in Experiment 2, only 800

ms (i.e., the duration of a noun) was available to make predictions.
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Fixation (500 ms)
NP1 (500 ms)
“Kid”

Verb (500 ms)
“bit-broke le”

100 ms

TIME

Modifier (500 ms)
“*his”

NP2 (500 ms)

“lip”

[and the sentence
continues...]

Figure 6: Presentation of stimuli in Experiment 3.

2.4.4 Data acquisition and analysis

Data acquisition and analysis were identical to Experiment 2. We time-locked
ERPs to the onset of the verb, where experimental conditions started to differ, with
the epoch ranging from -100 ms to 1800 ms, to cover the brainwave responses from
the onset of the verb to the end of the object noun (600 ms each for the verb,
modifier, and object). As for the sanity check items, the epoch was from -100 to 600
ms. The overall mean rejection rate (including sanity check items) across participants
was 23.1 + 12.7%; participants with greater than 40% trials rejected were excluded
from further analysis. Rejection rates of the experimental conditions were
summarized as follows: 24.1 + 11.4%, R-Simple: 24.4 + 13.2%; Coordinate: 23.8 +

12.6%, C-Simple: 23.7 £+ 11.6%.

2.4.5 Results

2.4.5.1 Behavioral data

The overall accuracy rate to the comprehension questions was 92 % (83%-
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98%), showing that participants were paying attention in the experiment.

2.4.5.2 ERP data

Plotted in Figure 7 shows the grand average ERPs to the Resultative and R-
Simple conditions and to the Coordinate and C-Simple conditions. Visual inspection
suggested that there was an N400 effect to the objects in the Resultative set as well as
in the Coordinate set. Statistically, we found a Predictability main effect (F(1,37) =

10.73, p < 0.005) and no evidence of a Set type by Predictability interaction (F(1,37)

=0.05,p =0.82).
Resultative set Coordinate set
Verb | Modifier ;  Noun _ ¢ Verb | Modifier , Noun
Cl e >

— Resultative — Coordinate
~——— R-Simple —— C-Simple
uv 300-500 ms at the Noun
1.5
-1.5 R-Simple minus Resultative C-Simple minus Coordinate

Figure 7: Top: Grand average ERPs from the verb to the noun of the Resultative
set (Left) and Coordinate set (Right) at the Cz electrode in Experiment 3.
Bottom: Topographic distribution of ERP effects in the 300-500 ms intervals at
the noun in Experiment 3 (Left: R-Simple minus Resultative; Right: C-Simple
minus Coordinate).
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Figure 8 shows the grand average ERPs to High-cloze and Low-cloze sanity
check sentences. Visual inspection suggested that the high-cloze continuations
elicited a reduced N400 response than the low-cloze continuations. Statistics also

showed a significant effect (t(37) = 6.35, p <0.05).

oV 300-500 ms

Cz

Low minus High

Figure 8: Left: Grand average ERPs to cloze sanity check at Cz in Experiment
3. Right: The topographic distribution of ERP effects in the 300-500 ms interval
in Experiment 3 (Low cloze minus High cloze).
2.4.6 Discussion

In Experiment 3, we investigated if predictions on the basis of Resultatives
can be updated when participants were given several hundred more milliseconds. A
modifier was inserted between the verb and the object noun to create a little buffer for
participants to update predictions. Under these conditions, we did not obtain an N400
reduction at the object in Resultative set in Experiment 2, but it emerged in
Experiment 3. By contrast, the N400 reduction was observed at the object in
Coordinate set in both experiments. These effects held even though the addition of the
modifier unintentionally made the cloze contrasts slightly smaller than Experiment 2
and Experiment 1 (mean differences of ~20% in Experiment 3 and ~30% in

Experiment 2 and Experiment 1). Overall, these results showed that the causal
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relations between V1 and V2 could constrain predictions, if participants were
provided with sufficient time—here, a buffer of 1200 ms between complex verb and
object noun.

During the verb region in Experiment 3, we showed the same numerical
pattern from Experiment 2 of more negativity for the C-Simple condition than the
Coordinate condition at around 500 ms post-verb onset. One concern from
Experiment 2 was whether the apparent N400 effect at the noun could rather be due
to differences carried over from the verb region. The prenominal modifier in
Experiment 3 allowed us to see that the verb-elicited differences appeared to subside
by about 800 ms post-verb onset, as illustrated in Figure 7. In order to confirm that
there were no reliable differences between Coordinate and C-Simple conditions
immediately prior to noun onset, we ran an additional paired t-test on 100 ms before
the onset of the noun. Results showed that the Coordinate condition did not differ
from the C-Simple condition (t(37) = 1.29, p = 0.20). Therefore, it unlikely that early
differences on the verb are responsible for the significant N400 effect observed on the

subsequent object noun for the coordinate comparison in Experiment 2.

2.5 General Discussion

Three ERP experiments were conducted to investigate the predictive
mechanism of online sentence comprehension through properties of Mandarin
compound verbs. We focused on resultative compound verbs whose V2 predicates the
object of V1, featuring that the object is affected by V1. We asked if the causal

relationship of a resultative compound verb could rapidly constrain predictions of a
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subsequent object. The predictive effect of resultative compound verbs was compared
against that of coordinate compound verbs, which allowed us to test different sources
of online prediction difficulty in complex predicates.

The N400 was used as a neural indicator of what is predicted in the current
study. Although results from Experiment 1 were inconclusive, the better-controlled
design in Experiment 2 suggested that predictions on the basis of the resultative were
not updated in time to impact processing of the object when verb and object onset
were separated by 800 ms. This “timing” hypothesis was supported by Experiment 3,
where the N400 predictability effect was recovered when participants were provided
with up to 1200 ms between verb and object onset to update predictions.

Two classes of explanation for why prediction update is delayed are (1)
computing the causal relations expressed by a resultative predicate is slow and/or (2)
using the resultative predicate to generate predictions—to retrieve entities/nouns from
memory that are likely to complete the message—is slow. We do not have strong
evidence to favor one over the other. In fact, as the two classes of explanation target
different stages of processing, it is likely that they are not mutually exclusive. In the

following, we consider the two accounts in more detail.

2.5.1 Slow prediction due to the computation of a complex resultative predicate

One possibility is that predictions based on the resultative predicate take
significant time because computing the causal relations expressed by the predicate
takes time. As discussed in earlier sections, complex predicates are different from

simple verbs in many aspects. For example, with the combination of two verbal

58



morphemes, comprehenders could be struggling with lexical processing, such as
accessing the meaning of V1 and V2, constructing the mental representation of the
complex predicate, and decomposing the internal structure of the complex predicate.
Any of the above computations could take longer and slow down predictions. To
identify sources of online prediction difficulty in complex predicates, we introduced
coordinate compound verbs in Experiments 2 and 3, and compare the predictability
effect of resultative compound verbs against coordinate ones. Our results revealed
that not all complex predicates yield equally slow predictions: with an 800 ms SOA,
predictability effects were observed after coordinate verbs but not resultative verbs.
These data suggest that what slowed down the predictive mechanism were processes
that were specific to resultative compound verbs.

Different theoretical frameworks differ in exactly what kinds of complex
predicate representations are computed over compound verbs. Li (1990) proposed
that when the two verbal morphemes were merged into a complex predicate, theta
roles from V1 and V2 should merge into a composite theta role. For example, in the
complex predicate bit-broke “broken by biting,” whose V1 bite required an agent and
a patient and V2 break required a theme, the theme role from V2 should be merged
with the patient role from V1, and then the composite theta role, patient-theme, would
be assigned to the object noun phrase. Different from Li, Williams (2014) suggested
the semantics does not involve combining the theta roles from V1 and V2. Instead,
the entire complex predicate per se has two theta roles, a causer and a causee, and
relations to the events of V1 and V2 are inferred. Since our experiments were not set

up to test any of the above frameworks, we do not have a stand to argue for one
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analysis than the other. However, both frameworks feature unique properties in the
resultative structure. If some of these properties are particularly costly to compute, we
could explain why updating predictions subsequent to a resultative verb took longer

than other types of verbs.

2.5.2 Slow prediction due to memory search for an optimal candidate

We also entertained the slow prediction hypothesis proposed by Chow et al.
(2018), which would hold that predictions were slow because it takes longer to use
the cues from resultatives to retrieve the best fitting word or concept for the context.

Chow, Momma, et al. (2016) specifically propose that lexical prediction can
be seen as a two-step memory retrieval process, which involves (1) a fast parallel
process that activates all the event schemas associated with the individual context
words, and (2) a slow serial search through this initial set for the schemas that match
the argument role assignment of the nouns in the context. For example, in Cop ba
thief arrest (the cop arrest the thief”), it was fast for comprehenders to recognize that
cop was an agent and thief was a patient. Nevertheless, because the information of
cop-as-an-agent and thief-as-a-patient were compound cues and not simplex cues,
comprehenders would have to serially search through the semantic space for an item
that satisfied all the features, delaying successful prediction. On the other hand, other
authors point out the challenges in formulating a principled distinction between
simplex and compound cues that captures the semantic retrieval phenomena, and
instead suggest that delays in contextual prediction may reflect differential weighting

of cue certainty across time (Kuperberg, 2016). What these accounts have in common
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is that they all place the locus of the timing effects in the process of prediction update,
rather than the process of parsing and interpreting the context.

To explain the results of the current study, these kinds of account would posit
that the computation of complex predicates, including the configuration of argument
structures, was completed rapidly, but what slowed down prediction was the process
of retrieving the candidate that best satisfied the context. Consider predictions
generated from a coordinate compound verb first. When perceiving the verb hit-scold,
comprehenders recognized the verb-verb sequence as a coordinate verb. Both verbs
then served as retrieval cues at an initial stage, with a set of hittable candidates (e.g.,
ball, employee, etc) and a set of scold-able candidates (e.g., employee, politician, etc)
being activated. Candidates that matched both cues would be more activated, and
comprehenders would just retrieve one of the candidates. In this case, employee was
retrieved as the best fit to the context The store owner hit-scolded —_ , because
employee was both hittable and scold-able. In other words, a simple summation of the
activation elicited by each verb would be likely to yield successful retrieval of the
best-fitting candidate®. Our ERP results indeed indicated that participants could make
use of the cues provided by a coordinate verb to update their prediction promptly.

However, prediction on the basis of a resultative verb could be more
complicated. Below we suggest two different possibilities of the memory retrieval

process for resultative verbs. Both of them involve a second-step search, which could

* Note that this simple summation procedure is not equivalent to the real meaning of a
coordinate compound structure, which for example entails that the events denoted by
each individual verb should be related as parts of one complex event, not simply that
both events involved the object as an argument. However, this procedure would likely
be a successful heuristic for retrieving probable objects of a coordinate compound.
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explain why prediction based on resultative verbs was slower than coordinate verbs.
To begin with, when perceiving the verb bit-broke in The kid bit-broke
comprehenders should recognize the verb-verb sequence as a resultative verb. Then,
the initial process could be very similar to that proposed above for the coordinate
verbs. Candidates that related to the two verbal morphemes would be more activated.
For example, biting could activate a set of candidates, such as toy and straw; breaking
could activate a set of candidates like vase and glass. However, since /ip might not be
very highly activated by biting events or breaking events alone, an additional step
might be needed for it to be predictively facilitated: the parser had to search through
the intersected space of biting and breaking events to find a candidate that could be
broken by biting. In this case, although /ip might not be the predicted target based on
a biting event or a breaking event alone, it was the best fit to the context when a
causal relationship between the two verbal morphemes was taken into consideration.
Alternatively, it is possible that after identifying bit-broke is a resultative verb,
the parser pursued a different strategy of memory searching from the beginning than
that used with coordinate verbs. On this account, since the parser knew that V1 of a
resultative verb is a means predicate, and V2 a result predicate, when searching
through the memory space, it might start with V1 as the only retrieval cue. In this
case, initial activation would be focused on entities that could participate in a biting
event involving a kid, such as foy, corn and lip. Then, at a later stage, these initial

candidates were serially searched for one that could be broken by biting, in this case,

lip.
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We do not have evidence to argue for or against these two possibilities of
memory retrieval processes discussed above. Whether entities related to V2 are
activated at an initial stage, just as we propose for the coordinate verbs, is an
empirical question. We will leave the question for future exploration.

In a more continuous model, the delayed memory access of the predictable
candidates in the resultative case might reflect the lower frequency, and thus lower
resting activation level, of the complex real-world events that support the prediction
(that is, biting events in general will be more frequent than biting events that result in
breaking). It could also be that generating a prediction about the likely result of an
event does not solely depend on retrieving memories of existing events, but also
requires an extra processing step of inference or simulation. All of these explanations
predict the dissociation in timing from the coordination contexts, in which identifying

predictable candidates can be done with reference to simple events in memory.

2.5.3 ERP responses to verbs

Our results suggest that the computations required to generate predictions
following resultative verbs take longer than following coordinate verbs. While our
design focused on neural activity during the target noun, these results raise the
question of whether traces of those costly computations could be observed during the
ERP to the verb itself. To our knowledge, we are the first group that used EEG
responses to study the processing of Mandarin resultatives. Since we did not have any
a priori hypothesis about the processing of resultative verbs, we plotted the

topographic distribution of ERP effects in P200 (150-300 ms), N400 (300-500 ms)
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and P600 (500-800 ms) intervals at the verb (see Figure 9). If we could observe any
pattern across the three experiments, we might get an initial clue about which stage of
processing drives slower prediction update in response to resultative verbs, and

whether this would be a useful avenue to pursue in future work.

150-300 ms 300-500 ms 500-800 ms

1.5HV

Experiment 1

Experiment 2

Experiment 3

— Resultative
—— R-Simple

Topomaps at the verb (Resultative minus R-Simple)

Figure 9: Left: Topographic distribution of Resultative effect across different
time windows in Experiments 1-3. Right: Grand average ERPs from the verb to
the noun of Resultative and R-Simple conditions at the Pz electrode in
Experiments 1-3.

As depicted by Figure 9, relative to the Simple condition, the Resultative
condition seemed to elicit a larger negativity over the central-parietal sites in the
N400 time window. The topographic distribution and the peak latency resembled an
N400 effect. We ran post-hoc paired t-tests to examine the effect, with the same

region of interests as what we defined for the N400 effect at the noun. Our analyses

showed that the N400 effect was not significant in Experiment 1 (t(28) = 2.20, p =
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0.15), but was significant both in Experiment 2 (t(32) = 5.47, p < 0.05) and
Experiment 3 (t(37) = 10.63, p < 0.001). We also plotted the topographic maps of the
Coordinate set (see Figure 10). However, unlike the Resultative set, we found no
effects at the N400 time window when considering Coordinate relative to C-Simple
conditions (Experiment 2: t(32) = 0.26, p = 0.62; Experiment 3: t(37) = 0.23, p =

0.64).

150-300 ms 300-500 ms 500-800 ms

154V

Experiment 2

Experiment 3

-1.5 ___ Coordinate

—— C-Simple

Topomaps at the verb (Coordinate minus C-Simple)

Figure 10: Left: Topographic distribution of Coordinate effect across different
time windows in Experiments 1-3. Right: Grand average ERPs from the verb to
the noun of Coordinate and C-Simple conditions at the Pz electrode in
Experiments 1-3.

Although resultative verbs and coordinate verbs are both compound verbs, the
post-hoc analyses reveal that only resultative verbs elicited a larger N40O response.
As the N400 is primarily associated with lexical or conceptual processing, these data
then tentatively suggest that resultative verbs require additional lexical or conceptual
computations that could be tied to the delayed prediction effects at the subsequent

noun. However, it could also be the case that these effects on the verb are unrelated to

the effects on the object and simply differences between the lexical properties of the
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resultative and coordinate verbs, such as different degrees of semantic association
between V1 and V2, lexical frequency, number of brush strokes, neighborhood
density, etc. Since the current study was not aimed at evaluating responses at the
verb, we did not attempt to control these properties, and so we leave a more

systematic investigation of these differential verb responses for future work.

2.5.4 Implications for L2 acquisition and processing

Finally, as the current study took advantage of language-specific properties by
which argument structure is encoded in Mandarin, we would like to briefly discuss
potential implications of the current study for L2 acquisition and processing. It is
interesting to note that Mandarin resultative compound verbs are notably challenging
for L2 learners. Yuan and Zhao (2010) used acceptability rating to study the
comprehension of resultative compound verbs in Mandarin native speakers and
English L2 learners of Mandarin. Their materials included several types of resultative
verbs: not only the type that is called “transitive": in the current study, but also the
ones discussed in Section 2.1.2. Note that “transitive” resultative verbs are the type of
resultative verbs that are used most frequently in Mandarin; it is also the type most
often found in other languages. Yuan and Zhao (2010) showed that advanced L2
learners exhibited mastery only of the transitive type. The authors attributed the
benefit of Mandarin transitive resultative verbs to similar thematic configurations in
English resultative constructions (i.e. Mom washed the clothes ruined): in both
languages, the object noun phrase of a resultative complex predicate received a

patient role from V1 and a theme role from V2. Such a transfer effect from learners’
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first language could also explain why resultative verbs of other thematic relations
were rejected by the L2 learners, although it still remained a puzzle why thematic role
reconfiguration was challenging for them. To further explore the mental
representation of Mandarin resultatives in L2 learners, we suggest that a better
understanding of the computation involved in L1 resultative comprehension should be
developed. We believe that the current study constitutes one such step. Although we
mainly focused on transitive resultative verbs in this chapter, our method is applicable
to other types of resultative verbs and compound verbs of different internal structures

in general. We will continue to work on these cases in our future explorations.

2.6 Conclusion

This chapter investigated how quickly two types of complex predicates
associated with verb-verb compounds—coordinates and resultatives—could be
computed and used to update predictions for the subsequent input, using the N400
response as a measure of online prediction. If processing speed were mainly a
function of syntactic complexity, then we would expect both conditions to
demonstrate the same temporal dynamics, but if the computations required by certain
semantic relations are particularly costly, the two verb types should dissociate.
Results from our three experiments indicate that predictions afforded by a resultative
verb do not impact processing of the subsequent noun at an effective verb-noun SOA
of 800 ms, but that predictive effects emerge with a verb-noun SOA of 1200 ms. This
contrasts with the case of coordinate verbs, which impacted predictions at the verb at

both SOAs. We discussed two broad families of accounts for the dissociation: (1)
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computing the causal relations expressed by a resultative predicate is more taxing
and/or (2) retrieving a candidate that fits the resultative context requires more time.
Our study shows that evaluating the speed of prediction update with the N400 is an
effective approach for dissociating some of the fine-grained subcomputations
required for the interpretation of complex verb constructions. Future work using this
method, in combination with other tools, can help to lay the groundwork for a

detailed time course model of argument structure computation.
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Chapter 3: The time course of argument-verb computation in

online sentence comprehension: Evidence from the N400

3.1 Introduction

As reviewed in Chapter 1, it is now well established that during online
sentence processing, comprehenders engage a predictive mechanism in which
expectations about the linguistic form or message are generated early and updated as
new input arrives. Since successful prediction depends on finishing computing
linguistic information from the sentence context, the timing of prediction can and has
been used to investigate the time course of computing different linguistic processes
(Chow, Lau, Wang, & Phillips, 2018; Momma, Sakai, & Phillips, 2015). In this
chapter, I report a set of experiments that uses this approach in order to map the time
course of argument-verb relation computations.

The purpose of this chapter is to investigate the processing stages by which
the parser incorporates different pieces of information from the arguments to predict
the verb. One recent hypothesis suggests that the processing profiles can be broken
into two stages: an earlier stage in which the subset of nouns that denote the verb’s
arguments are identified to inform verb prediction, and a later stage in which
argument role information becomes available to constrain predictions (Chow, Smith,
Lau & Phillips, 2016), but the evidence for this idea is limited. The set of experiments
described below are designed to test this hypothesis more systematically, with the
ultimate goal of mapping the time course of argument-verb relation computations. We

will use the N400 response to index successful verb prediction, and successful verb
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prediction in turn as an indicator that the relevant linguistic information about
argument structure in the context must have been computed by that point in time. To
foreshadow the results, we will provide new evidence from a novel design showing
that the upcoming verb’s arguments are identified relatively quickly, and that the
identity of the verb’s arguments rapidly constrains prediction even when linear order
is held constant (The millionaire(subject) the servant(object) fired vs. The millionaire
[the servant(subject) fired...). With data from additional experiments, we will be able
to position this argument-identification process as an intermediate stage, after an early
stage in which verb prediction appears fully insensitive to argument information, but
before the later stage in which argument role information finally impacts the verb

prediction (e.g. The servant(subject/object) the millionaire(object/subject) fired).

3.1.1 Slow vs. fast prediction in sentence comprehension

Much existing evidence has showed that comprehenders actively integrate
information from the context to predict what is coming next (Federmeier & Kutas,
1999; Federmeier, 2007; Thornhill & Van Petten, 2012). As introduced in Chapters 1
and 2, in such experiments, predictability of a word is often quantified by an offline
cloze measure, where participants are asked to provide a continuation to a sentence
frame, and the percentage of a word used to complete the sentence frame is defined as
the cloze probability of the word (Taylor, 1953). For example, given the sentence
frame “He bought her a necklace for her  ,” a majority of participants provided
“birthday” and only a small proportion provided “collection” as the best continuation

to the sentence, “birthday,” the high-cloze completion, is defined as a predicted word
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and “collection,” the low-cloze one, as an unpredicted word (Federmeier, Wlotko,
Ochoa-Dewald, & Kutas 2007). Since the aim of this chapter is to investigate the
computation of verbal argument structure, let’s turn to what we know about
predictions involving verbs and their arguments.

What are the processes involved in using argument information to predict a
verb? Friederici and Frisch (2000) suggest that if arguments are given prior to a verb,
the parser would compute the thematic relations of the arguments, and thereby check
the computed thematic relations against the argument structure frame of the verb. A
considerable amount of studies have now investigated if the thematic relations of
argument can be updated quickly to impact predictions of a verb. This line of research
reverses the thematic roles assigned to the pre-verbal arguments and tests if the N400,
the neural indicator of prediction, is sensitive to the thematic anomaly. Although a
few inconsistent results exist—which will be discussed in detail in the Discussion
section—a majority of studies show that the N400 is not sensitive to thematic role
reversals. In fact, the absence of N400 effect has been replicated among different
languages, with various structures. For example, the N400 insensitivity is found in
Chow, Smith et al. (2016) with objective relative clause (OSV) in English (e.g. “the
customer that the waitress served” vs. “the waitress that the customer served”). It is
also observed with simple SOV structure in languages that allow it, such as Mandarin
(Chow & Phillips, 2013; Chow et al., 2018). In addition, the pattern still holds even
when there is only one pre-verbal argument (Kuperberg, Kreher, Sitnikova, Caplan,
& Holcomb, 2007; Kim & Osterhout, 2005; Momma et al., 2015). The insensitivity of

N400 to role reversal situations appears to be incompatible with existing studies, as
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the classic N400 observations were that a low-cloze unexpected target word, or a
semantically implausible word, would generate a larger N400 response relative to an
expected word. However, studies like Chow, Smith et al. (2016) have confirmed that
role reversals are an exception—even when cloze probability is collected and shown
to differ, there is still no N400 difference to role reversal anomaly.

Various accounts have been proposed to explain the absence of N400 effect to
role reversal situations (Kim & Osterhout, 2005; Kuperberg et al., 2007; see Brouwer,
Fitz, & Hoeks, 2012 for a review). Different from most of the existing accounts,
which question the functional interpretations of the N400 and P600 components,
Chow, Momma, Lau and Phillips (2016) propose the slow prediction hypothesis,
which suggest that argument roles may impact predictive computations slower than
other kinds of information. To support this hypothesis, Momma et al. (2015)
manipulated presentation rates with two-word Japanese sentences (bee-nominative
sting vs. bee-accusative sting). Their results show that the N400 is not sensitive to
role reversals when the materials are presented at 800 ms presentation rate. However,
when the presentation rate is increased to 1200 ms, participants have more time to
consider the thematic relations between the argument and the verb, the N400 effect
emerges. In a similar spirit, Chow et al. (2018) manipulated the linear distance
between arguments and the verb in Mandarin. They find that when the two arguments
are adjacent to the verb, the N400 is blind to thematic role reversal situations (Cop ba
thief arrest, meaning “the cop arrested the thief,” vs. Thief ba cop arrest, meaning
“the thief arrested the cop”). By contrast, when a temporal adverbial is inserted

between the second argument and the verb, which creates a little buffer to update
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predictions on the verb, the N400 effect becomes present (Yesterday cop ba thief
arrest, meaning “the cop arrested the thief yesterday,” vs. Thief ba cop yesterday
arrest, meaning “the thief arrested the cop yesterday”). The above findings reveal that
argument role information can constrain predictions on the verb within at least one to
two seconds, although this is notably longer than many other contextual information

sources.

3.1.2 Bag of Words vs. Bag of Arguments hypotheses in argument-verb computation

Prior work has shown that argument role information impacts predictions
relatively slowly, but what is happening during this long time window before
argument role impacts prediction? How are the necessary computations ordered
within this time? Prior to argument roles coming in, do comprehenders just compute
basic lexical association, or can some level of structure be playing a role earlier?
Chow, Smith et al. (2016) hypothesize that even before argument role impacts
prediction, structure is already impacting prediction in the sense that a subset of noun
phrases are identified as arguments of the upcoming verb, and this information can
constrain the prediction of the verb. They call this the “Bag of Arguments”
hypothesis, using a metaphor that elements in the “bag” are relevant information for
prediction. In contrast to the “Bag of Arguments” hypothesis is the “Bag of Words”
hypothesis, which suggests that all the words in the context can contribute to
prediction prior to the late-stage contribution of argument role.

To test these two hypotheses, Chow, Smith et al. (2016) create sentences with

three noun phrases in a row. The last two noun phrases are placed in an embedded
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sentence and the critical verb comes at the end of the embedded sentence. N400
responses are evaluated at the embedded verb. By reversing the order of the first two
noun phrases, they introduce different arguments in the embedded sentence (“The

exterminator inquired which neighbor the landlord had evicted” vs. “The neighbor

inquired which exterminator the landlord had evicted”). The Bag of Words
hypothesis would predict no difference between conditions, because the three noun
phrases, regardless of their order, are all inside the “bag.” In other words, with the
metaphor that elements in the bag are relevant information for prediction, the scope of
the “bag” under the Bag of Words hypothesis is the entire sentence. By contrast, the
scope of the “bag” would be smaller under the Bag of Arguments hypothesis, as here
the identification of the subset of nouns that are arguments of the upcoming verb is
used to predict the upcoming verb; the ‘bag’ refers to the embedded clause. The Bag
of Arguments hypothesis would predict an N400 effect to the sentences described
above, since the two conditions involve different arguments in the "bag.” In
particular, with a neighbor and a landlord in the bag, the predicted event is evicting.
However, evicting would be a less likely event if the arguments are an exterminator
and a landlord. ERP results reveal an N400 effect between conditions, and support
the Bag of Arguments hypothesis. The finding shows that comprehenders able to
identify noun phrases that could be arguments of a verb and update their predictions
based on that.

Note that the Bag of Arguments hypothesis also predicts that argument roles
would not impact the prediction of an upcoming verb. Metaphorically speaking, these

arguments are lumped in the bag, so their argument role information is not
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distinguishable for prediction. Chow, Smith et al. (2016) include a second experiment
where the order of the last two arguments is reversed in the embedded sentence,
creating role reversal scenarios (“The restaurant owner forgot which customer the

waitress had served” vs. “The restaurant owner forgot which waitress the customer

had served”). They successfully replicate prior studies by showing a null N400 effect
between conditions.

Taken together, Chow, Smith et al. (2016) take their results to support the Bag
of Arguments hypothesis, showing that initial verb prediction is constrained by noun
phrases that are in the same clause as the target verb. What is implied by this
conclusion is that the parser is able to identify which noun phrases could be
arguments of the upcoming verb, potentially based on the structure cue provided by
the clause boundary. Then, if an additional several hundred milliseconds is provided,
argument role could constrain predictions of a verb as well (Chow et al., 2018;
Momma et al., 2015). These findings imply that there are two stages of argument-
verb computations. First, there exists a time window for the parser to identify if the
noun phrases could be arguments of the verb, and to use that information to update
predictions. Then, a later stage at which the parser is able to update predictions on the
basis of argument roles, and construct detailed representations of a sentence.

However, in Chow, Smith, et al. (2016), the noun phrase outside of the
embedded clause is in fact linearly further away from the embedded verb. In other
words, with English sentences, whether the noun phrase could be the argument of a

verb is confounded with linear distance from the verb. The effects they observed
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could therefore result from a recency effect or priming. We will revisit the Bag of

Arguments hypothesis when we discuss the experiment design of the current study.

3.1.3 The current study

Prior studies have broadly indicated that prediction on the basis of argument
roles is slow, and Chow, Smith et al.’s (2016) study provides intriguing initial
evidence that this may reflect temporally staged argument structure computations,
where initial verb prediction is constrained by the identification of arguments but not
their roles—the Bag of Arguments hypothesis. However, as discussed in the section
above, only one data point exists so far in support of the Bag of Arguments
hypothesis, and in that study whether a noun phrase could be an argument of an
upcoming verb is confounded with linear distance between the noun phrase and the
verb. Furthermore, the temporal dynamics of the processing stages by which the
parser incorporates different pieces of information from the noun phrase to predict the
verb, remain relatively vague. In this chapter, our goal is to devise a stronger test of
the Bag of Arguments hypothesis, with better control of the linear distance between
the noun phrases and a verb. More broadly, our aim is to begin to more
comprehensively map the time course of argument-verb computations. We hope that
by getting a better understanding of when different pieces information contribute to
the prediction of the verb, we can develop a processing model which identifies and
maps out the stages comprehenders go through to compute argument-verb relations.

In the three ERP experiments reported here, the basic logic is the following.

We used the timing of prediction, as indexed by the N400 effect, to study when
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different pieces of argument information contribute to predictions of the verb, as
successful prediction depended on finishing computation of linguistic information in
the context. We varied the presentation rate to investigate the amount of time needed
for a particular type of argument information to impact prediction of the verb. All the
experiment materials were in Mandarin, which has properties that allow us to keep
the linear distance between noun phrases and verbs identical regardless whether the
noun phrase could be an argument of the verb (more explanations below). We started
our study with a slower presentation rate (800 ms), testing if prediction of the verb
was constrained by noun phrases in the same clause as the verb, a situation in which
the noun phrases were more likely to be the arguments of the verb (Experiment 4) and
comparing the impact of argument role at the same presentation rate (Experiment 5).
Thus, the first two experiments established the time frame for the Bag of Arguments
hypothesis. Then we tested if a similar effect still held with a faster presentation rate

(600 ms) in Experiment 6.

3.2 Experiment 4

In Experiment 4, we tested whether identifying noun phrases as arguments of
the verb can be a useful cue to constrain predictions of the verb, when linear distance
between the noun phrases and the verb is better controlled. Specifically, the Mandarin
ba construction places two arguments before the verb (e.g. Millionaire ba servant
fired meaning “Millionaire fired the servant”). While this sentence is monoclausal, a
biclausal sentence could be introduced with the same noun order simply by replacing

ba with a clausal verb, such as think (Millionaire thought servant fired...), so that the
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verb is no longer predicted by the context. The Bag of Arguments hypothesis predicts
that comprehenders should be able to identify noun phrases that could be the
arguments of the verb relatively quickly. In this example, if both servant and
millionaire are identified as arguments of a verb, it is more likely that the verb is fire
than if servant is the only argument in the “bag.” If this is the process used by
comprehenders, then we expect to observe a smaller N400 response at the verb in the
one-clause ba condition compared to the two-clause think condition. The Bag of
Arguments hypothesis would also predict that there is a time period in processing at
which the parser had not committed to the thematic role of the arguments yet;
metaphorically speaking, all the relevant arguments are lumped in the bag, with
argument roles undefined. We will wait until Experiment 5 to directly test this
prediction of the hypothesis.

We relied on previous role reversal studies to determine the presentation rate
of Experiment 1. As far as we could tell, 800 ms was the slowest presentation rate
where a null effect of argument role on the N400 was observed in role reversal
studies (Momma et al., 2015), and thus this rate seemed like a good place to start in
narrowing in on the hypothesized time window in which argument(s) of a verb could

impact prediction but not the role bounded by the argument.

3.2.1 Participants
The participants were 40 naive young adults (28 females, 18-40 years old,
mean: 24) from National Taiwan Normal University. All of them were right-handed

native Mandarin speakers, without a history of neurological or psychiatric disorders.
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Of the 40 participants, 7 were excluded after pre-processing because of excessive
eye-blinking, muscle potentials, sweat artifact and alpha waves. The reported results
were obtained from the remaining 33 participants (18 females, 19-40 years old, mean:
24). Informed consent was obtained from all participants. The experiment protocol
was approved by the Institutional Review Board Office at the University of Maryland

College Park.

3.2.2 Materials

Materials were sentences adapted from Experiment 3 in Chow et al. (2018).
We began by selecting 60 sentences, all of which used the SOV ba construction in
Mandarin. In particular, the construction requires a transitive verb, and the morpheme
ba always follows an agent argument and is immediately followed by a patient
argument. That is, in this construction, unambiguous and reliable cues about the
arguments’ syntactic roles are available before the presence of the verb. In our
experiment setup, the two preverbal arguments were always animate. None of the
target verbs were repeated. The 60 sentences were considered the Baseline sentences;
we replaced the morpheme ba with the verb think to create another 60 sentences as
the critical Complement sentences. In other words, the two conditions for the
experiment were (1) Baseline condition, with the two noun phrases presented in a
canonical SOV word order and (2) Complement condition, with the verb think
separating the two noun phrases into different clauses (see Table 3). Since replacing
ba with think would introduce a clause boundary between two noun phrases, the

critical verb, which was then embedded in a subordinate clause, became much less
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predictable based on the second noun phrase alone. Note that we wrote different post-
target verb continuations to the two conditions, because the structure requirements of
the two conditions were very different. For the Baseline condition, the two pre-verbal
arguments had satisfied the argument structure restrictions of a transitive verb. By
contrast, when the transitive verb was embedded in a subordinate clause, such as in
the Complement condition, it would introduce another argument into the subordinate
clause to make the sentence grammatical. Therefore, depending on the length of the
continuations, the length of our sentences ranged between six to nine words long.
Despite the length of the sentence varied, the number of words was always identical
up to reaching the target verb. Lastly, we adapted the materials to accommodate small

lexical differences in language use between Mandarin speakers in China and Taiwan.

The 120 sentences were divided into two lists in a latin square design.

Condition ‘ Sentence context Post target verb continuation
B4 A AR T Zi& BRI AT By BER
Baseline Millionaire ba servant fired-ASP then immediately hired new housekeeper

“The millionaire had fired the servant and then immediately hired a new housekeeper.”

HERE EABET BT R

Complement | Millionaire thought servant fired-ASP : kid very not should

“The millionaire thought that it was inappropriate for the servant to fire the kid.”

Table 3: Example stimulus in each condition in Experiment 4

To confirm that comprehenders did engage predictive mechanisms during the
experiment that modulated N400 amplitude, we also included 30 pairs of sentences
instantiating a cloze contrast (High: 38% vs. Low: 9%) as our control items. Different

from the experimental conditions, the control sentences were of simple SVO
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structure, with predictability being examined at the object noun position (e.g. The

tourist had picked up the flowers / the cherries). Here, prediction was updated based

on the information provided by a subject and a verb. The 30 pairs of sentences were
counterbalanced between two lists.

Two lists were constructed such that no sentence context or target word was
presented twice in one list. Each list consisted of 240 sentences, including 30
sentences in the Baseline condition, 30 sentences in the Complement condition, 30
sentences of high-cloze target in the High condition, 30 sentences of low-cloze target
in the Low condition, and an additional 120 filler sentences from an unrelated
experiment reported elsewhere (Liao & Lau, 2020). Participants were randomly
assigned to one of the two lists. The presentation order of the sentences was

randomized.

3.2.3 Procedure

Participants sat in front of a computer screen with their hands on a keyboard.
Sentences were segmented into words (see Example in (1)), which were presented
one word at a time in a white font (traditional Chinese characters) on a black
background at the center of the screen. Each sentence was preceded by a fixation
cross that appeared for 600 ms. Each word appeared on the screen for 600 ms, with a
200 ms inter-stimulus interval, for a stimulus-onset asynchrony (SOA) of 800 ms
(See Figure 11 for details). At the end of 20% of the trials, a comprehension question
would show up on the screen, and the participant had to answer via a button press in

order to proceed to the next trial. Prior to the experimental session, participants were
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presented with six practice trials with feedback to familiarize themselves with the
task. The experimental session was divided into 4 blocks of 60 sentences each, with
short pauses in between. Including set-up time, an experimental session lasted around

90 minutes.

(1) Sentence segmentation for stimulus presentation:

ol

A N IRIE T /2 e/ LB T TV -

Millionaire/ ba/ servant/ fired-ASP/then/immediately/hired/new/housekeeper

Fixation

600 ms

NP1 “Millionaire”
600 ms
Co-verb “ba”
600 ms

NP2 “servant”
600 ms

TIME Verb-ASP “fired-asp”

600 ms

200 ms

[Post-target verb
continuation, and the
sentence continues... |

600 ms

Figure 11: Presentation of stimuli in Experiment 4

3.2.4 Data acquisition and analysis

E-prime 2.0 (Psychology Software Tools Incorporated) was used to present
the experimental stimuli, record participants’ behavioral data, and send the event
codes to the digitization computer. EEG was recorded from 30 electrodes placed
according to the 10/20 system (FP1, FP2, F7, F3, FZ, F4, F8, FT7, FC3, FCZ, FC4,

FT8, T3, C3, CZ, C4, T4, TP7, CP3, CPZ, CP4, TP, TS, P3, PZ, P4, T6, O1, OZ,
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02). Each channel was referenced to an average of the left and right mastoids for both
online and off-line analyses. Four additional electrodes (two on the outer canthus of
each eye and two on the upper and lower ridge of the left eye) were placed to monitor
blinks and horizontal eye movements. The impedance of all the electrodes was kept
below 5 kQ. EEG signals were continuously digitized at 1000 Hz, filtered between
DC to 100 Hz (NuAmps, NeuroScan Incorporated).

ERP analyses were time-locked to the onset of the verb for the critical
conditions and to the onset of the noun for the sanity check items. The EEG data were
processed with EEGLAB (Delorme & Makeig, 2004) and ERPLAB (Lopez-Calderon
& Luck, 2014) in Matlab (MathWorks, Inc.). A linear derivation file was first
imported to convert the four monopolar eye-movement monitoring channels to two
bipolar channels (VEOG and HEOG). We applied a notch filter at 60 Hz and an
Infinite Impulse Response (IIR) filter with the band-pass value set between 0.1 Hz to
30 Hz, 12 dB/oct. Then we extracted epochs of length -100 to 800 ms. Baseline
correction was applied with the pre-stimulus -100 to 0 ms interval. After baseline
correction, artifact rejection was carried out by reviewing the epochs both
automatically and manually: At each channel, a 200-ms window was moved across
the data (100 ms before and 800 ms after the stimulus) in 100-ms increments and any
epoch where the peak-to-peak voltage exceeded 70 puV was rejected. We then
reviewed the data, and adjusted the voltage threshold for individual subjects, to
ensure that epochs contaminated by excessive blinking, body movements, skin
potentials, and amplifier saturation were rejected. The mean rejection rate across

participants was 19.2 + 11.9% (mean + SD); participants with greater than 40% trials
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rejected were excluded from further analysis. The following were the rejection rates
for each condition: Baseline: 20.0 + 12.4%; Complement: 17.9 + 12.7%; High: 21.1 +
12.1% and Low: 18.0 = 10.5%.

Our hypotheses centered around the N400 response at the verb for the critical
comparisons and at the noun for the sanity check items, so we selected nine
electrodes over the central-parietal area (C3, CZ, C4, CP3, CPZ, CP4, P3, PZ, P4),
known to show the most prominent N400 effect. We carried out a paired t-test on the
mean amplitudes in the measurement time window of 300-500 ms, evaluating effects
of Predictability (Baseline, Complement). The sanity check items that were designed
to replicate standard N400 effects of cloze probability, we carried out a paired t-test
over the same set of electrodes evaluating the effect of Cloze probability (High,

Low).

3.2.5 Results
3.2.5.1 Behavioral data
The overall accuracy rate for the comprehension questions was 91 % (79%-

100%), showing that participants were paying attention during the experiment.

3.2.5.2 ERP data
Figure 12 below presents the grand average ERPs to N400 effect of
Predictability in the critical sentences (Baseline, Complement). Visual inspection

suggests that the Complement condition elicited a larger N400 amplitude than the
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Baseline condition. The results of the pairwise comparison show a significant effect

(t(32) =4.31, p <0.05).

1 I“V 300-500 ms

-1I

—— Baseline Complement minus Baseline

—— Complement

ms
-100 q 100 P ‘ 00 0 SGoo

n

Figure 12: Grand average ERPs to predictability effect of Baseline and
Complement at Cz and the topographic distribution of ERP effects in the 300-
500 ms interval in Experiment 4 (Complement minus Baseline).

Figure 13 shows the grand average ERPs for the Cloze probability effect in
the control items (High vs. Low). Visual inspection finds that the N400 response to
the High condition is reduced relative to the Low condition. The results of the paired
t-test show a significant effect (t(32) = 4.89, p < 0.05). The size of the critical N400

effect was approximately the same as in the control conditions that manipulated cloze

probability through other contextual cues.
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300-500 ms

Cz

o~

Low minus High

Figure 13: Left: Grand average ERPs to cloze control items at Cz in Experiment
1. Right: The topographic distribution of ERP effects in the 300-500 ms interval
in Experiment 4 (Low minus High cloze).
3.2.6 Discussion

The Bag of Arguments hypothesis predicts that there is a stage at which the
identification of noun phrases that could be arguments of a verb could constrain
prediction of that verb, but not the thematic role bound by the noun phrase. In this
experiment, we observed a larger N400 to the verb fired in the Complement
condition, because it was less likely to be an event that would be predicted by the
only argument in the embedded clause, servant. By contrast, in Baseline condition,
fired was the predicted event when the two arguments millionaire and servant were
involved, and its N400 amplitude was reduced. This implied that given a slower
presentation rate at 800 ms, comprehenders could identify if the noun phrase could be
an argument of a verb, and update predictions of the verb based on the that
information. The next question is whether argument role could effectively impact
predictions of verbs at such a slower presentation rate. We will address this question

in Experiment 5.
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3.3 Experiment 5

In Experiment 5, we tested the second prediction of the Bag of Arguments
hypothesis with the same slower presentation rate. To recap, the metaphor that the
arguments are “lumped in a bag” is meant to express the hypothesis that there is a
stage at which identifying the arguments of a verb could constrain prediction but the
argument role information bound by the argument does not. In Experiment 4 we
showed that at a presentation rate of 800 ms, whether a noun phrase is an argument of
the verb did constrain the prediction of the verb. Therefore, in Experiment 5 we asked
whether at the same presentation rate, argument role information does or does not
impact prediction of the verb. Here, the key property of the design is that across
Experiments 4 and 5, we tested the impact of argument identification and argument
role with exactly the same timing and tightly matched experimental items. In
Experiment 5 we kept the same items for the Baseline condition as Experiment 4. To
create the role reversal items, we kept the morpheme ba in the Baseline condition,
and then reversed the order of the two arguments (Millionaire ba servant fired vs.
Servant ba millionaire fired). One might wonder why we ran a between-subject
design as Experiments 4 and 5 rather than a within-subject Clausehood (Baseline,
Complement) by Argument role (Baseline, Reversal) design. The main challenge for
setting up a within-subject design was we found it difficult to generate a full set of
120 role-reversal sentences without repeating the target verbs. We thus decided to use

60 tightly matched sentences between experiments.
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3.3.1 Participants

The participants were 37 naive young adults (24 females, 18-31 years old,
mean: 23) from National Taiwan Normal University. All of them were right-handed
native Mandarin speakers, without a history of neurological or psychiatric disorders.
Of the 37 participants, 10 were excluded after pre-processing because of excessive
eye-blinking, muscle potentials, sweat artifact and alpha waves. The reported results
were obtained from the remaining 27 participants (18 females, 18-31 years old, mean:
23). Informed consent was obtained from all participants. The experiment protocol
was approved by the Institutional Review Board Office at the University of Maryland

College Park.

3.3.2 Materials

The experimental materials were 60 pairs of sentences comprising the two
conditions: Baseline and (role) Reversal. We began with the same 60 Baseline
sentences from Experiment 4. To create the role reversal sentences, we reversed the
order of the two arguments and created role reversal sentences, for example: Baseline
condition (Millionaire ba servant fired, meaning the millionaire fired the servant) and
Reversal condition (Servant ba millionaire fired, meaning the servant fired the
millionaire) (See Table 4). The 60 pairs of items were divided into two lists with latin
square method. To show that participants did engage predictive mechanism during the
experiment, we included the 30 pairs of cloze items in Experiment 4 as our control in
Experiment 5. The same 120 filler sentences used in Experiment 4 were included here

as well.
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Two lists were constructed such that no sentence context or target word was
repeated in the same list. Each list consisted of a total of 240 sentences, including 30
sentences in Baseline condition, 30 sentences in Reversal condition, 30 sentences of
high-cloze target in High condition and 30 sentences of low-cloze target in Low

condition, and 120 filler sentences. Participants were randomly assigned to one of the

two lists.

Condition ‘ Sentence ‘ Post-target continuation
BEHEENEET Z1%& LRI EEAR T WY B
Baseline Millionaire ba servant fired-ASP then immediately hired new housekeeper

“The millionaire had fired the servant and then immediately hired a new housekeeper.”

BN ES e T Z1%& LRI AR T Y B
Reversal Servant ba millionaire fired-ASP then immediately hired new housekeeper

B

“The servant had fired the millionaire and then immediately hired a new housekeeper.’

Table 4: Example stimulus in each condition in Experiment 5.

3.3.3 Procedure

The procedure was identical to Experiment 4. As in Experiment 4, 20% of the
sentences would be followed by a comprehension question. Sentences in Reversal
condition tended to be semantically implausible, which might be weird to be asked a
comprehension question, participants were reminded of answering the questions

based on the content they read.

3.3.4 Data acquisition and analysis
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Data acquisition and analysis were identical to Experiment 4. The overall
mean rejection rate across participants was 19.8 £ 10.3% (mean + SD). Like
Experiment 4, participants with rejection rate greater than 40% were excluded from
further analysis. Rejection rates for each condition were summarized below: Baseline:

19.0 + 11.8%; Reversal: 16.9 + 8.6%; High: 22.6 £ 14.5% and Low: 20.9 + 12.1%.

3.3.5 Results

3.3.5.1 Behavioral data
The overall accuracy rate to the comprehension questions was 91 % (75%-

100%), showing that participants were paying attention during the experiment.

3.3.5.2 ERP data
Figure 14 shows the grand average ERPs for the Predictability effect to
Baseline and Reversal conditions. Visual inspection suggested that there was no N400

difference between the two conditions. The results of the paired t-test similarly

showed no significant difference (t(26) = -0.47, p = 0.64).
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— Baseline

Reversal minus Baseline

Reversa

Figure 14: Grand average ERPs to cloze manipulations of Baseline and Reversal
at Cz and the topographic distribution of ERP effects in the 300-500 ms interval
in Experiment 5 (Reversal minus Baseline).

By contrast, Figure 15 shows the grand average ERPs to the High and Low
conditions. Visual inspection showed that the N400 was reduced to the High relative

to the Low condition. The results of the paired t-test showed a significant difference

between conditions (t(26) = -2.32, p < 0.05).

m"Y  300-500 ms

—__High '1I

— Low

Low minus High

Figure 15: Left: Grand average ERPs to cloze sanity check sentences at Cz in
Experiment 5. Right: The topographic distribution of ERP effects in the 300-500
ms interval in Experiment 5 (Low minus High cloze).

3.3.6 Discussion
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The Bag of Arguments hypothesis predicts there should be a period of time in
which identifying the arguments of a verb could exert an effect on prediction but not
argument role information bound by the arguments. In Experiment 4 we had observed
that with 800 ms presentation rate, comprehenders could tell if the noun phrases could
be arguments of a verb. In Experiment 5, we tested if argument role information
could impact prediction with the same presentation rate. In particular, given
millionaire-as-an-agent and servant-as-a-patient, the predicted verb would be fired,
but the role reversal scenario (i.e. servant-as-an-agent and millionaire-as-a-patient)
would not predict the verb fired. Interestingly, the N400 was not sensitive to role
reversal situations, as if the verb fired were a good fit of event for a servant to act on a
millionaire. As discussed in Section 3.1.1, the insensitivity of N400 to role reversal
situations have been replicated in many languages with various verb final sentence
structures (Kim & Osterhout, 2005; Kuperberg et al., 2007, Momma et al., 2015;
Chow & Phillips, 2013; Chow, Smith et al., 2016). The null effect could not be
attributed to lack of engaging predictive mechanism during the experiment, as we did
observe an N400 effect to the cloze manipulation in our control items. A more likely
explanation to the null effect of the role reversal situations, as suggested by Chow,
Momma et al. (2016), is that it takes longer for prediction to be updated on the basis
of argument role. For example, Momma et al. (2015) have found that the N400 effect
emerged when the presentation rate was increased to 1200 ms.

In sum, in Experiments 4 and 5, we tested the Bag of Arguments hypothesis,
which suggested that there existed a time window where identifying the arguments of

a verb could constrain prediction, but not argument roles bound by the argument.
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With Mandarin, we were able to manipulate whether noun phrases were arguments of
a verb while keep the linear distance between the noun phrases and the verb identical.
Results from Experiments 4 and 5 allowed us to narrow down the time window to
compute different levels of argument-verb relations. Specifically, given a slower
presentation rate at 800 ms, the parser was able to identify noun phrases that were
arguments of a verb, and to use that information to update predictions, but not

argument roles.

3.4 Experiment 6

The goal of Experiment 6 was to identify if there is a lower time limit for
arguments of a verb to be identified to constrain predictions. If there is a time window
at which the parser cannot tell if the noun phrases are arguments of a verb, such that
only word associative effects are present (i.e. the Bag of Words hypothesis), then we
should revise the two-stage model implied by the Bag of Arguments hypothesis into a
three-stage model. We tested the same materials as in Experiment 4 (Millionaire ba
servant fired vs. Millionaire thought servant fired...) with a faster presentation rate of
600 ms. Except for the presentation rate, other settings remained identical as

Experiment 4.

3.4.1 Participants
The participants were 48 naive young adults (22 females, 18-33 years old,
mean: 23) from National Taiwan Normal University. All of them were right-handed

native Mandarin speakers, without a history of neurological or psychiatric disorders.
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Of the 48 participants, 10 were excluded after pre-processing because of excessive
eye-blinking, muscle potentials, sweat artifact and alpha waves. The reported results
were obtained from the remaining 38 participants (20 females, 18-33 years old, mean:
23). Informed consent was obtained from all participants. The experiment protocol
was approved by the Institutional Review Board Office at the University of Maryland

College Park.

3.4.2 Materials

The materials were identical to those in Experiment 4.

3.4.3 Procedure
The procedure was identical to Experiment 4, except for the presentation rate.
The presentation rate was increased to 600 ms, with 500 ms stimulus duration and a

100 ms blank interval. See Figure 16 for details.

Fixation

500 ms

NP1 “Millionaire”
500 ms
Co-verb “ba”
500 ms

NP2 “servant”
500 ms

Verb-ASP “fired-asp”
500 ms

TIME

[Post-target verb
continuation, and the
sentence continues... |

500 ms

Figure 16: Presentation of stimuli in Experiment 6
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3.4.4 Data acquisition and analysis

Data acquisition and analysis were identical to Experiment 4. The mean
rejection rate across participants was 23.1 = 12.7% (mean + SD); participants with
rejection rate greater than 40% were excluded from further analysis. The following
were the rejection rates for each condition: Baseline: 22.0 + 13.5%; Complement:

21.9 £ 12.7%; High: 22.7 + 13.3% and Low: 22.2 + 13.2%.

3.4.5 Results

3.4.5.1 Behavioral data
The overall accuracy rate for the comprehension questions was 93% (83%-

100%), showing that participants were paying attention during the experiment.

3.4.5.2 ERP data

Figure 17 below is the grand average ERPs illustrating the N400 response in
Baseline and Complement sentences. Visual inspection suggested that there was no
N400 amplitude difference between the Think condition and the Baseline condition.

The results of the pairwise comparison showed a null effect (t(37) = 0.10, p = 0.75).
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cz

-

____ Baseline Complement minus Baseline
Complement

Figure 17: Grand average ERPs to predictability effect of Baseline and
Complement at Cz and the topographic distribution of ERP effects in the 300-
500 ms interval in Experiment 6 (Complement minus Baseline).

Figure 18 shows the grand average ERPs to High and Low for the control
items. Visual inspection suggested that the N400 amplitude was reduced for the High

cloze relative to the Low cloze ones. Paired t-test also confirmed the visual inspection

(t(37) = 6.35, p < 0.05).

300-500 ms

Low minus High

Figure 18: Left: Grand average ERPs to cloze control items at Cz in Experiment
6. Right: The topographic distribution of ERP effects in the 300-500 ms interval
in Experiment 6 (Low minus High cloze).
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3.4.6 Discussion

In Experiment 6, we aimed at investigating if there is a lower time limit for
the parser to detect if noun phrases could be arguments of a verb and use that
information to update predictions. We used a slightly faster presentation rate (600 ms)
than in Experiment 4 (800 ms). Prior studies have already reported the absence of
argument role effects on the N400 at a 600 ms presentation rate (Chow & Phillips,
2013; Kuperberg et al., 2007), as we also showed for the slower 800 ms presentation
rate in Experiment 5. Here we rather tested whether the parser could detect if the
noun phrases could be arguments of a verb at the 600 ms presentation rate. Different
from Experiment 4, where we found an N400 effect in the comparison between
Complement and Baseline conditions with the slower presentation rate (800 ms), we
found that this effect was absent with the faster presentation rate (600 ms). In other
words, under time pressure, prediction of the verb was no longer constrained by
arguments of a verb.

The null effect of N400 showed that there is a time window to identify
whether a noun phrase is argument of a verb or not; if the time lapse is not long
enough, then the parser cannot tell. This was what happened when the presentation
rate was increased to 600 ms. The two noun phrases in the Complement condition
were parsed as if they were arguments of the verb, which was the case in the Baseline
condition. Their N400 responses did not differ from each other. The patterns observed
here were compatible with predictions from the Bag of Words hypothesis, which
suggests that structure played a limited role in initial verb prediction; word

associations were sufficient to account for the effects. One alternative explanation for

97



different results between 600 ms (Experiment 6) and 800 ms (Experiment 4) rates is
to suggest that the 600 ms rate was too fast for processing the sentences in general.
However, we note that 600 ms/word is in fact on the slower side against most RSVP
sentence paradigms in ERP. More importantly, we still obtained an N400 effect of
cloze contrast in our control items. This finding is crucial, because it shows that
participants did engage predictive mechanism during the experiment with the faster

presentation rate.

3.5 General Discussion

Three ERP experiments were conducted to map the time course of argument-
verb relation computations. We placed two noun phrases before a verb, and
systematically evaluated the timing for different pieces of argument information to
impact the prediction of a verb. Results from Experiments 4 and 5 showed that with
the slower presentation rate at 800 ms, comprehenders were able to update
predictions based on argument(s) of the verb, but prediction based on argument roles
was not yet effective. By contrast, when the presentation rate was increased to 600 ms
in Experiment 6, comprehenders could no longer detect if the noun phrases could be
arguments of an upcoming verb or not. Under time pressure, verb prediction was
mainly based on nearby words.

Our work provides important support for the Bag of Arguments hypothesis
proposed by Chow, Smith et al. (2016), which suggests that there exists a time
window at which argument role information could not inform the prediction of an

upcoming verb, but noun phrases that are in the same clause as the verb can. What is

98



implied by their conclusion is the parser is able to identify which noun phrases could
be arguments of the upcoming verb, potentially based on the structure cue provided
by the clause boundary. To our knowledge, Chow, Smith et al. (2016) is the only
study so far that supports the prediction of the Bag of Arguments hypothesis.
However, in their experiment setup, whether a noun phrase was an argument of the
upcoming verb or not is confounded with linear distance between the noun phrases
and the verb. In addition, the temporal dynamics of the processing stages by which
the parser incorporates different pieces of information from the arguments to predict
the verb remain relatively vague. In our work, we have controlled linear distance
between the noun phrases and the verb, and identified a time window that
distinguishes arguments identification and argument role computation. In particular,
with a presentation rate of 800 ms, the parser was able to identify if noun phrases
could be arguments of an upcoming verb, and update predictions based on that.
However, prediction on the basis of argument role was not updated at this time point.
Our work goes beyond Chow, Smith et al. (2016), as we show that there is a
lower time limit for the parser to detect if a noun phrase could be an argument of the
upcoming verb and to use this information to constrain verb predictions. When the
time elapsed between the onset of the argument and the verb was 600 ms, we saw no
evidence that the parser had identified if the noun phrase was an argument of the
verb. Such a finding was in line with the predictions of the Bag of Words hypothesis,
which suggested that initial verb prediction was not constrained by structure at all; the
mechanism at work was simply word associations. Chow, Smith et al. (2016) do not

itself contain data to support a temporal distinction between the Bag of Words and the
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Bag of Arguments hypotheses. Our data fills in the gap, as we are able to identify
time windows for each of the stages suggested the hypothesis.

In sum, given the findings of our experiments, we would like to propose a
model of argument-verb relation computations. We will discuss the model in detail in
the section below, but here we would like to point out how our model differs from the
proposal of the Bag of Arguments (Chow, Smith et al., 2016). To begin with, the Bag
of Arguments hypothesis suggests a two-stage model of argument-verb relation
computations. In particular, the Bag of Arguments hypothesis states that there exists a
minimum time window for arguments of a verb to impact predictions, but not
argument role information. In the current study, we show evidence that there exists a
stage before arguments of a verb are identified to inform predictions, in which only
word association is at work (the Bag of Words hypothesis). We were able to
temporally distinguish stages at which the Bag of Words and the Bag of Arguments
hypotheses hold. When such information is incorporated into the model, we ended up
with three stages of argument-verb relation computations.

The other aspect in which our model differs from the Bag of Arguments
model of Chow, Smith et al. (2016) is at which stage the computation is slow. Chow,
Momma et al. (2016) propose that prediction should be seen as a memory retrieval
process, and that it is searching through the memory space for a best fit that slowed
down predictions—not computing argument role information per se. Take the role
reversal situation as an example to illustrate their view, Chow, Momma et al. (2016)
argue that comprehenders could compute the thematic relation bee-as-a-patient

promptly; but prediction is slowed down because comprehenders have to search
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through their memory space for an event that properly involved bee-as-a-patient. In
the current study, we did not have evidence to argue for or against Chow, Momma, et
al.’s (2016) idea that prediction is slow as a result of memory search, but we tend to
rather favor the possibility that parsing itself—that is, the process of assigning
argument roles—is slow. We will walk through our rationale in details in the

following section.

3.5.1 Toward a processing model of argument-verb relation computations

Based on the results of the three experiments and the findings from prior
research (Momma et al., 2015; Chow et al., 2018), we would like to propose a
processing model of computing argument-verb relations (see Figure 19). Note that the
emphasis should not be placed on the exact time point for each level of computation
to occur, but rather levels of argument information the parser computes as time
evolves. As depicted in Figure 19, our model suggests that there are three stages for
different levels of argument information to be computed in argument-verb relation
computations. At an early stage, initial verb prediction is based on word associations.
The parser does not differentiate whether these noun phrases are arguments of an
upcoming verb; it simply finds an event that can be associated with both noun
phrases. For example, as fire could be a very plausible event to involve both a
millionaire and a servant, when under time pressure, the parser does not consider
other cues in the context in addition to the semantic relatedness between the noun
phrases and the verb. This is the time window for the Bag of Words mechanism, or

simple word association to work. Then, at an intermediate stage, the parser becomes
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more sensitive to structural cues. The parser is able to identify whether noun phrases
are arguments of the verb and use that information to update predictions (the Bag of
Arguments hypothesis). It is only at a later stage that the parser starts to compute
argument role information (e.g. servant-as-an-agent and millionaire-as-a-patient) and

construct the full structure of a sentence.

Are they involved

i s ST YT Who did what to whom? 3

Y
o ﬁ @ ZITIME

4
Oms 600ms 800ms 1000ms 1200-1800ms
Onset of the second argument  Bag of words Bag of arguments Full structure
Word associations  Argument identification Argument role
Verb prediction based on ~ Verb prediction based on Verb prediction based on

nearby words arguments of the verb argument roles

Figure 19: The three-stage processing model of argument-verb computations’.

Our data from Experiments 4-6 allowed us to identify the time windows for
the Bag of Words and the Bag of Arguments stages, and we relied on prior work to
identify the time window (between 1200-1800 ms) for argument roles to exert an
effect on predictions. In particular, Chow et al. (2018) find that the N400 is not
sensitive to role reversal situations when the time lapse between the last argument and
the verb is 600 ms, but that the N400 effect emerges when the lapse is increased to
1800 ms, while Momma et al. (2015) with simple Japanese sentences narrow the time
window to 1200 ms. We systematically reviewed existing studies on role reversal

manipulation, and found that a majority of research that reported a null N400 effect

3 The time zero is set at the onset of the second argument, and the temporal scale is
marked by the time lapse between the presentation of the second argument and the
onset of the verb. The idea is to show the amount of time comprehenders have when
all the argument information is available in the context for them to predict the verb.
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had an lapse window shorter than 1200 ms (Chow & Phillips, 2013; Chow et al.,
2015; Hoeks, Stowe, & Doedens, 2004; Kuperberg et al., 2007).

We consider this model a parsing model, which illustrates the time course for
different levels of argument-verb information to be computed to feed prediction. Our
model implies that parsing is slow, as the parser is only able to compute sophisticated
structural information as longer amount of time is granted. Such a slow parsing view
is different from a slow prediction view. To be more precise, the slow prediction view
holds that computing the relations of an argument and its argument role is not taxing;
what slows down prediction is the memory search process to retrieve the best fit of
the context (Chow, Momma et al. 2016). In other words, under the slow prediction
view, it would not be too challenging to compute millionaire-as-a-patient and
servant-as-an-agent. What slows down prediction is to search for an event that
involves them. Momma et al. (2015) examine ERP responses to pre-verbal
arguments, coupled with different case markers, such as bee-accusative vs. bee-
nominative. Their results show that the N400 amplitude is larger in arguments with an
accusative case relative to a nominative case. They interpret the patterns as showing
that the relation between an argument and its argument role could be established very
early. To us, it seems not very clear if the N400 effect reflects differences between
arguments coupled with different roles (e.g. bee-accusative vs. bee-nominative), or
lexical differences of different case markers (-accusative vs. -nominative). Therefore,
we think the existing evidence is neutral on whether the observed delays reflect slow
prediction or slow parsing, and thus for now we prefer to couch the current model in

terms of slow parsing. Still, we would like to clarify that it is not our intention to
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argue against the slow prediction view. In fact, since our experiments were not set up
to test the slow prediction view, we do not have direct evidence to argue for or argue
against it.

Note that although our model implies that argument role is not committed to
initially, we do not suggest that argument role information will never be computed
before the presence of a verb. Rather, our suggestion is that there is a minimum time
window for different levels of argument information to be computed. Before
argument role relation is established, the parser has to identify whether the noun

phrases are arguments of the verb.

3.5.2 Reconciling these results with prior role reversal findings

It is important to note that a few studies have reported obtaining an N400
effect in role reversal manipulations with time lags shorter than 1200 ms (Bornkessel-
Schlesewsky et al. 2011; Ehrenhofer, 2018). We suggest that there are additional
factors that contribute to the shift of the temporal course of argument-verb
computations, and that these factors could be further evaluated to extend the scope of
the current model. For example, Bornkessel-Schlesewsky et al. (2011), who find an
N400 effect in role reversal materials in Turkish and Mandarin, conduct their
experiments aurally, in contrast with most other role-reversal studies in the literature.
Auditory presentation provides phonological cues, such as coarticulation (and tone
sandhi in Mandarin), which are not available in visual presentation. In addition,
unlike visual presentation, auditory materials are more difficult to control for the

synchronization of the onset and duration of target words across experiment items. In
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our opinion, the impact from lower level phonetic cues on argument-verb
computations might not be significant; without synchronizing the onset and duration
of the arguments and the verb, cross-modality comparison does not seem very
feasible. How to extend our model to incorporate data in the auditory modality would
be a direction for future research.

As the current model was based on data in Mandarin, we would also like to
draw special attention to Bornkessel-Schlesewsky et al. (2011), where the authors
report an N400 effect in Mandarin role reversal manipulations. In addition to
modality differences discussed above, it should be noted that they only found an
N400 effect in passive bei constructions in Mandarin, not disposable ba
constructions. Both constructions introduce two preverbal arguments (ba: SOV
structure; bei: OSV structure), but according to Bornkessel-Schlesewsky et al. (2011),
only ba construction involves structural ambiguity at the verb. The parser might not
consider the verb anomalous as it permits a continuation as a relative clause (see
Example 2), so the N400 effect is absent at the verb in ba constructions. However, we
do not find such an interpretation very convincing, as in fact both ba and bei
constructions could take a relative clause continuation after the verb (see Example 3).
The absence of N400 effect could not be attributed to the potential structure
ambiguity in ba constructions. In fact, we believe that the N400 effect in bei
constructions is more likely to have resulted from a language specific pragmatic
principle in Mandarin. Specifically, Mandarin passive bei involved a negative
connotation. The patient of a passive bei sentence always bore a negative

consequence of an event, which is reflected as a bigger N400 as early as the presence
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of the second argument (Philipp, Bornkessel-Schlesewsky, Bisang, & Schlesewsky,
2008). What this means is that the pragmatic cue encoded in the passive marker bei
could facilitate the computation of verb-argument relation, such that the parser was
able to detect the role reversal situation more quickly. In the future, we could
investigate if the “negative” implication of BEI is not the same kind of information as

thematic role information.

(2) e 2 [[5-5% B2 h /Y] ®EDH] 256 T -
Detective ba [[bullet hit de] tin] take-away-ASP
“The detective took away the tin which the bullet hit.”
(3) fEEE w7 [[158 Bh Ay] GERH] B2 T -
Detective bei [[bullet hit de] tin] cut-ASP

“The detective was cut by the tin which the bullet hit.”

Finally, Bourguignon, Drury, Valois, & Steinhauer (2012) show that verb
types could modulate the N400 effect in role reversal situations, at least in English.
The authors on one hand replicate Kuperberg et al. (2007), showing an absent N400
effect of role reversal with action verbs (“The boys have eaten” vs. “The fries have
eaten”); on the other hand, they examine role reversal with psych-verbs, and did
obtain an N400 effect at the verb (“The judges have despised” vs. “The movies have
despised”). Note that in Bourguignon et al. (2012) the time elapsed between the onset
of the argument and the verb is 1000 ms (as they use 500 ms SOA), so the finding for

action verbs might still be accommodated by the timing proposed in the current
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model. However, with the same timing, the N400 effect observed for psych-verbs is
more difficult to explain. It is possible that the contrast between the sentient and the
nonsentient is psychologically salient, such that given a subject that is nonsentient,
the verb is less likely to be a psych verb. By contrast, for the action verbs, the finer
distinction (e.g. edible vs. not edible) is not immediately available to the
comprehenders; it's not a major division in how comprehenders immediately see the
world. Anyway, the intriguing psych-verb data point offers us with a direction to
examine the broader question of how verb types interact with argument features
identified in the model, such as argument identification and argument roles. We leave

this question for future explorations.

3.6 Conclusion

Based on the results of prior studies and our three experiments, we have
proposed a model of the time course of argument-verb relation computation. At an
initial stage, when the time lapse between the onset of the second argument and of the
verb is 600 ms only, the parser does not differentiate structures among the noun
phrases. This is the time window for the Bag of Words hypothesis, or simple word
association, to work. Then, at an 800 ms lapse, the parser is sensitive to whether the
noun phrases are arguments of the upcoming verb, but argument role information
does not come into play at this time window (the Bag of Arguments hypothesis). It is
only at a later stage (between 1200-1800 ms) that the parser starts to consider
argument roles in computing argument-verb relations. Our model thus maps a more

detailed time course for online sentence comprehension.
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Chapter 4: ERP sensitivity to subcategorization violations in L2

4.1 Introduction

Everyone knows that acquisition of a second language in adulthood is hard.
This chapter is part of a broader research endeavor aimed at determining which
components of L2 learning are harder than others, and why. Specifically, we will
investigate the hypothesis that acquiring subcategorization frames that conflict with
their L1 is particularly difficult for L2 speakers.

Only a handful of prior psycholinguistic and electrophysiological studies have
investigated the impact of L1 transfer on subcategorization knowledge in L2. Part of
the reason may be Clahsen and Felser’s influential work (2006) emphasizing the idea
that L2 speakers can successfully compute local verb-argument relations in canonical
order even when they fail on more complex aspects of the sentence structure.
However, as verb-argument computation involves lexical syntax, evidence of native-
like computation of verb-argument relations requires more than just getting the
interpretation right. To be more specific, while event concepts of common verbs are
likely to be the same for speakers of different languages (e.g. eat, sleep), which
arguments a verb subcategorizes for is linguistic knowledge, and could vary from
language to language. When subcategorization information does not match between
L1 and L2, how does this mismatch impact L2 speakers in real time?

In framing the current study, we assume the hypothesis that subcategorization
information is encoded in the verb (Chomsky, 1981; 1995). In particular, when a verb

is presented before arguments, the incoming arguments are checked against the
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subcategorization information retrieved from the verb’s lexical entry. However, even
after the subcategorization knowledge of a verb in L2 has been learned, such that it
now constitutes part of the L2 speaker’s linguistic knowledge, the process of
accessing the subcategorization information from the lexical entry during online
sentence comprehension may be more error-prone in L2. This could be particularly
problematic in a case in which the L1 verb corresponding to the same event concept
has a substantially different subcategorization frame from the L2.

The current study was designed to test this hypothesis, that online verb-
argument computation is impacted by L1 transfer. In other words, subcategorization
of verbs in L1 will have a significant impact on how learners parse sentences in L2.
For example, in English, “bark” takes only one argument whereas it can take two
arguments in Mandarin. Therefore, English L1 speakers will reject sentences like
“The dog is barking the girl” but those sentences might be accepted by L2 speakers
whose L1 is Mandarin, as it means “The dog is barking at the girl” in Mandarin. We
will evaluate this hypothesis with EEG, as it has excellent temporal resolution and
allows us to track how bilinguals resolve the grammaticality conflict in their two

languages in real time.

4.1.1 Prior behavioral studies investigating the processing of subcategorization in L2
A handful of prior studies using behavioral methods have investigated how

processing of subcategorization is impacted in L2. Jiang (2007) asked whether L2

speakers could detect subcategorization violations online by examining their reaction

time profile in self-paced reading. This study focused on speakers whose L1 was
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Mandarin and whose L2 was English. Materials were sentences of a variety of
structures, but the ungrammatical ones always involved a complement that the verb
did not subcategorize for (e.g. “The mayor promised to offer/*keep the returning

advisor a better position soon”; “The teacher wanted/*insisted the student to start all

over again”). The results showed that Mandarin L2 speakers of English had a similar
processing profile as L1 English speakers. Although the reading time in the L2 was in
general slower, both groups showed a slowdown at regions after the subcategorization
violation occurred. Jiang (2007) thus argued that L2 speakers were sensitive to verb
subcategorization errors in real time. However, Jiang (2007) did not focus on the
existence of discrepancies between L1 and L2 subcategorization frames. Therefore,
even though L2 speakers appeared to quickly detect subcategorization errors in this
study, these results leave the question open of whether native-like detection of
subcategorization violations depends on facilitation through their L1.

Although to our knowledge no previous behavioral studies have investigated
this question through a violation paradigm, several studies have suggested L1 transfer
of subcategorization information by showing that subcategorization preferences could
be carried over from L1 (Dussias & Cramer Scaltz, 2008; Dussias, Marful, Gerfen, &
Bajo, 2010). For example, Dussias, et al. (2010) ran a norming task of 100 English
verbs on late Spanish L2 speakers of English. Sentence frames, which contained only
a subject and a verb, were given to the bilinguals. The authors looked at the structure
of the continuations that the L2 speakers provided, and compared the results with the
norming data collected from native English speakers in Garnsey, Pearlmutter, Myers

and Lotocky (1997). The cross-study comparison showed that among the 100 verbs,
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39 had between-group subcategorization differences. In addition, 10 of the 39 verbs
showed a transfer effect from L2 speakers’ L1. Although the proportion was not very
high, the results suggested that L1 subcategorization could play a role in processing
L2.

On the contrary, some researchers have taken the stand that subcategorization
preferences are not subject to L1 transfer (Flett, Branigan, & Pickering, 2013; Gries
& Wulff, 2005), based on evidence from structural priming manipulations in
production. Flett et al. (2013) presented unrelated preposition object (PO) or double
object (DO) sentences to participants before they described pictures of a dative event.
They compared the sentences produced by German L2 speakers of English, Spanish
L2 speakers of English, and L1 English controls. Importantly, while German can take
both PO and DO structures, Spanish only allows PO structure. Flett et al. (2013)
argued that models in which native structural preferences impact non-native ones
should predict several differences between the German and Spanish L2 groups. First,
because German speakers encounter PO and DO structures at roughly equal
frequencies in their native language, and Spanish speakers only encounter PO
structures, such models should predict that the baseline rate of DO structures in L2
English production should be lower for Spanish speakers. Second, because structural
priming generally shows an “inverse preference effect” in which less frequent
structures are primed more strongly than frequent ones, Spanish speakers should
show a relatively larger priming effect for DO structures than German speakers or
English native speakers. However, regardless of their linguistic backgrounds,

participants of the three groups showed the same baseline rate of DO structures, and
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showed the same degree of priming in producing a DO structure followed by reading
DO sentences or a PO structure followed by reading PO sentences. These results led
the authors to downplay the effect of subcategory restrictions from participants’ L1.
However, we should be cautious about generalizing the results of a priming paradigm.
With a brief exposure to a sentence in L2 comprehension, its structural representation
may become more activated in speakers’ mind to impact immediately subsequent
production, washing out L1 impacts. However, this doesn’t rule out the possibility
that the initial comprehension process is impacted by the L1. For example, it is
possible that if we used a different paradigm (such as a violation paradigm), which
did not consist of comprehension-to-production priming, L1 transfer could be

observed.

4.1.2 ERP studies of subcategorization violation in L1 and L2 speakers

As we have reviewed extensively in prior chapters, EEG has high temporal
resolution for tracking task-related computation online, and a number of prior studies
have identified ERP responses that appear to be tied to the detection of
subcategorization violations in native speakers. Such violations have generally
elicited N400 and P600 responses in ERP, although there is some variability.

Friederici and Frisch (2000) was an early landmark study of the response to
argument structure and subcategorization violations in ERP, which manipulated two
kinds of mismatches between the verb and its arguments in German: number of
arguments and type of object arguments. In their first experiment, two arguments

preceded the verb (Anna knows that the inspectoryou the banker cc monitored..).
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Number of arguments mismatch was achieved by substituting an intransitive verb for
a transitive one, such that the second argument became an unlicensed argument
(*Anna knows that the inspectoryomthe bankerscc departed...). By contrast, type of
arguments was achieved by substituting a verb that assigned dative case to the object
instead of accusative case (*Anna knows that the inspectornoy the bankerscc
helped...). ERP responses were time-locked to the onset of the verb. The ERP results
showed that compared with canonical sentences, mismatch of number of arguments
elicited an N400-P600 biphasic response, and mismatch of type of arguments elicited
a LAN-P600 response. As German has relatively free word order, in their Experiment
2, they placed a verb before two arguments (7oday visited the cousinyou the
violinistycc in the hospital), and then manipulated the same kinds of mismatches
between the verb and its arguments in Experiment 1. Number of arguments mismatch
was achieved by replacing a transitive verb with an intransitive one, such that the
second argument became an unlicensed argument (*7oday dawdled the cousinyou the
violinistyccin the hospital). Type of arguments was achieved by marking the second
argument with a wrong case marker, a dative, when all the critical verbs assigned
accusative to their object (Today visited the cousinyoy the violinistparin the hospital).
ERP responses were time-locked to the onset of the second argument. As in the first
experiment, they found that compared with canonical sentences, mismatch of number
of arguments elicited both an N400 and a P600 effect, while here mismatch of type of
arguments only elicited a P600 effect. Similar results for number of arguments
mismatches were observed as part of a Dutch study aimed at investigating the P600

across modalities (Hagoort & Brown 2000), where they reported a P600 effect for
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these mismatches in both auditory and visual presentation, preceded by a small,
fronto-central negativity, larger with auditory presentation. Kielar, Meltzer-Asscher
and Thompson (2012) examined similar kinds of subcategorization violations of
intransitivity in English (“John visited/*sneezed the doctor’). They reported an N400-
P600 effect to the determiner and the noun in both young and healthy elder adults, but
only a P600 effect in agrammatic aphasia patients. In a different kind of
subcategorization violation paradigm, Osterhout, Holcomb and Swinney (1994)
studied the ERP responses to an auxiliary verb in a subordinate clause, which was
introduced either by a complement verb or by a transitive verb that did not take a
finite complement clause (“The doctor hoped/*forced the patient was lying”). They
also found an N400-P600 biphasic response at the auxiliary verb.

How should we understand the ERP responses to subcategorization
violations? Studies discussed above all reported a P600 effect, and they all considered
it a reflection of syntactic processes that involve reanalysis and repair (Friederici &
Frisch, 2000; Hagoort & Brown 2000; Kielar et al., 2012; Osterhout et al., 1994). The
negativity occurred before P600 varied in terms of strength and distributions. Hagoort
and Brown (2000) noticed that in their data, the distribution of the negativity was
more prominent over left frontal cites. They suspected that this effect was a LAN,
which reflected word category violations (Friederici, Hahne, & Mecklinger 1996).
Different from Hagoort and Brown (2000), other studies found that the distribution of
their negativity was more widespread, and was more prominent over the central-
parietal cites, they thus interpreted it as an N400 response (Friederici & Frisch, 2000;

Kielar et al., 2012; Osterhout et al., 1994). Friederici and Frisch (2000) treated this as
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an indication of difficulties in integrating lexical information into the context, but for
Kielar et al. (2012), it reflected problems in lexical access. From my point of view, if
the N400 effect was real, it could also be interpreted as encountering a word whose
conceptual and semantic features were not pre-activated. Consider the example “John
visited/*sneezed the doctor” from Kielar et al. (2012). Given the intransitive verb
“sneezed,” comprehenders would not expect an argument to come next. By contrast,
by getting a transitive verb “visited,” the parser may start to expect an argument, and
pre-activate features that could be related to that argument. It may be for this reason
that the N400 amplitude to the subsequent noun phrase was larger in the intransitive
context relative to the transitive context.

To our knowledge, only a handful of studies that have investigated L2
subcategorization violation with EEG. Karatas (2019), in a manipulation of lexical
case violations in Turkish, reported a widespread negativity and a P600 effect on the
verb at which the violation can be detected in the L1 group, but the P600 effect
disappeared in the advanced L2 speakers. Guo, Guo, Yan, Jiang, and Peng (2009)
asked a very different question than Karatas (2019). They wondered if L2 speakers
relied on a lexical-semantic strategy to process problematic syntactic structures such
as subcategorization violations. In a series of prior studies, Osterhout, McLaughlin,
Pitkdnen, Frenck-Mestre, and Molinaro (2006) showed that L2 speakers often
demonstrate N400 effects to syntactic violations such as agreement that would
normally elicit P600 effects in L1 speakers. Therefore, Guo et al. (2009) predicted
that L2 speakers would show an N400 effect to subcategorization violations, whereas

the L1 group a P600 effect. The materials were adapted from Jiang (2007) as
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discussed in the section above, and sentences of similar structures. In both studies,
they compared verbs of different subcategorization frames, with the ungrammatical
sentences always involving a complement that the verb did not subcatecorize for (e.g.

“The mayor promised to offer/*keep the returning advisor a better position soon”;

“The teacher wanted/*insisted the student to start all over again”). ERP responses

were time-locked at a critical word at which subcategorization violation can be
detected, which collapsed across a variety of parts of speech. The results confirmed
their prediction: While L1 speakers showed a P600 effect to subcategorization
violations, Mandarin L2 speakers of English showed an N400 effect. However, it is
worth noting that, as acknowledged by the authors, the negativity obtained in L2
speakers was only prominent over very lateral electrodes, which was very different
than a traditional central-parietal N400 distribution. The results of Guo et al. (2009),
did not speak directly to our main question about whether subcategorization
restrictions in L1 interfere with L2 verb-argument computation, because like Jiang
(2007), Guo et al. (2009) did not examine the difference in subcategorization

restrictions between L1 and L2 in constructing the materials and analyzing the results.

4.1.3 The current study

Our goal was to test if L2 verb-argument computation is subject to substantial
L1 transfer online. We chose to look at the case of L1 Mandarin and L2 English,
because there is a considerable amount of English intransitive verbs whose Mandarin
translation could be either transitive or intransitive (i.e. ambitransitive). For example,

My sister listened the music is acceptable in Mandarin but unacceptable in English. If
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L2 speakers are sensitive to English subcategory restriction online, they should show
an ERP violation response parallel to native speakers when the unacceptable noun
phrase is encountered. We predict that we will obtain a P600 effect to
subcategorization violations in L1, because this result has been very reliable across
studies (Friederici & Frisch, 2000; Hagoort & Brown 2000; Kielar et al., 2012;
Osterhout et al., 1994). By contrast, the negativity observed before P600 in prior
studies varied in strength and distribution, and could be dependent on the contextual
expectations afforded by the design. Although for this reason this earlier response
appears less ideal for testing the transfer hypothesis, we include this “N400” window
in our analysis to provide a point of comparison with prior research.

One concern in L2 research aimed at a specific element of processing, is that
the L2 speakers may simply show insensitivity or non-native-like responses to all of
the experimental manipulations, raising questions about the specificity of the results.
Therefore, to show that our L2 speakers of English were able to parse English
sentences in real time and recognize grammatical violations that are not subject to L1
transfer, we included a control comparison in the current study. Prior work has
showed that even Mandarin L2 speakers who were less proficient in English
demonstrated an L1-like ERP response to phrase structure violations like “a proof of
the theorem” vs. “Max’s of proof the theorem” (Weber-Fox & Neville, 1996).
Therefore, we included the same contrast as a control comparison in the current
study, where the L2 speakers would be expected to show ERP sensitivity to the

violation on any account.
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4.2 Experiment 7

4.2.1 Participants

22 native English speakers (10 females, 18-26 years old, mean: 20.4) and 28
English learners whose L1 was Mandarin (18 females, 18-32 years old, mean: 23.5)
participated in the study. L1 speakers of English were recruited at the University of
Maryland, and none had ever been exposed to Mandarin before. L2 English learners
were recruited at National Taiwan Normal University in Taiwan. On average, the L2
speakers reported starting to learn English around the age of 7 (SD = 2). None of
them had been exposed to an English-only environment for studying English. All of
them were proficient in English, with the following self-reported English proficiency
in different skills (1 = not fluent at all; 7 = very fluent): Listening: 5.6 (SD = 0.7);
Speaking: 5.2 (SD = 1.0); Reading: 5.6 (SD = 0.9); Writing: 5.0 (SD = 0.8). As a
more objective measure of fluency, all participants had passed a standardized English
proficiency test beyond Common European Framework of Reference for Languages
(CEFR) B2 level. Both groups of participants were right-handed and did not have a
history of neurological or psychiatric disorders. All of them consented to participate
in the experiment. The experiment protocol was approved by the Institutional Review

Board Office at the University of Maryland College Park.

4.2.2 Materials

The critical subcategorization stimuli were sentences of Subject-Verb-Object

structure, with the verb being varied between two conditions: (1) Grammatical and
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(2) Ungrammatical subcategorization. Verbs in the Grammatical conditions were
transitive in both English and Mandarin (e.g. record), whereas verbs in the
Ungrammatical conditions usually do not take a direct object in English but are
ambitransitive in Mandarin (e.g. listen). Note that although verbs in the
Ungrammatical condition were intransitive, they can introduce a subsequent argument
with the insertion of a preposition (e.g. listen to the music). The selection of the verbs
was based on the intuition of the researcher (Mandarin native speaker with L2
English), and cross-checked with the online Cambridge English Dictionary
(https://dictionary.cambridge.org/zht/) and another Mandarin native speaker. We
matched the lexical frequency and word length of verbs across the two conditions
(lexical frequency: Grammatical: 17352, Ungrammatical: 19382, t(59) = 0.46, p =
0.65; word length: Grammatical: 6; Ungrammatical: 6, t(59) = 0.55, p = 0.58). Except
for the verbs, the rest of the sentences remained identical. 60 pairs of critical
sentences were created, and were proofread by three native English speakers. To
ensure that not all sentences with an intransitive English verb were ungrammatical
and vice versa, we added two filler conditions with grammatical intransitive verbs
and with ungrammatical transitive verbs (Table 5). Each filler condition consisted of

30 sentences.
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Condition Example stimuli

Grammatical My sister is recording the music.

Subcategorization
Ungrammatical | My sister is listening the music.

Standard The scientists criticized Max’s proof of the theorem.
Phrase structure
(Control items) Anomaly The scientists criticized Max’s of proof the theorem.
Grammatical The singer sneezed during the concert.

Filler
Ungrammatical | The leader should impose by next week.

Table S: Example stimuli in each condition in Experiment 7

To show that L2 speakers were able to parse English sentences, we adapted
sentences with phrase structure violations from Neville, Nicol, Barss, Forster, and
Garrett (1991) as our control comparison items. In particular, Weber-Fox and Neville
(1996) reported that L2 speakers, even with delayed exposure to English (with age
above 11), were able to show a LAN-P600 effect to phrase structure violation
sentences (“The scientists criticized a proof of the theorem” vs. “*The scientists
criticized Max’s of proof the theorem’). We slightly revised the “standard” sentences
by replacing “a proof” with “Max’s proof” (“The scientists criticized Max’s proof of
the theorem”), in order to ensure that not all the proper names occurred in an
ungrammatical context. We adapted 30 sentences from Neville et al. (1991), and
wrote another 30 sentences of the same structure in order to create 60 pairs of
sentences for a controlled comparison.

Two experiment lists were constructed such that no sentence context or
critical verb was repeated within the same list. Each list consisted of 60

subcategorization sentences (30 Grammatical and 30 Ungrammatical), 60 filler
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sentences and 60 phrase structure sentences (30 Standard and 30 Violation). The
presentation order was randomized within each list. Participants were randomly

assigned to one of the two lists.

4.2.3 Procedure

Participants sat in front of a computer screen and put their hands on a
keyboard. Sentences were presented one word at a time in a black font on a white
background at the center of the screen. Each sentence was preceded by a fixation
cross that appeared for 600 ms. Each word appeared on the screen for 400 ms, with a
200 ms inter-stimulus interval, for a stimulus-onset asynchrony (SOA) of 600 ms. At
the end of each sentence, participants were asked to judge if the sentence they just
read was grammatical or not via button pressing. Prior to the experimental session,
participants were presented with six practice trials with feedback to familiarize
themselves with the task. Including set-up time, an experimental session lasted
around 90 minutes.

After the ERP experiment, L2 speakers were asked to perform an offline
paper-pencil task on the same subcategorization violations as a control task to
evaluate their ability to recognize the violations when there was no explicit time
constraint. During the task, they were asked to correct the grammar of sentences in
Subcategorization conditions and Filler conditions that they had read during the ERP
experiment. We did not include sentences from Phrase structure conditions, such that
the offline task would not last too long. L2 speakers were informed that there was no

time limit for them to perform the task. All the L2 speakers finished the task in 40
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minutes.

4.2.4 Data acquisition and analysis

The L1 data were collected in the US. EEG was recorded from 29 electrodes
placed according to the 10/20 system (FP1, FP2, F7, F3, FZ, F4, F8, FT7, FC3, FCZ,
FC4, FT8, T7, C3, CZ, C4, T8, TP7, CP3, CPZ, CP4, TPS, P7, P3, PZ, P4, P§, Ol,
02). Each electrode was referenced to the right mastoid online and re-referenced to
the average of the left and right mastoids offline. Four additional electrodes (two on
the outer canthus of each eye and two on the upper and lower ridge of the left eye)
were placed to monitor blinks and horizontal eye movements. The impedance of all
the electrodes was kept below 10 kQ. EEG signals were continuously digitized at 500
Hz, filtered between 0.05 to 100 Hz in US (SynAmps, NeuroScan Incorporated).

The L2 data were collected in Taiwan. EEG was recorded from 30 electrodes
placed according to the 10/20 system: the same 29 scalp positions as in the L1 cap,
plus OZ. Each electrode was referenced to an average of the left and right mastoids
online. Four additional electrodes (two on the outer canthus of each eye and two on
the upper and lower ridge of the left eye) were placed to monitor blinks and
horizontal eye movements. The impedance of all the electrodes was kept below 10
kQ. EEG signals were continuously digitized at 500 Hz, filtered between DC to 100
Hz in Taiwan (NuAmps, NeuroScan Incorporated).

The EEG data were processed with EEGLAB (Delorme & Makeig, 2004) and
ERPLAB (Lopez-Calderon & Luck, 2014) in Matlab (MathWorks, Inc.). A linear

derivation file was first imported to convert the four monopolar eye-movement
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monitoring channels to two bipolar channels (VEOG and HEOG). We applied a notch
filter at 60 Hz and an Infinite Impulse Response (IIR) filter with the band-pass value
set between 0.1 Hz to 30 Hz, 12 dB/oct. Then we extracted epochs of length -100 to
1200 ms, from the onset of the determiner until the end of the noun phrase for the
Subcategorization conditions, and from the onset of the preposition to the next word
for the control Phrase structure conditions. Baseline correction was applied with the
pre-stimulus -100 to 0 ms interval. After baseline correction, artifact rejection was
carried out by reviewing the epochs both automatically and manually. At each
electrode, a 200-ms window was moved across the data (100 ms before and 1200 ms
after the stimulus) in 100-ms increments and any epoch where the peak-to-peak
voltage exceeded 70 puV was rejected. We then reviewed the data, and if needed,
adjusted the voltage threshold for individual subjects. Epochs contaminated by
excessive blinking, body movements, skin potentials, and amplifier saturation were
rejected. The overall rejection rates were 80 = 10% for the L1 group and 88 + 10%
for the L2 group (mean + SD); participants with greater than 40% trials rejected were
excluded from further analysis.

Our hypotheses centered on the N400 and P600 responses at the determiner
for the critical Subcategorization conditions and the LAN and P600 responses at the
preposition for the Phrase structure conditions. We selected six electrodes over the
frontal area (F3, FZ, F4, FC3, FCZ, FC4), six electrodes over the parietal area (CP3,
CPZ, CP4, P3, PZ, P4) and averaged them as our clustered region of interest (ROI)
for both Subcategorization and Phrase structure comparisons. For Subcategorization

conditions, we carried out two repeated-measure Type III ANOVA on the mean
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amplitudes in the measurement time windows of 300-500 ms and 600-900 ms after
the onset of the determiner, evaluating the within-subject factor of Subcategorization
(Grammatical, Ungrammatical) and Region (Frontal, Parietal) and between-subject
factor Group (L1, L2). For the Phrase structure conditions, we carried out two
repeated-measure Type III ANOVAs on the mean amplitudes in the measurement
time windows of 300-500 ms and 600-900 ms after the onset of the preposition,
evaluating the within-subject factor of Phrase structure (Standard, Violation) and
Region (Frontal, Parietal) and between-subject factor Group (L1, L2). When
Mauchly’s test of Sphericity was violated, Greenhouse-Geisser correction

(Greenhouse & Geisser, 1959) was applied to adjust the p-values.

4.2.5 Results

4.2.5.1 Behavioral data

The overall accuracy rate of the online grammaticality judgment task was
92% for the L1 group, and 81% for the L2 group, showing that participants were
paying attention in the experiment. We further broke down the accuracy rate of the
L2 group by conditions, and found that the accuracy rate to the ungrammatical
argument structure condition was much lower than the other conditions (Table 6).
Although the L2 group was clearly somewhat sensitive to the subcategorization

¢

constraint, choosing the ‘“ungrammatical” response much more frequently in the
ungrammatical condition than the grammatical condition, they still erroneously chose

the “grammatical” response on half of those trials. This cannot be attributed to a
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generalized bias to judge sentences grammatical, as participants were much more

accurate in choosing the “ungrammatical” response in the phrase structure violation

condition.
Subcategorization Phrase structure Filler
70.1% 91.1% 82.4%
Grammatical | Ungrammatical | Standard | Violation | Grammatical | Ungrammatical
90.2% 50.0% 91.6% 90.6% 92.7% 72.0%

Table 6: Accuracy rate of each condition for the L2 group

We had also conducted an offline grammaticality judgment task after the ERP

experiment to investigate whether L2 speakers were able to retrieve the argument

structure in L2 given unlimited amount of time. The offline responses were coded as

“accurate” in the ungrammatical condition if they provided any preposition to repair

the intransitive violation sentences, even if they chose the wrong preposition (e.g.

listened on the music). However, the accuracy rate to the critical subcategorization

conditions was only slightly higher (78.1%) in the offline task than the online task

(70.1%).

4.2.5.2 ERP data

4.2.5.2.1 Verb subcategorization violations

Plotted in Figure 20 shows the grand average ERPs to the determiner to the
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noun to the Subcategorization conditions for the L1 and L2 groups. Visual inspection
suggested that there was no N400 difference to the determiner in both groups. As
time proceeded, there was a prominent P600 effect in the L1 group, while there was

little difference between conditions in the L2 group.

¥4

300-500 ms
N

600-900 ms

L1 speakers

PZ

L2 speakers

— Grammatical -2|
™ Ungrammatical

Figure 20: Left: Grand average ERPs of the Subcategorization conditions from
the determiner to the nouns at electrode Pz. Right: The topographic
distributions in the 300-500 and 600-900 ms intervals at the determiner in L1
and L2 speakers.

During the 300-500 ms time window, we did not obtain any significant group
interactions (Subcategorization x Group x Region: F(1,48) = .064, p = .801;
Subcategorization x Group: F(1,48) = .446, p = .507), nor did we find a significant
main effect (Subcategorization: F =.191, p = .664; Group: F(1,48) = 1.04, p = .313).
The statistics confirmed the visual inspection that there was no N400 effect in both
groups.

During the 600-900 ms time window, the repeated-measure Type Il ANOVA

analyses demonstrated a significant Subcategorization by Group interaction (F(1,32)
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= 4.346, p < 0.05). Follow-up pairwise analyses revealed that that there was a
significant difference between Grammatical and Ungrammatical in the L1 group
(t(21) = -2.861, p < 0.05), but not the L2 group (t(27) =-1.095, p = .283). We did not
obtain a three-way interaction among Subcategorization x Group x Region (F(1, 48) =
2.261, p = .139), suggesting that the P600 effect in the L1 group was a widespread

effect.

4.2.5.2.2 Phrase structure violations

Figure 21 shows the grand average ERPs to the preposition to the next word to
the Phrase structure conditions for the L1 and L2 groups. Visual inspection suggested
that there was widespread negativity to the preposition during the 300-500 ms time
window for both L1 and L2 groups. In the later 600-900 ms time window, only the L1
group showed a P600 deflection. Below we report statistical tests for the two

windows.

300-500 ms 600-900 ms

PZ

L1 speakers

i 4

L2 speakers

— Standard
Anomaly

Figure 21: Left: Grand average ERPs of the Phrase structure conditions from
the preposition to the following word at electrode Pz. Right: The topographic
distributions in the 300-500 and 600-900 ms intervals at the preposition in L1
and L2 speakers.
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During 300-500 ms, the repeated-measure Type III ANOVA analyses showed
a main effect of Phrase structure (F = 30.714, p <.001), which was not modulated by
Group (F(1,48) = 2.014, p = .162), nor by Region (F = 3.388 , p = .072). We did not
obtain a Phrase structure x Group x Region interaction either (F(1,48) = 1.172, p
= .284). The results confirmed our visual inspection that both group elicited a
widespread negativity during this time window.

During 600-900 ms, the repeated-measure Type III ANOVA analyses
demonstrated a significant Phrase structure by Group interaction (F(1,48) = 15.987, p
< .001). Follow-up pairwise analyses revealed that that there was a significant
difference between Standard and Violation in the L1 group (t(21) = -4.231, p <.001),
but not the L2 group (t(27) = -.019, p = .985). We did not obtain a three-way
interaction among Phrase structure x Group x Region (F(1,48) = 1.751, p = .192),

suggesting that the P600 effect in the L1 group was a widespread effect.

4.3 General Discussion

The current study investigated if L1 subcategorization knowledge impacts
verb-argument computation in L2. Although previous studies suggested that L2
speakers could compute verb-argument relations quickly online, we proposed that
such computations could be subject to L1 transfer. To test the hypothesis, we selected
verbs that were ambitransitive in L1 Mandarin but intransitive in L2 English. We
focused on ERP responses to the argument immediately following the verb and

predicted that L2 speakers would be insensitive to subcategorization violation at the
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argument.

4.3.1 Responses to subcategorization violations in L1 and L2

Our ERP results showed that L1 speakers elicited a P600 effect to
subcategorization manipulations, but this effect was absent in the L2 group. The L1
response was consistent with the majority of existing studies in L1 subcategorization
violations reporting a P600 effect (Osterhout et al., 1994; Friederici & Frisch, 2000;
Guo et al., 2009). When the L2 subcategorization was in conflict with the L1, our
data revealed that the L2 speakers were not sensitive to the problem online.
Specifically, the critical verbs in our experiment were intransitive in English (L2) but
could be transitive in Mandarin (L1). The L2 speakers, despite of their high
proficiency, appeared to parse it as a transitive verb, such that the ERP responses to
the Ungrammatical condition did not differ from the Grammatical baseline.

There are two classes of explanations for the observed L2 insensitivity: non-
native knowledge, and/or non-native processing. In particular, it could be that these
L2 speakers did not have complete knowledge of L2 verb subcategorization, and thus
to compute the verb-argument relations online, they mainly relied on LI
subcategorization knowledge. Alternatively or additionally, it could also be that at
least L2 verb subcategorization knowledge existed in these speakers, but during
processing, they had difficulties to inhibit L1 subcategorization information in time.
Therefore, when the subcategory restrictions of the two languages competed with
each other, the effect of L1 would be observed earlier.

To get more insight into which of these explanations was more likely for the
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current data, we turned to the behavioral responses collected at the end of each trial,
where participants were instructed to judge the grammaticality of each sentence. If
the absence of ERP sensitivity to the violations were due to lack of grammatical
knowledge, we should see insensitivity no matter when or how participants’
knowledge was probed. However, if the lack of ERP sensitivity were due to
processing deficits, sensitivity might recover with the additional processing time
available for making the post-sentence judgment. We found that behavioral responses
did show marked sensitivity to the violation: participants said that the Grammatical
condition was acceptable 90% of the time, but they said that the Ungrammatical
condition was acceptable only 50% of the time. This pattern suggests that both
knowledge deficits and processing deficits likely contributed to the absence of the
P600 effect. On the one hand, L2 participants were clearly sensitive to the
subcategorization violation offline, as their response profile to the Grammatical and
Ungrammatical conditions were substantially different—while 90% of Grammatical
items were judged grammatical, only 50% of Ungrammatical items were judged
ungrammatical. On the other hand, L2 participants often failed to detect the
subcategorization violations, falsely accepting those sentences half of the time.
Therefore, it could be that they lacked the grammatical knowledge of the
subcategorization frame for the verb used in those trials.

As a next step, it would be informative to run a split by performance analysis
and see if correct and incorrect rejections of Ungrammatical sentences lead to
different ERP responses. If the ERP responses to the correct rejection are different

than incorrect one, especially if the correct rejection has a tendency to show a P600
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effect, it then would support a more direct contribution of the knowledge account to
the ERP results. As long as the L2 has encoded the knowledge of subcategorization
correctly, they can make some use of the information online. By contrast, if the ERP
responses do not differ between the correct and incorrect rejections, then it might
suggest that L1 subcategorization information is difficult to override, even on trials in
which speakers have the subcategorization knowledge. Thus this would provide
evidence that the processing account is the larger driver of the ERP results. We will
run the trial-by-trial analysis to tease apart the relative contribution of the two

accounts in the future.

4.3.2 Knowledge and processing accounts

Next we would like to discuss the broader implications of the knowledge
account and the processing account. Under the knowledge account, part of the
insensitivity to L2 subcategorization online is because such information is not
encoded correctly. Once the L2 speaker learns the correct subcategorization
information, they can use such information online to some extent. The relatively low
accuracy we observed on the ungrammatical subcategorization items in end-of-
sentence and end-of-experiment judgments indicates that subcategorization
knowledge was certainly far from native-like in the current set of L2 speakers. The
question then becomes why the learning of L2 subcategorization is not fully
successful. In L2 classrooms, at least those in Taiwan where the L2 data were
collected, transitivity of a verb is taught explicitly, and such knowledge is often

checked in exams. Therefore, the learning problem here cannot be attributed to lack
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of negative inputs. We suspect that the difficulty arises because L1 acquisition and L2
learning are different by nature. For example, Ullman (2001) argued that the learning
and use of grammar in L1 and L2 tap into different memory systems. In particular,
grammatical computations in L1 largely depend upon procedural memory, which is
known for learning skills implicitly that involves sequences. By contrast, L2 relies
more on declarative memory, a system for learning semantic and episodic knowledge,
to study grammatical computations. According to Ullman (2001), the shift to
declarative memory for grammar learning can be attributed to late exposure of L2
and/or limited experience to L2. If Ullman (2001) is right, then our finding can have
the following pedagogical implications in L2 verb learning: Rather than requesting
L2 speakers to memorize the transitivity of a verb, the learning of subcategorization
could be more efficient if instructors could increase the amount of L2 inputs, such
that L2 speakers might develop the knowledge implicitly, which is subserved by
procedure memory.

Because the current dissertation is focused on argument structure processing, I
would like to take more time to discuss exactly what kind of L2 processing
differences could have been responsible for the absence of ERP sensitivity on those
violation trials in which participants did have accurate grammatical knowledge. First,
let’s consider the steps that L1 speakers go through to process verb-argument
relations. When reading the sentence “My sister is listening  ”, L1 English
speakers can quickly identify the verb “listen” as an intransitive verb, and access its
subcategorization information, which is encoded in the verb. At this point, all the

open syntactic dependencies in the sentence are completed. Therefore, one possibility
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is that when the subcategorization violation is encountered at the noun phrase (“the
music”), the processing problem that the comprehender is faced with is the fact that
there is no attachment site for the noun phrase. They attempt to reanalyze/replay the
sentence to see whether they made an error (e.g., was there any alternative
subcategorization frame in the verb’s lexical entry?) and this reanalysis process
generates the P600. An alternative possibility is that L1 speakers take the absence of a
period after the intransitive verb as a cue to do further processing: since they know
the sentence will continue, they generate an expectation of the most likely (optional)
continuation. Although a number of categories are likely (adverb, coordinator,
preposition...), the statistics of the experimental items might bias towards the
preposition expectation. In this case, the problem in the violation condition is not just
that there is no attachment site for the noun phrase, but that the determiner violates
the prediction for a preposition. L1 English speakers thus could experience
difficulties in resolving the conflict of an unexpected lexical category, which will be
discussed further in the next section (Section 4.3.3), and the effort to reanalyze the
structure of the sentence and/or understand why their expectation was violated would
generate the P600.

Now we can turn to the question of why and how for our L2 speakers, L1
Mandarin knowledge could interfere with processing of these violations. One natural
place to focus on is the initial processing step for the L1 speaker, the access of
subcategorization frame information from the lexical entry of the verb. It is now well
established that lexical information in L1 is activated even when the task is

exclusively in L2. In a famous study, Thierry and Wu (2007) showed that when
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reading or listening in L2, L2 speakers automatically and unconsciously translated L2
words into L1. Similarly, according to the Revised Hierarchical Model (the RHM,
Kroll & Stewart, 1994), translating from L2 to L1 is much easier because an L2 word
is more strongly associated to an L1 equivalent than the other way around. In
addition, the RHM proposed that the L2 might not have the privilege to access the
concept/meaning of an L2 word directly, because the link between an L2 word and its
concept is much weaker than the L1 counterpart. According to this view, the L2 thus
often has to be mediated by an L1 translation equivalent in order to access the
meaning.

Although the RHM is not uncontroversial (see Dufour & Kroll, 1995;
Brysbaert & Duyck, 2010), and we are not committed to it here, it does provide a
useful framework for understanding the interference we observe in the current study,
as illustrated in Figure 22. According to this account, when encountering the L2

(“listen”), L2 speakers immediately (but unconsciously) translated it into L1 (§&). All

the lexical information from the L1 entry thus became activated, including its
subcategorization information, and may have erroneously been incorporated into the
current parse. For example, instead of accessing only an intransitive frame at ‘listen’
and concluding that all dependencies had been fulfilled, like the L1 English speaker,
the L2 speakers may have distributed syntactic predictions across both the transitive
and intransitive possibilities, such that a noun phrase object was predictively
projected with some probability. Therefore, when a subsequent noun phrase was
presented (“the music”), it would then be slotted into this object position, predicted

based on the L1 subcategorization frame, leading to the null ERP effect in the L2
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speakers in the current study.

Lexical links
Verb — Verb
Subcategorization e Subcategorization
<Noun,, (Noun,)> <Noun,>
L1 Mandarin L2 English

Concepm Concept ]Aceptual links

Figure 22: A schematic diagram of online processing upon reading a verb. The
figure is adapted from the Revised Hierarchical Model (Kroll & Stewart, 1994).

One question for an account like this one is about what late-stage mechanism
allows L2 comprehenders to sometimes detect the violation in the offline behavioral
results. Unlike the ERP data, which showed a null effect to subcategorization
violation, the behavioral results revealed that L2 speakers were able to reject
sentences of subcategorization violations around half of the time. One possibility is
that during online processing, lexical association between L2 and L1 words is so
strong that L2 speakers are not able to override information from L1. However, post-
verbally and through the end of the sentence, where more information becomes
available and the cognitive load on L2 speakers is not as heavy, they might be able to
revisit the sentence context with more attention to L2 lexical properties / more

successful inhibition of L1 lexicon, allowing them to recognize the subcategorization
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violations.

Assuming this account, one prediction that we make is that the effect should
go ‘both ways’, across Mandarin and English L1/L.2. Here our ERP data showed that
Mandarin speakers accepted transitive uses of “listen” in L2 English, by hypothesis
because of interference from accessing L1 Mandarin lexical syntax. We therefore also
predict that English speakers who learn Mandarin as their L2 may show temporary
processing difficulty with the transitive use of “listen” in Mandarin, due to L1 transfer
from English. Specifically, this would predict that they might show a P600 effect
when processing the grammatical “listen the music” in Mandarin, similar to what we
found for true subcategorization violations of English in this chapter. This would
presumably contrast with L1 Mandarin speakers, for whom none of the sentences
involve subcategorization violations, predicting no differences between “listen the
music” and a control sentence like “record the music” in Mandarin.

A secondary question for the L2 processing account is whether L2 speakers
would find the actual English sentence ("listen to the music") unacceptable initially,
as there is no PP subcategorization frame available in the L1 lexical representation for
‘listen” in Mandarin. This is an empirical question, and we do not have data points in
this chapter to address this question. However, if the translation from L2 to L1 is
automatic and unconscious, as suggested by Thierry and Wu (2007) and Kroll &
Stewart (1994), we can predict that L2 speakers might indeed find it unexpected when
“listen” is immediately followed by “to.” At the point when the preposition is
presented, L1 subcategorization information is still more activated in L2 speakers’

mind and it is not overridden yet. It is possible that at the preposition, L2 speakers are
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reminded that English “listen” is an intransitive verb, and it requires a preposition to
introduce a noun phrase into the sentence context.

Tanner, McLaughlin, Herschensohn, and Osterhout (2013) argued that L2
speakers progressed through different stages of learning: At an early stage, L2
speakers tended to focus more on lexical semantics during sentence processing. As
their proficiency improved, they were able to compute more complicated grammatical
rules online. If we assume this model, one possibility is that the L2 participants in the
current study were still at the stage where influences from L1 were difficult to
override. According to this model, however, if their proficiency improved, they
would be able to access the L2 subcategorizations more quickly, and perform more
native-like computations. However, note that it has been debated to what degree L2
ultimate attainment can be native-like. Clahsen and Felser (2006) took a more
pessimistic stand. They proposed that syntactic representations constructed by L2
speakers were shallower and contained less structural details. Interestingly, although
Clahsen and Felser (2006) argued that it was challenging for L2 speakers to construct
hierarchical details and more abstract elements of sentence structures, they believed
that L2 speakers could compute verb-argument relations with ease. Our finding
suggested that verb-argument relation might not be as straightforward as the authors
thought. It involved complex lexical syntax and thus was prone to L1 transfer when
processing in real time.

Our findings of a null effect in L2 subcategorization violation seemed to
conflict with Guo et al. (2009), who reported an N400 effect in their L2 group. One

important difference between these studies is that Guo et al. (2009) did not
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manipulation L1-L2 verb subcategorization discrepancies. If many of the L2 items
used in their study shared exactly the same subcategorization restrictions between L1
and L2, then this overlap could have allowed the immediate detection of
subcategorization violations in L2. In addition, as had been reviewed in the
Introduction section, the N400 effect obtained in Guo et al. (2009) did not have a
typical distribution. An N400 effect was usually more prominent over central-parietal
sites, but in Guo et al. (2009), the effect was very lateralized and it was in fact not
significant in the midline. The authors attributed the atypical N400 distribution to a
sentence comprehension task imposed in their experiments. However, many other
studies that adopted a sentence comprehension task were able to observe a canonical
N400 effect in L2 (Foucart, Martin, Moreno, & Costa 2014; Foucart et al., 2015).
Based on the “N400 effect” they found, the authors concluded that L2 speakers used a
semantic strategy to process sentences online. In the current study, we had taken these
concerns into considerations and would like to propose a different account than Guo
et al. (2009). We argued that rather than adopting a non-native like semantic strategy
in processing subcategorization violations, the challenge that L2 speakers faced was
to override interferences from L1 in parsing.

It is also worth noting that while a number of previous L1 studies of
subcategorization violations showed a biphasic N400-P600 response (Friederici &
Frisch, 2000; Kielar et al., 2012; Osterhout et al., 1994), we only found a P600 effect
in our L1 control. Among these studies, Kielar et al.’s study (2012) is the most similar
to our own. We both looked at the ERP responses at an unlicensed noun phrase (a

determiner and a noun) following an intransitive verb. However, by taking a closer
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look at Kielar et al., (2012), we noticed there were some problems with their analyses,
which might undermine their argument of observing an N400-P600 effect at the
determiner and the noun. To begin with, instead of running a long epoch analysis that
covered ERP responses from the determiner to the noun, Kielar et al. (2012) did two
short-epoch analyses, one for the determiner and the other one for the noun. Such
analyses might be problematic. In particular, any effect observed at the subsequent
epoch (i.e. the noun) could be resulted from cancelling out a late effect from the
previous epoch (i.e. the determiner). In addition, Kielar et al. (2012) did not use the
same time window to evaluate the N400 effect at the two epochs (300-400 ms for the
determiner and 300-500 ms for the noun). Therefore, it is not clear to us whether an
N400 effect should be observed in L1 for violations of intransitivity in English.
Lastly, we suggested what drove the effect in the chapter was the mismatch of
subcategorization restrictions between L1 and L2, but one might question if
conceptual differences between languages could contribute to the effect, at least
partially. Do the differences in subcategorization frames between the English verbs
and their Mandarin translations correlate with systematic differences in how speakers
of those different languages perceive the denoted events, such that they have different
concepts? Although this seems like a reasonable possibility in some cases, in this
chapter, the only difference between languages is the presence or absence of a
preposition, most of which seem to be of the relatively arbitrary kind that vary a great
deal from language to language. For this reason it is our belief that the event concepts
for the common verbs used in the current study are unlikely to have been

systematically different as a function of preposition use for the speakers of these two

139



languages.

4.3.3 An ELAN response to subcategorization violations in L1 (?)

In addition to the P600 difference between our L1 and L2 groups, as we
examined the data closely, we noticed that the Ungrammatical condition elicited an
early negativity peaked around 150 ms relative to the grammatical condition only in
the L1 group. The early negativity looked more prominent over the left frontal sites
(See Figure 23). We suspected that this effect could be an ELAN. We conducted post-
hoc tests to evaluate this possibility by comparing the mean amplitude between 100-
200 ms after the onset of the determiner with the same ROIs defined for the N400 and
P600 time windows. A repeated-measure Type III ANOVA analyses was carried out,
evaluating the with-subject factors of Grammaticality (Grammatical, Ungrammatical)
and ROI (Frontal, Posterior), and between-subject factor of Group (L1, L2). Results
showed a significant Grammaticality x ROI x Group interaction. Follow-up paired t-
tests revealed that only the frontal region of the L1 group showed a significant effect
(Frontal: t(21) = 3.184, p < .01; Posterior: t(21) = 1.537, p = .139). The L2 group did
not have a significant interaction between Grammaticality and ROI (F(1,27) = .316, p
= .579). Statistic results confirmed our visual inspection that subcategorization

violations lead to an ELAN apparent effect in the L1, but not the L2 group.
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Figure 23: Left: Grand average ERPs of the Phrase structure conditions from
the preposition to the following word at electrode F3. Right: The topographic
distributions in the 100-200 ms interval at the preposition in L1 and L2
speakers.

If the ELAN effect in the L1 group is real, what could it reflect when L1
speakers processed sentences involved subcategorization violations? Here we would
like to argue that it might reflect a prediction mismatch of parts of speech (Friederici,
2000); this would show that L1 speakers actively built up sentence structures with
subcategorization provided in the verb. In our experiment setup, critical
ungrammatical sentences always contained an intransitive verb, which was
immediately followed by a determiner and a noun (e.g. “listened the music”). When
L1 speakers reached the intransitive verb, they knew that it could not be the end of a
sentence, as there was no period after the verb. They might thus expect an upcoming

word to be a preposition, since we did include filler sentences that had a preposition

immediately follow an intransitive verb (e.g. “sneezed during the concert”). However,
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as the sentences proceeded, what was presented to L1 speakers was a determiner,
rather than a preposition. The presence of a determiner was in conflict with the
structural representation L1 speakers constructed based on the subcategorization
information encoded in the verb. Therefore, an ELAN effect might be expected.

The ELAN effect in the L1 group, even though had never been reported from
prior empirical studies, appears to be predicted by the Extended Argument
Dependency Model (eADM, Bornkessel & Schlesewsky, 2006). The eADM is a
language comprehension model, which aimed to account for cross-linguistic unity
and diversity in the processing of verb-argument relations. According to the eADM,
subcategorization information is immediately used for structure building, and then the
verb-argument relations could be computed afterwards. Our ELAN-P600 effect in the
L1 group showed that when the subcategorization constraint was violated,
comprehenders experienced difficulties in initial structure building and conflict
repairing at a later stage. Such a biphasic response, either ELAN-P600 effect or LAN-
P600 alike, was common in studies that involved structure violations (Neville et al.,

1991; Kaan & Swaab, 2003, but see Osterhout et al., 2004 for an opposing view).

4.3.4 Responses to phrase structure violations in L1 and L2

We included phrase structure violations as our control comparison. The
materials were adapted from Neville et al. (1991), and we expected to replicate the
findings in Neville et al. (1991) and Weber-Fox and Neville (1996): A biphasic LAN-
P600 effect in both L1 and L2 groups. Our results showed a widespread negativity in

the LAN time window (300-500 ms) in both groups but a P600 effect only in the L1
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group. The fact that both groups showed the same early response to the phrase
structure violations allows us to rule out several possible alternative explanations for
the null effect of subcategorization violations in the L2 group; it is not the case that
the L2 group were insensitive to all kinds of grammatical violations online, nor that
we were unable to record grammatically-sensitive ERP responses from that group.

Beyond the above main point, it is interesting to note several aspects of the
phrase structure violation results, which were slightly different from the previous
results reported by the Neville group (1991). First, the topographic distribution of the
negativity in the 300-500 ms time window for both L1 and L2 groups appeared more
prominent over the central-parietal area than left-frontal, as classically associated
with the LAN. We revisited the effect reported in the two papers, and found that
while the topographic distribution in Neville et al. (1991) was indeed left-frontally
oriented, the effect in Weber-Fox and Neville (1996) was widespread, with slightly
larger signal over the left hemisphere.

Another difference between our results and the previous findings is that unlike
Weber-Fox and Neville (1996), we did not observe a P600 effect in the L2 group.
However, in Weber-Fox and Neville (1996), they showed that the size of P600 effect
was modulated by age of exposure. For those who were exposed to English by age
10, there was a P600 effect to phrase structure violation. For those who learned
English afterwards, such an effect became attenuated. Although all of our L2
participated started to learn English before the age of 10, we still did not obtain a
significant effect. We speculate that there may be other differences between the

subject populations that contributed to the different results. One potential factor was
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whether the L2 were immersed in a natural target language setting. Weber-Fox and
Neville (1996) recruited L2 participants in the US, who had been stayed in an English
environment for at least five years. By contrast, the L2 participants in the current
study were recruited in Taiwan, where English was taught through formal education,
and chances to use English on a daily basis were more restricted. Although the L2
participants were proficient in English, as they were all above the CEFR B2 level,
they may have had less certainty about their knowledge of the grammar, and thus may
not have attempted to recover the ungrammatical sentences as those who had more
exposure to the language did.

It is also worth noting that the phrase structure violation (“Max’s proof of the
theorem” vs. “Max’s of proof the theorem™) in Neville et al. (1991) has been
criticized for confounding sentence position and different pre-target word baseline, in
a way that has called into question whether the LAN effect might be an artifact
(Steinhauer & Drury, 2012). We did conduct a supplementary analysis with a 100 ms
post-target word baseline, and found that the patterns of the two groups remained the
same. However, in future work, to avoid concerns about the baseline problem, we
could adopt a different control comparison that fully crosses critical words and
sentence context (“They wanted to leave/*about yesterday”; “She was thinking
about/*leave you yesterday”).

Despite our ERP responses to phrase structure violations were slightly
different than prior studies, we would like to bring in behavioral performances of the
L2: the accuracy rate of Phrase structure conditions in the L2 was pretty high (above

90%). Although behavioral performance was an offline measure, it showed that the
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L2 did have phrase structure knowledge in English. When compared the behavioral
results of the two types of violations in L2, the sharp contrast of accuracy rate
between Phrase structure conditions (91.1%) and Subcategorization conditions

(70.1%) revealed that subcategorization was indeed more challenging for the L2.

4.4 Conclusion

We hypothesized that native language subcategorization knowledge is
particularly difficult for L2 speakers to override in online processing. The results of
the ERP experiment reported here supported our hypothesis: the L1 group showed a
prominent P600 effect to subcategorization violations, but the L2 group was
insensitive to the violation such that they showed a null effect, even as they showed
sensitivity to phrase structure violations in our control comparison. Both deficits in
L2 knowledge (not having the right information encoded in the lexicon), and deficits
in L2 processing (not being able to override L1 subcategorization information online)
likely contribute jointly to the insensitivity observed here. We hypothesize that the
processing deficit may reflect interference associated with automatic access of
conflicting L1 lexical information at the verb, which may take time for L2 speakers to
override. Together, our data serve as a reminder that computing verb-argument
relations, although a seemingly simple task, in fact requires accessing lexical syntax

which may be vulnerable to L1 interference in L2.
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Chapter 5: Conclusion

5.1 Summary

As we saw in Chapter 1, understanding how verbs are related to their
arguments in real time is critical to building a theory of online language
comprehension. In this dissertation I have investigated the incremental processing of
verb-argument relations. My goals were to temporally disassociate the
subcomputations required for complex verb-argument relations, to map out the
temporal stages by which argument relations are computed, from clausehood to
thematic roles, and to begin to extend the model to online processing in second
language/bilingual populations. As all of my research questions are about the time
course of online sentence comprehension, ERP has been my primary methodology of
choice throughout.

In Chapter 2, I investigated how quickly complex verb-argument relations can
be computed to impact the prediction of a subsequent argument. I took advantage of
the substantial differences in verb-argument structure provided by Mandarin, whose
compound verbs encode complex event relations, such as resultatives (Kid bit-broke
lip: the kid bit his lip such that it broke) and coordinates (Store owner hit-scolded
employee: the store owner hit and scolded an employee). I tested sentences in which
the object noun could be predicted on the basis of the preceding compound verb, and
used N400 responses to the noun to index successful prediction. Results from my
three experiments indicated that predictions afforded by a resultative verb did not

impact processing of the subsequent noun at an effective verb-noun SOA of 800 ms,
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but such effects emerged with a verb-noun SOA of 1200 ms. This contrasted with the
case of coordinate verbs, which impacted predictions at the verb at both SOAs. I
discussed two broad families of accounts for the dissociation: (1) computing the
causal relations expressed by a resultative predicate was more taxing and/or (2)
retrieving a candidate that fits the resultative context required longer time. These
results presented a first step towards temporally dissociating the fine-grained
subcomputations required to parse and interpret verb-argument relations.

In Chapter 3, I examined what the temporal stages are by which argument
relations are computed, from argument identification to thematic roles. Chow, Smith,
Lau, and Phillips (2016) showed that initial verb prediction was driven by arguments
in the same clause as the verb, but not argument roles (the Bag of Arguments
hypothesis). Here I focused on mapping the time course of identifying which subset
of noun phrases are arguments of the verb. I did this by extending the standard
paradigm to include structures containing a clause boundary like The millionaire
thought that the servant fired..., and evaluating sensitivity to this boundary on the
N400 to the verb in two experiments (Experiments 4 and 6) that varied in SOA. A
control experiment on role reversal sentences (Experiment 5) was conducted to
replicate prior studies. These experiments showed that when the time lapse between
the onset of the second noun phrase and of the verb is 600 ms only, no effect of
argument identification is observed on the N400 response. However, at an 800 ms
lapse, N400 amplitude is modulated by arguments of the verb in the expected
direction (a smaller N400 response when the clause boundary results in a context that

more strongly predicts the critical noun). As expected from prior literature, I show
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that at the 800 ms lapse there is still no effect of argument role reversal on the N400.
Based on these results, I proposed a model of the time course of argument-verb
relation computation. Specifically, at an initial stage, the parser does not differentiate
if the noun phrases are arguments of a verb (the “Bag of Words” stage). Then, at the
second stage (the “Bag of Arguments” stage), the parser could use the clause
boundary as a cue to differentiate argument(s) of the verb, but not their argument
roles. Based on prior work (Chow, Lau, Wang, & Phillips, 2018; Momma, Sakai, &
Phillips, 2015), it is suggested that only at a later stage (between 1200-1800 ms) does
the parser start to consider argument roles in computing argument-verb relations. In
sum, this model maps a more detailed time course for verb-argument relation
computations in online sentence comprehension.

In Chapter 4, I began to investigate the extent to which L1 argument structure
knowledge can interfere with L2 processing. I hypothesized that native language
argument structure knowledge is particularly difficult for L2 speakers to override in
online processing. I constructed sentences with verbs of mismatched argument
structures in L1 Mandarin and L2 English, like “My sister listened the music.” The
results of the ERP experiment supported my hypothesis: the L1 group showed a
prominent P600 effect to argument structure violations, but the L2 group was
insensitive to the violation, such that they showed a null effect, even as they showed
sensitivity to phrase structure violations in the control comparison. Both deficits in L2
knowledge (not having the right information encoded in the lexicon), and deficits in
L2 processing (being in general slower to access this information and/or to compute

verb-argument relations online) likely contribute jointly to the insensitivity observed
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in this study. These data indicate that computing verb-argument relations requires

accessing lexical syntax, which is vulnerable to L1 interference in L2.

5.2 Outstanding questions

Although the studies from Chapters 2 to 4 can stand on their own, here I
would like to discuss how their conclusions can be linked up together and to broader
work in the processing of verb-argument relations. By taking a bird’s-eye view, we
can obtain a more comprehensive understanding on the incremental process of verb-
argument computations. In the sections below, I will walk through how the findings
from each chapter can (or cannot) inform one another. Then, I will discuss the extent
to which the conjoined findings are compatible with prior work reviewed in Chapter

1.

5.2.1 Connecting the dots, across chapters

In Chapter 2, I was able to temporally dissociate the fine-grained
subcomputations required for resultative and coordinate compound verbs. If the
computation of resultative verbs is associated with processing delay, then a follow-up
question is whether such timing differences in forming argument relations when
different kinds of verbs are encountered, can be mapped onto the processing model I
proposed in Chapter 3 for the temporal steps involved in forming argument relations
when only the arguments have been encountered. Although none of the current
designs were aimed at this kind of question, some of my data could potentially

provide some clues. In fact, the materials in Chapter 3 involved a variety of different

149



verbs, including resultative compound verbs, coordinate compound verbs and simple
verbs of different word length (as some of the simple verbs contained only one
character and some had two), and therefore one could conduct an itemized analysis
investigating the response at the verb. However, since the experiments in Chapter 3
were not set up to differentiate different types of verbs, I suspect that our statistical
power would be too limited.

The model proposed in Chapter 3 can also be cross-checked to see if the three-
stage time course of computations still hold in L2 speakers, as it has been debated
whether L2 speakers can construct detailed structure representations online (Clahsen
& Felser, 2006). If the L2 parser does not consider structural cues carefully to
compute argument-verb relations as time evolves, then the L2 speakers would show a
very different processing profile than the L1 group. The three-stage model might be
collapsed into two stages, with word association on one end, and full structure
representation on the other end when given unlimited amount of time. However, I
would rather suspect that the L2 speakers have gone through the same three stages as
L1 speakers do when computing argument-verb relations, but the time course is
possibly delayed. Prior work has shown that advanced L2 speakers are able to apply
island constraints online, which require the parser to be aware of a clause/phrase
boundary, such that it knows whether an argument can be extracted or not (Omaki &
Schulz, 2011; Perpinan, 2020). For example, it is ungrammatical to form a
dependency across an island such as a relative clause (**“[What did the reporter meet

the politician [ who supported  at the congress]]”). Although it remains

Relative Clause

unclear whether an argument role has been committed to the argument when the
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filler-gap dependency has been constructed, L2 evidence on island constraints at least
show that the L2 parser is able to construct complicated structural representations,
and it is sensitive to clause boundaries online.

More broadly, in Chapters 2 and 3, I relied on the timing of prediction to
study the delayed computations in L1; one might wonder if such a paradigm could be
used to study L2 processing. In particular, when L1 computations are slow, such
processes are expected to be even slower in L2. Although ecological validity is a
concern, as it would not be very natural to present materials with an extremely slow
SOA, there are alternatives by which a buffer can still be created while maintaining
the SOA. As an example, in Chow et al. (2018), they achieved this kind of design by
inserting a temporal adjunct between an argument and the target verb ((Last week),
the cop ba (last week) arrested). In my view, a systematic evaluation of temporal
dynamics in which L1 and L2 differ in sentence comprehension can enhance our

understanding of language and cognition more broadly.

5.2.2 Broader connections to prior work on verb-argument relation processing

In this dissertation I used the delay of prediction to infer that some aspects of
verb-argument computations were slower than others, but what might lead to the
slowdown in the cases I observed? In Chapter 2, I suggested that the slowdown
resulted from the computation of representation of a resultative verb (i.e. parsing)
and/or the search for an argument that fitted the context (i.e. memory retrieval).
However, in Chapter 3, where I proposed the time course for different pieces of

argument information to be computed to impact the computation of argument-verb
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relations, I am more inclined to suggest that this model is a parsing model, and thus
aspects of the parse itself could be slower to compute. This view is different from the
slow prediction hypothesis proposed by Chow, Momma, Smith, Lau and Phillips
(2016), which argues that the computation of argument relations, such as computing
millionaire-as-an-agent, is not taxing. However, I do not find the current data
incompatible with a slow memory retrieval view suggested by Chow, Momma et al.
(2016). It seems likely that in constructing the detailed structure representation of a
sentence, certain aspects of parsing and memory retrieval are measurably slower than
others.

As reviewed in Chapter 1, the model proposed by MacDonald, Pearlmutter,
and Seidenberg (1994) emphasizes rapid access of argument structure information.
The finding in Chapter 4 was in line with this view, because when argument structure
information is violated (“*My sister listened the music”), L1 speakers could notice it
very quickly. However, to me it is less clear whether the finding in Chapter 2 fits with
MacDonald et al (1994). On one hand, the model of MacDonald et al (1994) does not
spell out how they would analyze compound verbs. On the other hand, I do not have
evidence to differentiate if the temporal delay associated with resultatives verbs
resulted from computation of the verbs and/or searching for an argument that fits the
context. If the delay was simply because of the latter, and that the computation of a
complex event can be completed instantly, then the finding of Chapter 2 can still be
accounted for by MacDonald et al’s model (1994).

In sentence comprehension, psycholinguists have debated if language

processing is always driven completely by bottom-up input, which involves building
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up inputs from words to phrases in a hierarchical-organized structure (MacDonald et
al., 1994; Lewis & Phillips, 2014). Ferreira, Bailey and Ferraro (2002) take a more
pessimistic view, and suggest that “the representation is just “good enough” to
provide an interpretation that satisfied comprehenders,” and that the representation is
not detailed enough to distinguish important details such as who is doing what to
whom. From my point of view, results from Chapters 2 and 3 in this dissertation
provide a different perspective to approach the debate. To be more precise, sentence
comprehension is a dynamic process, and it is really just a matter of time to generate
detailed and accurate representations of the linguistic inputs. For example, in the
model proposed in Chapter 3, structural information does contribute very little in
computing argument-verb relations at an early stage. Thus, I suspect that the
intermediate Bag of Arguments stage, where clause information could serve as a cue
but not argument role, could still be a “good enough” stage. That is because under
“good enough” parsing, structural representations are not computed to the full degree,
but certainly it does not mean that structures play no role at all. Comprehenders with
probabilistic heuristics could still be sensitive to a clause boundary in sentences like
[Millionaire thought [servant fired...]]. Concerning the argument servant alone, fire is
less likely to be a relevant event, such that its N400 amplitude is not reduced.
Presumably, if comprehenders are processing in a hurry or under bad conditions, they
might never make it all the way to the argument role stage.

Prior work has suggested that there are distinctive processes between using
argument information to predict a verb and using a verb to predict an argument

(Friederici & Frisch, 2000; Bornkessel & Schlesewsky, 2006). In particular, when a
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verb is presented before arguments, the incoming arguments are checked against the
argument structure information provided by the verb. By contrast, when arguments
are presented before the verb, thematic relations among the arguments should be
computed, such that argument relations could be checked against the requirements of
a verb. The work in this dissertation implies that the time courses for the two types of
computations (argument-verb relations and verb-argument relations) are very
different. For argument-verb computations, a model is proposed in Chapter 3, where I
suggest that the stages for different argument information to be computed to impact
argument-verb computations. In respect to verb-argument computations, a separate
model could be suggested based on the findings in Chapters 2 and 4. Chapter 4 shows
that argument structure information is immediately accessible (at least in LI
speakers) when a verb is present in the context. Specifically, when the lapse between
the onset of a verb and the onset of the next word is 600 ms, the parser is able to
detect argument structure violations. Results from Chapter 2 show that the fine-
grained subcomputations required for different complex verbs can be temporally
disassociated. Specifically, while an 800 ms lapse between the complex verb and the
argument is sufficient for the computation of coordinate verbs, it takes up to 1200 ms
for resultatives. Future work should try to map out more details along the time scale

in both argument-verb and verb-argument computations (see Section 5.3 below).

5.3 Future work

Argument structure is an interface between syntax and semantics, and it

provides us with a window to evaluate how syntax and semantics interact during
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online sentence comprehension. The findings in this dissertation suggest many
promising routes for future investigations, and I will discuss some of them in this

section.

5.3.1 Temporal dynamics of computing complex events

In Chapter 2 I have temporally disassociated the subcomputations required for
resultative and coordinate complex verbs. With the same method, I shall be able to
temporally disassociate other types of compound verbs. For example, one common
type of compound verbs in Mandarin is subordinate complex verbs (or sometimes
called modifier-head complex verbs). Subordinate complex verbs involve a
modification relation, with V1 as a modifier and V2 as a head. Take the verb raw-ate
as an example. While V2 eating is the head of the event, the modifier raw constrains
the features of an upcoming argument. It will be awkward if the patient of the raw-
eating event is something that is normally eaten raw, since the modifier is then
uninformative (She raw-ate-asp some #fruits/scallops). By setting up cloze contrasts
and manipulating presentation rates among experiments, we should be able to narrow
down the time course of computing modification relations.

Now that we have demonstrated that complex verbs involve different event
relations, which might lead to different processing profiles along the time scale, an
intriguing follow-up direction would be to investigate if we can temporally
disassociate complex verbs that involve the same event relations, but of different
predicate types. Mandarin resultatives might provide a window for this question. As

introduced in Section 2.1.2 in Chapter 2, there are at least three types of resultative

155



verbs in Mandarin: transitive resultatives (bit-broke, whose V1 is transitive and V2
predicates the object), unergative resultatives (washed-tired, whose V1 1is still
transitive and V2 predicates the subject), and ergative (upset-cried, whose V1 and V2
are both intransitive but V1 predicate the subject and V2 predicate the object). With
the same method as in Chapter 2, we can keep cloze contrast constant among
different types of resultatives, and see if we can obtain an N400 reduction to
predictable object defined through offline cloze norming. Such an inquiry could map

out the complex argument roles computations along the time scale.

5.3.2 Types of argument information that feed into parsing along the temporal scale
The processing model proposed in Chapter 3 is based on empirical data with
two pre-verbal arguments. Our data show that it is not until the third stage that the
parser starts to consider thematic relations of the two arguments. A good follow-up
question is how adding or dropping the number of pre-verbal arguments would affect
the temporal scale of our model. We can start to evaluate the question from Mandarin,
the language of the data that motivate this model. In Mandarin, subject relative
clauses have only one argument coupled with a structural cue (either ba or bei) before
the verb. The surface structure is identical to the ba constructions examined in
Chapter 3, with the first argument being moved downwards. Consider the following

sentences:

(1) Z45 = ££ A fi#{& I (Canonical Ba construction )

Millionaire ba servant fired-ASP
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“The millionaire fired the servant.”

(2) 8 £ N fEE 1V E45 1B /IR (Subject relative clause, Canonical)
Ba servant fired de millionaire very stingy

“The millionaire that fired the servant was very stingy.”

(3) L F45 R 1Y ££ A 1B /NS (Subject relative clause, Role reversal)
Ba servant fired de millionaire very stingy

“The servant that fired the millionaire was very stingy.”

If reducing the number of pre-verbal arguments facilitates the computation, we would
expect the parser to compute the argument-verb relations earlier, and obtain an N400
effect earlier on the time scale. In fact, prior studies have shown that with two pre-
verbal arguments in Mandarin, the parser becomes sensitive to thematic relations by
1800 ms (Chow et al., 2018). By contrast, when there is only one pre-verbal
argument, although the data is in Japanese, the timing reported is reduced to 1200 ms
(Momma et al., 2015). However, Mandarin and Japanese differ in many ways, such
that it is not very convincing to make a direct comparison. The Mandarin subject
relative clause serves to fill in the gap. No matter what, we predict that the exact
timing can be shifted along the scale, but the parser is getting more and more
sensitive to structure information as time evolves. This model should be applicable to
any language that permits a verb final sentence structure.

In the current study, both of the pre-verbal arguments were animate entities.
There is much prior research investigating the role of argument animacy in sentence

processing. In particular, prior studies suggested that the linear order of arguments is
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closely related to animacy hierarchy (Oh, Sum, & Sim, 2016; Paczynski &
Kuperberg, 2011). That is, in production there is a tendency to organize entities along
an animacy continuum: Human ranks the highest, followed by animals, plants, object
entities and then abstract thoughts; an argument of a higher animacy ranking tends to
occur at a structurally higher position (Paczynski & Kuperberg, 2011). Corpus studies
showed that subject nouns are much more likely to be animate, although the
proportions vary across languages (Qvrelid, 2004; Snider & Zaenen, 2006; Minkoff,
2000). However, measures of comprehension difficulty from EEG do not yield a
consistent pattern of processing cost for sentences that deviate from these tendencies.
Experiments in some languages have shown a larger N400 to an inanimate argument
in sentence initial position relative to an animate one (Korean: Oh, et al., 2016;
English: Weckerly & Kutas, 1999; Bourguignon, Drury, Valois, Steinhauer, 2012),
while experiments in other languages do not (Mandarin: Philipp, Bornkessel-
Schlesewsky, Bisang, & Schlesewsky, 2008; Li, Zhao, Zheng, & Yang, 2014;
German: Bornkessel & Schlesewsky, 2006; Turkish: Dimeral, Schlesewsky,
Bornkessel-Schlesewsky, 2008). Either way, our model makes the prediction that
interactions between animacy and sentence position should not be observed until our
“second stage,” where the parser starts to be aware of a clause boundary.

Previous studies, along with the results in Chapter 3, show that morpho-
syntactic cues to argument role are relatively slower to impact verb predictions. For
example, there is no N400 effect to role reversal situations marked by case marker at
a normal presentation rate (Bee-Nominative sting vs. *Bee-Accusative sting). One

possibility is that this reflects a strict limitation on the speed of argument role
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computations. However, could prediction on the basis of argument roles be facilitated
by a different kind of cue to argument role? That is, rather than marking the argument
role with a (morpho)syntactic cue, could a semantic cue like a volitional adverb
facilitate the processes? Kuperberg, Kreher, Sitnikova, Caplan, and Holcomb (2007)
have reported an absence of N400 effect to role reversal situations in English (“For
breakfast, the boy /*egg must eat”), and we can adapt their sentences to evaluate if a
semantic cue allows the computation to be faster (“For breakfast, the egg
intentionally/occasionally ate”). In our setup, only volitional adverbs (e.g.
intentionally) imply an agent in the context; frequency adverbs (e.g. occasionally) do
not have such a connotation. If a semantic cue can rapidly facilitate argument role-
verb prediction, it would indicate that the processing speed limitation is not on
argument role computation per se, but the process of combining contextual cues to
determine the role in the first place. If this is the case, it then raises broader questions

about why some cues are more efficient than others.

5.3.3 Computations of verb-argument relations in different populations

The scope of my research can be extended by studying the verb-argument
computations in different populations, such as L2 speakers and heritage speakers. In
this way we can gain better insights not only how the grammars of the two languages
interact with each other, but also how the language system interacts with other
cognitive abilities.

In Chapter 4, we show that when argument structures do not match between

L1 and L2, verb-argument computation in L2 is likely subject to L1 transfer. Still, it
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remains unclear how the L2 argument structure is represented. It is possible that the
L2 speakers do not have the right information encoded in the lexicon at all. Another
possibility for accounting for the L1 transfer effect online is that the L2 speakers are
in general slower to compute verb-argument relations. If so, a follow-up question will
be what contributes to the delay. Accessing less-activated L2 argument structure
information? Inhibiting the influence from L1? These are open questions that deserve
further explorations.

Heritage languages, despite often being considered not acquired in full, in fact
do show systematic rules. For example, Polinsky (2018) suggests that some areas of
heritage grammars are relatively more stable across languages, such as the distinction
between nouns and verbs, whereas other domains are more vulnerable, such as word
order and morphology. To our knowledge, it remains less clear if heritage speakers
possess the “correct” argument structure knowledge of either language, not to
mention to what degree argument structures of their two languages interfere during
online sentence processing. Admittedly, the bi-directional influence between heritage
and dominant language in heritage speakers might not be the same as the L1-L2
interaction in L2 speakers. However, similarities and discrepancies may be a starting
point to narrow in on the big questions: How different aspects of language are

mentally represented and how they interact with general cognitive abilities.
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1. Experiment 1 (in Chapter 2)

Appendix (Experiment materials)

Condition | Subject Verb Target | Post-target continuation

1 | Resultative | LK FEL T il i=pies HAE] E &

1 | Causative Sk FeEl 7 il =P HAE] E[ e

1 | Simple BEN BB T il e HAF| ElEs

2 | Resultative | 3% FISET | A = BT B

2 | Causative +IT FEOET A = BT =i

2 | Simple +ix AT WA AR Ry

3 | Resultative | 2T el T | pHEE FHER R i
3 | Causative | AL FERT B AR R e
3 | Simple 2T JulT | SR B AR %
4 | Resultative | ZTA FERT b EX6 EIN TR
4 | Causative ZEN FER T AL EX6 EIN F7R
4 | Simple ZEAN PR T b FhF EIN TR
5 | Resultative | L5 EET AP T Bt HE
5 | Causative | %2 FIET Tl G L L
5 | Simple 258 AT B i iy
6 | Resultative | XK BET B H e

6 | Causative TR FE T | BK A A GiF

6 | Simple U et B B 1 % i
7 | Resultative | /M TR T | el i H FiH 2
7 | Causative /N FERT | Bl i H FiH 2
7 | Simple /N FBT | I ft A Fir g
8 | Resultative | /MZ IR T | IR s IEEE AL

8 | Causative /NZ FET R s IEEE AL

8 | Simple NZ s T | IR ’ HHAE B+
9 | Resultative | NFE PBE T T 1 Bt Al

9 | Causative INERE FET R [ Bt Al

9 | Simple INERAE P T R X 5 Lien
10 | Resultative | T/ SOPT O GUR B @ & i
10 | Causative TA FEET L GUlE FHES e = (CE4
10 | Simple TA EOET  yUR  ET HEg E
11 | Resultative | P2 HIRLT | BN T ¥ piegid)
11 | Causative | VX FRT S BT il |
11 | Simple uss BET | B g 5 i
12 | Resultative | V5 WREET SR iy FRfG T
12 | Causative | VF FET | B S8 Bl T
12 | Simple DA WOl T SR HiLG Fta T
13 | Resultative | AT FIET | RIF & W N
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13 | Causative | NIT FET T Saliad it T2

13 | Simple RIE Pl T F P e T IE

14 | Resultative | 2 1€ HGT Emx A fie &P ik

14 | Causative & FGT 7 7 &I ik

14 | Simple ZiE fEmy o EE fie i ik

15 | Resultative | A FTRET © /Ma Fir A LUy H [EPN

15 | Causative EA FEHI T ¢ /M FrrlA Ry H IEPN

15 | Simple EA TR R E-IN Iy TRE

16 | Resultative | TA HIE T | R o EIN T RE

16 | Causative EA FEET | R B EIN T RE

16 | Simple ERFAN  pmT BE i)

17 | Resultative | FFHFA PR T | huE st it RN

17 | Causative EA FEHI T ¢ /M FrrlA Ry H Bk

17 | Simple N il B pic} TRE —T

18 | Resultative | /M2 T EE ’ Lo R e

18 | Causative ERA FRECT | ] st i RN

18 | Simple HhEE M@ET  FEA AR % P

19 | Resultative | /M MIRET | FEA R AR

19 | Causative | #M& FHT  BE oy i ot

19 | Simple 54 BT ET X f BT i 1%
20 | Resultative | 945 BT MET all —H D4 e

20 | Causative HNEE FWT | FEA R AR

20 | Simple 954 2T MR HEf FAR

21 | Resultative | 945 BT IR b =l B2 |

21 | Causative 4545 FES T MET —H # AT

21 | Simple RS T e Al HE TR

22 | Resultative | & EET S = SE BR TPz

22 | Causative 4545 FENE T | MRER BT all 7Bk BEEE
22 | Simple BHR T R aiE B =y ORI

23 | Resultative | B9 iz T B I e ek

23 | Causative i FEET e S 56 B TPz

23 | Simple HiaR T kE A e F S

24 | Resultative | F&H HEAT | FRE EXe A

24 | Causative B Friz T Bl S AalAE =

24 | Simple [FE= BRAE T M Pprbl B sLfF fist

25 | Resultative | P15 EREE T | AR ’ AE all A~ ke
25 | Causative i FEIAT | FRE r s I EH

25 | Simple e BET O Al AL ) Bl
26 | Resultative | %% BT R i LaH I TR
26 | Causative RS FERE T | AR Az all A~ ke
26 | Simple R HlET vl A =T ill g
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27 | Resultative | EfH HET 9l all =T b R

27 | Causative i FEIm T R fit. LaH IEH IR
27 | Simple 47K AT | Aok ok 8 =) 1 s
28 | Resultative | 27K T ORK =g 4 s N

28 | Causative | T Fay wpm o i i

28 | Simple Ik Wl T L ~H Wy

29 | Resultative | B Wers T AFSE ZEE L

29 | Causative 2K FER T L RK BT A S N

29 | Simple lipid BT AR pEE ag AR E34E!

30 | Resultative | 1% T AR B 4G RK [Edji

30 | Causative B FER T ESE ZBE #g

30 | Simple Gk JES T | BRI 74 iE ey

31 | Resultative | %0 JEHET | BRI ARIE 5 i s

31 | Causative g FRT AR B 4G RK [Edji

31 | Simple ks AT B i e

32 | Resultative | IR TET |k il b i, el =I5
32 | Causative NE FEET | MK il b i prl| =I5
32 | Simple ME T s H bl B

33 | Resultative | A& HET @ R T A N

33 | Causative N& FET R 4 A N

33 | Simple HE BT | 15 —H ] 4
34 | Resultative | / W HWET BEHE T J5Th ERES

34 | Causative SR FEIE R T 5T ERES

34 | Simple Pt mmT  Bage A BT

35 | Resultative | 51 WRET | BER £V & Sk

35 | Causative BT FEET RER e = Sk

35 | Simple BT WOBT | BIR mRk E EK

36 | Resultative | BEA R —Of HENE

36 | Causative | HEAN Feu T —R ETE

36 | Simple BEA EET N —% ETE

37 | Resultative | B BET AR HAE B Al AR

37 | Causative B FEE T AR HRE B Al AR

37 | Simple Bz EZCNEE S TS — {5
38 | Resultative | % FET BT 18 758 = ¥y
38 | Causative | 7T FHET  WRwk R BT (24 EH
38 | Simple B BIET AR HEE OB i

39 | Resultative | 51 WEIE T kb AR i T (CE4 R
39 | Causative FT i T 3 HF b 7K i3 R
39 | Simple B T BT RE M

40 | Resultative | F+ 1 2 R hK i3 LS

40 | Causative Phith FENT  ETF HES g
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40 | Simple ST mhis T Rk 1 L A~ R
41 | Resultative | #h%h PEELT | EEF EES N

41 | Causative it FET | 4HE ATRE NEZ o

41 | Simple 2l WiBT 3 = B2 SAelE  HRiE
42 | Resultative | #ifh TIET | 45k ’ ATRE NEZ o

42 | Causative 58 FERT B r Uiée EIN

42 | Simple #hith pemT EFE AR g

43 | Resultative JE & JKET L OEOR x Uii4a YN

43 | Causative lilivsa FET | Hith B s (5

43 | Simple it VBT | 4 & B AH)

44 | Resultative | FIR GHET i B Eie TR

44 | Causative | B FECT IR RE RE L3

44 | Simple A= KT 1k 74 Uiée EIN

45 | Resultative | ‘5H HET | FEI L= (NES HE &
45 | Causative [HESIN FERLT | REE A SFal FEE

45 | Simple i SIS T i B Eie R

46 | Resultative | PCFA FEBL T | IRBE R SFal FEE

46 | Causative &t FET T R Sf e

46 | Simple = Had T FRH ’ 5 EES HIE st
47 | Resultative | 5 HMET EF i R I

47 | Causative | FI#% FALT  WEEE pibl  EAH T

47 | Simple PEEA Seis T L JNEE ~Fit FhF

48 | Resultative | [AT%R ZEAT T | AR S 'R FEUN

48 | Causative 71 FE T | B e ] o j 4=

48 | Simple Faf Ml T R oy

49 | Resultative | %1 HERH T - 5P g e 2 =3

49 | Causative E-IN FERE T | HIf Fir A EI 1 ¥y

49 | Simple ke BT  BE ®E FBR EA

50 | Resultative | & A FlAE FIf Fir A EI 1 WAy

50 | Causative =R FEAT AR S VAN e iz,

50 | Simple 23 W7 R TR R

51 | Resultative | X AT | HE S VAN e iz,

51 | Causative BUF FEE T AR b= S S [RELLE

51 | Simple TN BT R Ak P (5 15
52 | Resultative | U BET AR Al ES AR e [RELLE

52 | Causative | METEEMT  Sesmy Pl | R HAAE L

52 | Simple =R BT R W& s Eqlil Iz

53 | Resultative | MELEI  s0imT  [Rig it R4 P

53 | Causative ALK FEET 5 5]% K1

53 | Simple BUF BlmT EH AR RE [ e R

54 | Resultative | 5K MET R 5% K
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54 | Causative P4 FRT NS B i OTE e bE

54 | Simple M TEA{r  U4E T [ et H4E A

55 | Resultative | FF3# WA T | NE B FRfG T

55 | Causative J2, FERL T | BRI ’ Ly HRE

55 | Simple HEK T PG RE e i

56 | Resultative | JEl WCEL T | TRIE 5[ HRE

56 | Causative | &5 FRmT wp bl 5K — Zeny

56 | Simple Y T NG N A Wi T

57 | Resultative | &F&F PR T UL Fir A FIES —f 2R

57 | Causative e FHT | JHE HIE HE — i

57 | Simple JA Wil T R L) il

58 | Resultative | TR T | JHB HIE BHE — i

58 | Causative i FEAT | hEE FALT 2= R

58 | Simple EFeF BRAT O dEEp RREL 5K —fdi al

59 | Resultative | Hlif% WIET ke FEbT 2= R

59 | Causative B FEET | PEIA L AE i m= (CE4

59 | Simple B weT  Ee & s Ed SERL

60 | Resultative | f BEET A | AE B 1% B (CE4

60 | Causative & FERHT O AT e 1 =3
60 | Simple Fifi il T EE ELT Z2[H]

61 | Resultative | ThE AR T R S [ FEE TR

61 | Causative | Hi FET WT L i L et
61 | Simple ek BT OBA TR e TR NI

62 | Resultative | =ik PERT T S R & EIE
62 | Causative 15t FRT T iy R & EIE
62 | Simple P BT 38 s L] (7 -
63 | Resultative | TRAHD BEER T 3R I B

63 | Causative TR FEET O3 IEHE FAE

63 | Simple SR memT g B e i 5

64 | Resultative | M8 BT AU 1Ml HL S Gragias

64 | Causative S FE T AT ACHE &E Bk W F
64 | Simple gt @7 ol Tt KR BEY R

65 | Resultative | sxathil PR RhEE A pi[IGEe PRk

65 | Causative | WiBE | e  jmEr Hi S

65 | Simple SETHI T e 8 el AE 852
66 | Resultative | FLH HET R 5 —h JEB L

66 | Causative 5 FEE T R ’ 5 —h JEBEL

66 | Simple 5 BT R H ## S

67 | Resultative | %8 BT BT T il

67 | Causative 242 FET BT T il

67 | Simple K& a7 BT Fiis il
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68 | Resultative | #545 BT i HIR [ A LA ZF
68 | Causative et FET Wi CEPN [ A LA ZF
68 | Simple #5445 ZT i ’ CEPN T A LA ZF
69 | Resultative | 28 YERAT | AFRE B C1ER s

69 | Causative 1 FERAT | AERE B C1ER g

69 | Simple i Vel T | e & C1JEG BT

70 | Resultative | HTEP T PR R iyl

70 | Causative | FTEF FHLT | A i &t

70 | Simple HrEp ZET P A B K &5

71 | Resultative | HEEE JERT | 3T] [Ed B El EF
71 | Causative HRH FAIT | T] [Edi B kil F
71 | Simple HE R JEE T | 5T] E34E! LA i EF
72 | Resultative | &% T i 1 — W

72 | Causative e FHT | ME 1 —W5

72 | Simple ai ElRT O WE AE P g

73 | Resultative | 55 T R U EF| SR

73 | Causative | %1% FHT | WD TUE EF e

73 | Simple 55 JridT MR MR BAfA KRR

74 | Resultative | 2K orm 1 bt oAl TfE

74 | Causative Bk e 1 ERE Dafin 1E¥ it

74 | Simple R wpET o ERE Pk E i

75 | Resultative | B2~ WeE T | B Dafin 1E¥ it

75 | Causative | 2R Fem |l €5 TAF

75 | Simple R BT T E TfF

76 | Resultative | B BT G iy T~ e

76 | Causative i Fere 1 | G = T~ e

76 | Simple i BET g B ITf FELS

77 | Resultative | FE UGREE T ¢ TR & B NS

77 | Causative | B FELT T = f A

77 | Simple Efid UAE T TRy = B S

78 | Resultative | EA BT fme Nt 8215 (5 Bm
78 | Causative BEA FEAm T B P o

78 | Simple BEA BT fEgr R B % ey

79 | Resultative | B8 T B B4 Y

79 | Causative | #E FE T B =g & fREC) 7

79 | Simple HE hmid 7 AEEH R g il HigH

80 | Resultative | #E TfE 7 | #EEE I WE

80 | Causative HE FEfE T | #EEE T = [ eoyics ny
80 | Simple HE s T B = il B whae

81 | Resultative | i SET T R [ 9 I

81 | Causative | W FET | BT X fce Bal ) FOR
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81 | Simple WCEE &87 BT i r = HAtl it
82 | Resultative | ML VEEN T [ % Stk
82 | Causative A FER T | EAE [ s Jotk
82 | Simple G YT B ’ [ 5 etk
83 | Resultative | 22/ AN R CE /L S SEIT
83 | Causative SR FE4L T | 1EEE N S SEIT
83 | Simple ZEE s T HEEE ’ /N E SEAT
84 | Resultative | & T B R el HHEME
84 | Causative 2 FEET  EH Fir A FI Al THIA
84 | Simple B T OB BT 20 FIE MG
85 | Resultative | FE g7 EH Fir A FKI A THIA
85 | Causative | FrT KE BT 2 BRI
85 | Simple 2L BT O REE TR gk i RE
86 | Resultative | I FEET | KIE B HRE e b
86 | Causative | € FOT KR B PR i
86 | Simple E4E HeT KE B RE i
87 | Resultative | 2T ST L TE 18 Ty BH% F
87 | Causative | ZEF FEf T T 8 e T
87 | Simple BT Gum T TE s} Vs EiES Fot
88 | Resultative | 1E1E AERT B iz [ ol NS
88 | Causative T FRT B [ ol e
88 | Simple t AbAET B R =l B A
89 | Resultative | 0K  Hrery  afe ek FE if) i ih
89 | Causative i 5% FEE T | MR (4P FERERY Ehffi i
89 | Simple B pomT  gME MR 2mry #ins
90 | Resultative | M5 HUETT | ARER A EES BIITE
90 | Causative i 5% FEET T | MRS A EES BIITE
90 | Simple Biix apmT g B Xk AlfE
2. Experiment 2 (in Chapter 2)
Condition ‘ Subject Verb Object Post-target continuation
Resultative set
1 | Resultative | UK WEL T e iy HAE] e
1 | R-Simple | 3Lk W T BT FRAF] HIE
Resultative | 11 FIZET LM = w1 H
2 | R-Simple | 0% T N ARE e
3 | Resultative | Z L. ey s FiER AR EiE4
3 | RSimple | T Julm 7 W% A EEg HEZ
4 | Resultative | ZLFEA FERT | R S E=IN F7
4 | R-Simple | ZLEN  FEET P4y EfE #wA F 2k
5 | Resultative | XK | @7  Ege | A7 e
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5| RSimple | ZHR  @pmy Fx @ i % i
6 | Resultative | /Mf MR T | B i H T B
6 | R-Simple | /M W T R i H T g
7 | Resultative | /NZ el T MR iilei R I
7 | R-Simple | /% Wl T s A 1 BT
8 | Resultative | /NEAE BET R 4 il Ji £l
8 | R-Simple | /NE4 - PERT Rt 34 i T
9 | Resultative | T A T GUfE FHES i BT g ¥
9 | R-Simple | LA i 7 Gl WET FHES Y]
10 | Resultative | 272 R BN ]y Wrisay
10 | R-Simple | 2% s T BN ]y il picgin)
11 | Resultative | P4F WCEET B g FRAG T
11 | R-Simple | A4E Wl T BRA s FET
12 | Resultative | K[T §IET &[T Lk it i
12 | R-Simple | K[% T T A e ARET [
13 | Resultative | % i TG T e A e G pl i
13 | R-Simple | i i | e A e G i
14 | Resultative | T A SRR T ¢ PR i E-IN IF1F RIE
14 | R-Simple | A ST ¢ REE i E-IN iR PR
15 | Resultative | FHFA BT il AL i A,
15 | R-Simple | FHRFA TR T AL [ A,
16 | Resultative | 7+ FITET | FEA B PR J5
16 | R-Simple | #}¥ I T FEA AfE = AIfE
17 | Resultative | 54 BT | MR g A 2
17 | R-Simple | Wi FOBT O OfmER MR PR
18 | Resultative | W54 W T MR —H g i
18 | R-Simple | W4 Wes 7 e X il =R JEEN
19 | Resultative | R} LG B Y R AE =l
19 | R-Simple | Rkl BT B A 1 Zy) TR
20 | Resultative | [A]ZF BRI T AR HC Al RNt
20 | R-Simple | & PRI T R BT LA £ R Hi b
21 | Resultative | #/5& i T IR il LaH IEH AT
21 | R-Simple | £ w7 R fill B iy &0
22 | Resultative | &[4 WA T W Al =T n e
22 | R-Simple | &[4 SR ki A =T it e
23 | Resultative | A28 JEET BRI 7% jio K% i
23 | R-Simple | 5 IR T BRI A i =M
24 | Resultative | I = MG T R i BA Kt
24 | R-Simple | I E BT R e —H BA If
25 | Resultative | JH WET  BHE A ez FET A
25 | R-Simple | 11H W7 OEGE A 17K
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26 | Resultative | H+ WET  BR £ ] ZEK

26 | R-Simple | AT T - RER £ ] ZEK

27 | Resultative | F7% FET T pist Peats = ¥y
27 | R-Simple | H#% st e — X — 7 B
28 | Resultative | Whlh R | BT S Uz

28 | R-Simple | Whlth iy EEF F2K Uz

29 | Resultative | Alhl PIET | A44F ATRE Ny BLI

29 | R-Simple | Afi%d DT - AgE S A g KH)

30 | Resultative | Ji B T ok ) Uiée E=IN

30 | R-Simple | JEB TOET ok 4 Ui%s E-IN

31 | Resultative | JIA& ST A B Eie 1 joS
31 | R-Simple | I U T A s s iR ot
32 | Resultative | YA LN il Sl WRE 5

32 | R-Simple | ¥ HEmT R JRk UAESS E L&k
33 | Resultative aF WRT - Hr SR ) TR
33 | R-Simple AF w7 AT 4R e

34 | Resultative | Pl ZRALT | iR S AR JEUN

34 | R-Simple | FTls AT | IR S R HEPN

35 | Resultative | A W T R SR 1 ¥y
35 | R-Simple | & A FmT o Eh TR it Wy
36 | Resultative | = BT | HE kG &AM 72

36 | R-Simple | Z VNI 5 ke &AM 72

37 | Resultative | METEAr @ B@E T - POE &l Jik JHH
37 | R-Simple | JETEfy  ZUST | PR FHEE ik A H

38 | Resultative | KEi BT NS B FRAG T

38 | R-Simple | JE5 Wi T NS N ! 1B, U T
39 | Resultative | J& WCEL T | TRIE )i AR

39 | R-Simple | J& Wl T | VRIE )i AR

40 | Resultative | A A PR 1 SR EIES — R
40 | R-Simple | AFAF BRI EIES — [ gy
41 | Resultative | H7C i T BB WRE Cif — i

41 | R-Simple | & Sy e WERS G ieay Ed SERE
42 | Resultative | FbEF WEE T K 1 HAE e

42 | R-Simple | Fh WWlT gk 2L Ky 1) I
43 | Resultative | T=9590 MR T | 3K IEH b H

43 | R-Simple | By @ WEET SR g ] i HE
44 | Resultative | sxaTHl PPoET O OfREE LA TR o

44 | R-Simple | s%&tAll | $Zi T fEEE A0 (o NG o
45 | Resultative | BH T B —h TR L
45 | R-Simple | 5 mT Ml W - A

46 | Resultative | M1 w7 WME LIPS [l AL 7t
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46 | R-Simple | M1 om ] WE iPN [l AT LA 7
47 | Resultative | ARAR JER T L 3RT] 81 LA il +F
47 | R-Simple | TR JEd T SRT] (Ea] LA il EF
48 | Resultative | 515 rE T kR | Uy =E| IR
48 | R-Simple | 55 ris 7 ksR o Uy =E| IR A
49 | Resultative | F2K a7 T e TAE
49 | R-Simple | 2k wil Ty T B TAE
50 | Resultative | ik WE T bifls 1EY) b
50 | R-Simple | Bk W T il 1ED) AR
51 | Resultative | % BT G iz R 1
51 | R-Simple | #% T R iz Ik Eialis
52 | Resultative | A YT R J 1 1 1 Ly
52 | R-Simple | EA YT R 5 1 Al A Ly
53 | Resultative | IR HET BT S I B E
53 | R-Simple | J&P% H=RT T A = HoApthy [0
54 | Resultative | HCEE JERR T e [ e Jetk
54 | R-Simple | HUH JERT OB E4% UG Jetk
55 | Resultative | 2548 JEAL T | 1EEE NI ANEL SEi
55 | R-Simple | Z54# JE T T /NE> AT EY i
56 | Resultative | S Wer T L Rk T 2 HLE MG
56 | R-Simple | 2 BORT ¢ REE w1 2 S i
57 | Resultative | S ST K LA HRE i
57 | R-Simple | 224E T K LA HRE i
58 | Resultative |l Wiy | B b S EIES
58 | R-Simple | kfE Wity 7 B iR A A F
59 | Resultative | EiiT5 HUETT | ARER HEA A AE
59 | R-Simple | E5flgZ%  BOME T ARAR 0 MEM S AITE
60 | Resultative | ZffT52 FIE T - %% B ERE 1 FAfT
60 | R-Simple | E5floZ% | AT &R UK EE i) i i
Coordinate set
1 | Coordinate | REE T B Gt 15 5
1 | C-Simple | REE i I CEY 7 el Y
2 | Coordinate | 27 e T AR A SN s}
2 | C-Simple LS BT R A IR 2
3 | Coordinate | Z% T T Abten I H, 1 7 4l
3 | C-Simple | Z#% P 1 1 At | BUH ’ %7 5k i3
4 | Coordinate | E2/E BT L EE 7l A
4 | C-Simple | 54 ey S i i-d =t ey
5 | Coordinate | V4 IRfET | KD B B KA D
5 | C-Simple | P4 T e B B KA P
6 | Coordinate | E4. WET BN mT FiR —
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B

i T

it

6 | C-Simple mT g
7 | Coordinate | F"& gy IE& i 174 e S 1%l
7 | C-Simple | FM& BT MR i 17 e S 1%l
8 | Coordinate | T4 M T | 3= i HEhi il T
8 | C-Simple | F# s 7 | S M7 itk RET
9 | Coordinate | HBUMF ZEE T il [LER ) P ln S
9 | C-Simple | WHUN @1 HHE O EHE 7 pHaG BE
10 | Coordinate | LA BT WEA B A HEH e WwE
10 | C-Simple | JLA EBT O BEA FILES B A 5E
11 | Coordinate | [FIE%(f WET  EE AR 1 EAl il
11 | C-Simple | FISM | @ @& AR B il B
12 | Coordinate | 4% R T A, f5E s TR
12 | C-Simple | AIE BT f5E S Tk
13 | Coordinate | WRE WET | R N 1 -
13 | C-Simple | YSRE Hog 7 fESR N 1 4k -
14 | Coordinate | EW4y fERT PR A B’A Wiz
14 | C-Simple W fEdS 7 | AR Al BA ihed
15 | Coordinate | [ T B 1E TRBRAS ]
15 | C-Simple | &[4 Al Bl 34 17 Fdr
16 | Coordinate | IR e BT @A i s
16 | C-Simple | ZFIR 4787 @ BT 7oK b s
17 | Coordinate | 542 HIE T R Al A D4 iR
17 | C-Simple | /£ BT ik A A s i
18 | Coordinate | BiE BT BEE ERF BE Pt
18 | C-Simple | Bh## T | REE ERF BE PLE
19 | Coordinate | Fla A\t | #REDT  SCE  EfE i B
19 | C-Simple | FUa AL  #BT @ UH AR Wi BN
20 | Coordinate | Z9c4: PiE T N ) w’A Rl
20 | C-Simple | #4 Prm T Nz Al g ez
21 | Coordinate | BAIK HET REE VERy KU 2L
21 | C-Simple | HA Mol T ALEE K7 Al—% 3K T
22 | Coordinate | AT MEEs A it R PHIC
22 | C-Simple | S BT A X HIF /NRE
23 | Coordinate | &E} AT | s LN B 25, HILF
23 | C-Simple | {8} s T s AL i1 HT
24 | Coordinate | 7AE T AR e Neg—ah
24 | C-Simple | IH w7 FIReE Bk ot —ih
25 | Coordinate | ¥k T | —EEH 1R EIib
25 | C-Simple | ##k BT HW o R CIib
26 | Coordinate | PRI T A4 i gL k2]
26 | C-Simple | PR N R i gL gy
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27 | Coordinate | AUZCA | Fil] T Eiflgs A ZiR ey i

27 | C-Simple | BiZAk g T BG4 iR ity FTHE

28 | Coordinate | BUR BT R A BH i 24

28 | C-Simple | B BT g ) BH i 24

29 | Coordinate | FHEEZ G T | s LL ET Y 5

29 | C-Simple | FHEZ AT R LA iy AT T

30 | Coordinate | FRZHI BT U | FE E20 RS R e
30 | C-Simple | FEZ T 7UH G 3 RS R’ JURA
31 | Coordinate | #3(%  fif T g | wWE H A IR

31 | C-Simple | BEXHR HeRT R A s A e

32 | Coordinate | HJ7 HEET MR ERF I YD)

32 | C-Simple | #Jy T | MR ERF I Y

33 | Coordinate | HE[X BORUy | ot il il

33 | C-Simple | K Hos 1 ki A ek TR

34 | Coordinate | ZREEM - BRI A HE i WA

34 | C-Simple | FJEThE Pkl T L HIE AR i Mg

35 | Coordinate | JiK% BET P Wi % [Edji i ks

35 | C-Simple | JR% BRTOATFEME OREG FHEE E HEy

36 | Coordinate | BAE2/E  #RifT | {74 #gt HE R

36 | C-Simple | 54 o 7 AT X 3!

37 | Coordinate | #7%% BT Ay KK i HHZ

37 | C-Simple | ¥3#% rdT  Emg R PEL iy % i i
38 | Coordinate | Wh&k# T ) il 4 G Bl 2=

38 | C-Simple | ZE¥EE @ T L MY AR i s BN ZE

39 | Coordinate | ZHEA ST AR pisl Eik il HE R

39 | C-Simple | ZHEA gap A LI pis} P R

40 | Coordinate | %&%% BT KR i YN 7

40 | C-Simple | ¥£U% T KR “w AU 7

41 | Coordinate | 5 BET &S RAE ANF UL I

41 | C-Simple | M o7 WS (TS RAE UL I

42 | Coordinate | 4% BT | & A BB g Sk

42 | C-Simple | #¥% T At 4 BT w ity Sk

43 | Coordinate | fili & R T R REERE K Hh ik
43 | C-Simple | A&l il T e REEE Kk H T Tk
44 | Coordinate | B/NH | HWeE T HrE S kL AR

44 | C-Simple | BUNH WmT  ErE Lhh HH H

45 | Coordinate | BT IR T | R A Tk

45 | C-Simple | T MECR T | R ) TR

46 | Coordinate | HIE WHEET | HF LA ol 93 "y pizke=s

46 | C-Simple | HIE SORT | B LA Y i3 T B4R

47 | Coordinate | S¥& T AR )i T 1, HET
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47 | C-Simple | ¥ A ) ’ )i T 1, HET
48 | Coordinate | ZEHTIE AT 19k UiPN ES a2

48 | C-Simple | MEFTIR IR T AR X T =

49 | Coordinate | 'EHEE By | EHE el 3 oz
49 | C-Simple | HHLE memT o EmME o i 3 W
50 | Coordinate | #F#& WHET SRR KTy P2 s N

50 | C-Simple | & BT B A FFERR = —&
51 | Coordinate | #PJ& GERR T  FREE Jir LA b JoIR—¥

51 | C-Simple | #b/® gEm T R Ll b IR —F

52 | Coordinate | 275 AT B ’ Lk i il
52 | C-Simple | 2% R T S G E54 L1 PN
53 | Coordinate | £2& BRT | 2 Al THL #*H

53 | C-Simple | & ol Bk A THL #*H

54 | Coordinate | 1%e8 JEEELT R AfE LT

54 | C-Simple | Han LS i A fE i

55 | Coordinate | &+ WET | HE ’ T JAELS AE ELT
55 | C-Simple | R PR T A ’ T LAELS A ELT
56 | Coordinate | 1% E wmEs T fERE P 1) p2:£ i Bn
56 | C-Simple | BMEE FOmT  HZmE o FE A i et
57 | Coordinate | JEA BT & X EiiESl g

57 | C-Simple | TA SPBT B X g g

58 | Coordinate | BsHili WERT | A H it e

58 | C-Simple | B&fli PomT | B v Aoy BA 5]

59 | Coordinate | 77 HIT | Fan bl B A Tl
59 | C-Simple | 75 AT R B BT HAt ki
60 | Coordinate | sEFRAM S RPN = NE K i A
60 | C-Simple | AN Wl T L RA s LR i A

3. Experiment 3 (in Chapter 2)

Condition ‘ Subject | Verb  Modifier Target Post-target continuation

Resultative set

1 | Resultative | SR BEL T - R0y i ik T FHoAE| Hpes

| | R-Simple | Lk BT Ik ME EE RAE i

2 | Resultative | 1-J% HIT RS WA R BT A 4

2 | R-Simple | 1% HMmT R WA e L

3 | Resultative | % T. YT g . Al GE i 2
3 | RSimple | & T YT i iz ; Al GE i 2
4 | Resultative | ZFEN | BEORT | FRAN PR S EIN il g

4 | RSimple | ZEAN I HEBT  FRAN W % EIN il g

5 | Resultative | ZR  @at  friy ER L HE TS

5 | Resimple | ZR | @sT | AR i % i
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6 | Resultative | /M TRET iy figiE ft il F i B
6 | R-Simple | /M AT A o it il F i
7 | Resultative | /NM%Z W T Ay it S MR T
7 | R-Simple | /MZ EAn T Ay it AR W B
8 | Resultative | /N4 BT [N i 2 fifi JiE &
8 | R-Simple | /N4 BET [N pe ] =
9 | Resultative | TA VT AR G0 RS i s 27
9 | RSimple | LA FomT O FTAR L HURE BET FHES E
10 | Resultative | A& BT Ay i i HrsRl
10 | R-Simple | 2« BB iy ik i i i)
11 | Resultative | A4E WREET Ay Bt v FdET
11 | R-Simple | 4 Wol T iy A BAY BRIA T
12 | Resultative | AJRE §IET A EilER LR i R
12 | R-Simple | AKIF g7 L A £1 7 T G
13 | Resultative | %% TGT | PTARY | s 7 1% [Ciin pel)
13 | R-Simple | % BT ¢ OPTARY | s 7+ % [Eilp bl
14 | Resultative | T2A BT ARy R i E=IN igsg TR
14 | R-Simple | FA S T Ry R i -IN Ikt TR
15 | Resultative | EFFA ¢ gy | —ib S s i )
15 | R-Simple | EFFA T | —ib A [ B 1 i
16 | Resultative | 4% MEET A A E4p PR
16 | R-Simple | 4% AT R il A B = AR
17 | Resultative | #i%7) BT R iR i A Al K
17 | R-Simple | #i#h HORT - R MitH pi-t EIE &
18 | Resultative | #i4) W T Wy e - —H % BB
18 | R-Simple | #3#5 el T Ay MH - X 1 MH - JMEFN
19 | Resultative | £ m T B £ H5UTE [Cisan
19 | R-Simple | £}#1 e E ] i Eifi E PN
20 | Resultative | [F5 BREET  EEAY bR B Gl R
20 | R-Simple | [AI5 PR T EEN iR JITLA P UL Ji b
21 | Resultative | 44 % T A ] it L El ST
21 | R-Simple | %P BT Ay A Al NERNaE Wiy (N
22 | Resultative | &R WAT | HS Wi el = m e
22 | R-Simple | E[H weT % ARl el = it i
23 | Resultative | 555 T ECH R H % & A% i
23 | R-Simple | #H35f EET O HCN K 7 HE M
24 | Resultative | FE G T | HOW g EZs] PN
24 | R-Simple | M v g =T O ) =1 —H B Iy
25 | Resultative | J5H WET AR EAURE A J [Tk
25 | R-Simple | 5 W T AWy BgE o A
26 | Resultative | 51 wET AR AR 3 H 4K
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26 | R-Simple | AT welmT A B 3 i geox

27 | Resultative | 5% FET AP i pis} 1788 = iy
27 | R-Simple | H# N O i A R 9 He

28 | Resultative | ¥k PERT WAy N HIAK i

28 | R-Simple | #¥h T iy N K i

29 | Resultative | ik N A4k m] e NG5 B

29 | R-Simple | Al yrs T | i A4k SN X PN

30 | Resultative | JE 5 VRET FTARY ok + Ue E=IN

30 | R-Simple | JEE Vol T  FTARY ok + i BN

31 | Resultative | WA BT RAY i BE #5 iR i
31 | R-Simple | & W T - RAY il BE #5 R pi
32 | Resultative | HEE FIRET - RAY JETR e RiE sG
32 | R-Simple | EH FPBT L IREY JETR e VRS RiE Lk
33 | Resultative | #8F WRT AR Wy ST R W)
33 | R-Simple | #&F sy Ay R e we T

34 | Resultative | P/t AT A Lsgy #P R BA

34 | R-Simple | Ffik BT R L5y #Pt R BA

35 | Resultative | A BEET Ry R 2SR i iy
35 | R-Simple | &A BT sy R 2SR i ¥y
36 | Resultative | EA BT HE HEEE A A 1z

36 | R-Simple | = ey NI 4 HEEE iyl &M nz

37 | Resultative | Ji LEAMr | BOET  ABEAY | BEE FHRT ks piikicy
37 | R-Simple | i LEAfr | BO&T  ABEAY ¢ BROH AT B4 by

38 | Resultative | XFiil WA T | R% NS, Bl Bt T

38 | R-Simple | ¥Euf Wy T - IR% N N 1h, Ui T
39 | Resultative | J& WRBT TRy R g AR

39 | R-Simple | J& WosT o OERAY 1 YREE )it MRK

40 | Resultative | AFFF PRI T ARy g Gk — i Ry
40 | R-Simple | A BT bR ¢ e 717K — [ 1]
41 | Resultative | A& HitHT | ey JHE RiE £ — i@

41 | R-Simple | & i T iy JHE i jlieay Ed Bt
42 | Resultative | i JENT - it % i EHE sz

42 | R-Simple | Fs Wy it % el Ay Y o
43 | Resultative | TRYIHY [ LB IEH BHH

43 | R-Simple | B4 s | —ib WI3E pis) g i HE
44 | Resultative | s%sTAl #2227 | GEflfAy  EEE LA T ol

44 | R-Simple | %t T o Emr o eeE pit| i NG A
45 | Resultative | £iH HET % #ER i —h BAL
45 | R-Simple | 19H i iR I 1 I A

46 | Resultative | U545 W T kA [k FiPN [ AL i
46 | R-Simple | 515 el R [k FiPN [ Al L i
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47 | Resultative | FRER JERIT ey k7] it 11 LK k) F
47 | R-Simple | R iy g A ) i1 LK k) F
48 | Resultative | 5151 e T ey R - Bt =F| LA
48 | R-Simple | 515 Jram T - ey R - Bt =F| B
49 | Resultative | 2K e T Ay GiillEn fiovi LA
49 | R-Simple | 2K o (XD T ot TAE
50 | Resultative | FER Wi 1 ey P 1k 1E4 s
50 | R-Simple | f2K W T SRy FE P 1k 1E4 s
51 | Resultative | % o ARy s i R EiEhG
51 | R-Simple | 7% g O T i R ik
52 | Resultative | $EA T RE il 1] B4 ) Licyiy
52 | R-Simple | BEA e R% i J7 1] I i R
53 | Resultative | JH EET RS T A1 ] B TEA
53 | R-Simple | Ji7 =87 RE B 7+ = Hits ity
54 | Resultative | HAE JERIT | R% Bk B s Stk
54 | R-Simple | FUHE el T L R% B ELAE e Jemk
55 | Resultative | A BRAL T ARRRAY  REEE /D> N S
55 | R-Simple | 25/ Bl T ARy 1 EEDE /NE> ANBL £
56 | Resultative | 24 BOLT  HCH R T 2/ A
56 | R-Simple | SE sl HOH R T 2/ A
57 | Resultative | St YT R KR LA HE] il
57 | R-Simple | ¢ T RE KR LA HE] i
58 | Resultative | Jifik W T  EfRy e e /e
58 | R-Simple | Uil Wl T ERRRy - HE 7 jilh HoAh iy
59 | Resultative | E5ffj5¢ HUgry - —ib LR i HIAK RIE
59 | R-Simple | EEffg5 gy R% &% 2954 F Y AN iy
60 | Resultative | EEffy5¢ IE T  R% LRI 18U £ iy ZUAIG i
60 | R-Simple | 5 T b T4 TR A AIE
Coordinate set
1 | Coordinate | KEE4: ST ey EERS Al T
1 | C-Simple | K&/ ST ARy Gidcl B
2 | Coordinate | 2T T - ey JAIFT 7 LR RIS,
2 | C-Simple | & il T ey R FIT 7+ 7N RIS
3 | Coordinate | %% T R% {btdn - A H EiE| W S
3 | C-Simple | &% a7 RE fbitan - 5CH ’ WA 5 E e
4 | Coordinate | ZLEEA: BT Ay B + 3t
4 | C-Simple | Z&A4: BT LAY B el jica 5k iy
5 | Coordinate | V4 g7 b JoH e B KA P AE
5 | C-Simple | AE FET A HEH b4 B KA D AE
6 | Coordinate | 4T e T IRy (=ix wT o —f
6 | C-Simple | i Ll NS fEF wT F# —f
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Coordinate | FI8 HET R LEl il 7 e &l
C-Simple | F18 g 7 IR =Ny AN 17 e [
Coordinate | T4 MeT | Ry XE HER o e
C-Simple | T4 s 7 | R0y L K7 Feaft rET
Coordinate | TBUN | BZET  ArANY | Wild [LEH A BH IR E
C-Simple | THUF BB T  FTAM | #UR [LES AHE BH IR E
Coordinate | LA BEHT O R%E BEEAN [N BB e WE
C-Simple | LA |y o MRE &N ELES Elg nJ &E
Coordinate | [FIZHM AT | IkAY ok R M 2 i il
C-Simple | [A 5% foET iy B# G o 2 i il
Coordinate | #4#% BT RS 2 feE i HORTRK
C-Simple | %1% AT | RE% fafl TRE b AT
Coordinate | R & wET Ry EXR A 1 2k

C-Simple | R E wl T ARy s Nk 1 2k
Coordinate | E49 - {EHT | R0y PRIZE A “wh IR

C-Simple | ZWW | {EB&T | 51 ES Al 2 “h fii i

Coordinate | “E R T D B PRERAS T

C-Simple | &R (e I Bl pe 17 e

Coordinate | E/ME  TET | R BT %Kk o g

C-Simple | /B 4787 A AT B o g

Coordinate | 4 ST S SR P e P R
C-Simple | %4 wET S i Al 2 (] pics i/
Coordinate | Bh¥ BT ey S Ef RE HLAE
C-Simple | Bt izl (AE] = S EE Eiin)id
Coordinate | PisB AT #RED T M0y | (& HE i BT

C-Simple | P AL | gmid 7 A0y 1 e e i BT

Coordinate | 244 Il R NG AR 2e] =TT

C-Simple | Z=4%: PRT A INGCFZ A “h 8]

Coordinate | FAER WEIT L HCH BE s SR 5

C-Simple | AL gl T HCHY g ik R Eikig

Coordinate | HFE MEET R BEA G it (i BHIL
C-Simple | Hiit M7 R A X hF INRE
Coordinate | 5} T ey g R o 2 Akt
C-Simple | Efk MR iy i s (D) S h

Coordinate | JAE ST MRy R Mk Rgg—ah
C-Simple | %E SR T IR A iy {RFE ANIE
Coordinate | ¥k IS RAY — B iR Bl

C-Simple | ##k T IR —EW i3 Bl

Coordinate | TR T - —Lb o RE f 4 g

C-Simple | -1 T o —ib o /N i 4 g

Coordinate | AT WHRT « Effy - B AR ity Tt
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27 | C-Simple | RIZA g T o EEAY ¢ EERE A R fuAsp 1Tt

28 | Coordinate | BUR BT FTARY B 7 BRI 28

28 | C-Simple | BUi BT FTAN 4 BHIK 21

29 | Coordinate | B}EE% = 1T - —ib s L i) Oy HER

29 | C-Simple | BlEgz - aTim T - —ib s LA i) AT R

30 | Coordinate | FE&A BT | iy -y 3 BAG i R
30 | C-Simple | 4 BT Rk JUH ERa BAG i R
31 | Coordinate | J630%  #gay  —ib B Hp= it A JRERL

31 | C-Simple | JE3CR Vg G Al 2 Dicd A JERL

32 | Coordinate | HJ5 HWRT R i SRR WU sl

32 | C-Simple | HJT s TR i A AU s

33 | Coordinate | HPX BT ARy o it il

33 | C-Simple | K Yol T - R Wi Al fieg YUk

34 | Coordinate | FEELH  HRELT © 3F% AR e i W4

34 | C-Simple | gLl Bl T % K i i W2

35 | Coordinate | &% GET MY TR R % (EE e mL]

35 | C-Simple | JR% AT MY AT RS REET BT iy

36 | Coordinate | BFERAE - guET - MRy ATFE g i WK

36 | C-Simple | BSE L HRET MY 4 3 b %IE

37 | Coordinate | #¥%% AT ey EE KK i F1H 2

37 | C-Simple | ¥#% T My g R L iy % i
38 | Coordinate | #kEESs T © FTAMY WA R4 e oy A2

38 | C-Simple | 2R 1 HUET  PTANY WY ik M Cans BN 2E

39 | Coordinate | ZEEA ST RE JETS g P IR

39 | C-Simple | Z2#EA ST Mm% T4 pit) e 5 [

40 | Coordinate | %% L Kk % YAYN %

40 | C-Simple | ZE¥ emy i AR 4 AN i

41 | Coordinate | K& T A W= e A Bk Lijes

41 | C-Simple | J%EE T A B S e Bk HiEE

42 | Coordinate | Hi% ZET R K& A gl Kt AT

42 | C-Simple | #f% 7T IR et 7 BT S i

43 | Coordinate | fili& msT  R% figi REER  ®ik T Hik
43 | C-Simple | fitE NS finif KEER  Jik T Hik
44 | Coordinate | F/NMH = #R:ZT - iy il 3H i At H it

44 | C-Simple | B/MH - 4RiET ¢ Ry il 3TH At i

45 | Coordinate | BT R T R% = 7 iE:

45 | C-Simple | T W T - R% Jrt 4 7 THE

46 | Coordinate | #JU BAET Ay #HT L el T R

46 | C-Simple | H¥AC g g I A A LA ek v AR

47 | Coordinate | 3% ERT MR dER JETH 1, HET

47 | C-Simple | & Ty Ak JE TH] 1h, HET
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48 | Coordinate | HEHTIR & FI#lT @ —ib fitilE LIPS P B

48 | C-Simple | #EHI AT | —ib AR 3 BT i

49 | Coordinate | BHIE BT gy B A ) & W

49 | C-Simple | &HHLH BT ¢ JRy HHd ) & Yo

50 | Coordinate | ¥ WET | SRy S o PERE s

50 | C-Simple | #E& T BN P8 FITHY #hiE T

51 | Coordinate | #/& HEBRT | 1R% e L b f JrIR—3r

51 | C-Simple | #bJ= gEm 7 L IR% HEL Fr LA Fer JRIR—r

52 | Coordinate | Z2%5 BiETT  HCHY b ’ Tk etk sk

52 | C-Simple | % ROET | HCOH | g piz} 24 1% PN

53 | Coordinate | & BRT 24 A REL #M

53 | C-Simple | 2E T RN ik Al REL I

54 | Coordinate | 128 JEBT | —lh fEAl A B e

54 | C-Simple | #gn By 7 —ib i) 7B A

55 | Coordinate | 4% WET | EE | EE ’ TR ES A AT

55 | C-Simple | W& W T EAREY THEL ’ T VKRS AE LT

56 | Coordinate | FREZE | gy  —ib R P 25 | it

56 | C-Simple | MEH | #oET  —ib R P 25 | it

57 | Coordinate | JBA ST L ALY JEE X iz R

57 | C-Simple | A ST ARy R 3 CIE g

58 | Coordinate | B&F W T Ay s R (4 +5riE

58 | C-Simple | Wi PoBT ¢y - BeErsEl  HA i8] o

59 | Coordinate | &7 AT Y FHih il P H#Edh LI

59 | C-Simple | 7 AT #E “h gl oAb R

60 | Coordinate | FEHHAT | WEERT  JPAEAY A i Bk i A o

60 | C-Simple | #Hfifi e T O A & IRk i A B
4. Experiment 4 and Experiment 6 (in Chapter 3)

Condition NP1 (coerb | NP2 Critical verb | Post-target continuation

1-Complement | ZFHKT oY FtrK i (SN = =l oAt JH

1-Baseline ZHF g Hir Bk iiyg : ST i # B

2-Complement | 42H} SR =k RET AE9HY N ’ TR

2-Baseline A B %ZT mET EX ’ TR

3-Complement | i S ] HER T HIEHE ’ AR B 2y

3-Baseline B 1 B HER T 1% HIE i35 HHy EE

4-Complement | JH% ok Rl T N&E piskd SEH

4-Baseline Jh i 0 T AH S A5 iz

5-Complement | LT SIS SR T HoAt A ’ s ] G

5-Baseline fani] 1 fra—ga) SR T ’ TR ] el i

6-Complement | P ok K AT A

6-Baseline £ i RS AT ’ it BAH i [ESEPN
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7-Complement | ZH% HZPE T EEIN AAEL

7-Baseline L HZPE T —& 2 e SR
8-Complement | %K TR HE Ak BIET

8-Baseline RER TR A FHO i it
9-Complement RATR =05 BN ’ R

9-Baseline SRAETR Z5 bz ju ™ [
10-Complement | FAZ[EFR BB ¥ SH [

10-Baseline FAT(ETR B B —fiA > x| Ay IS A1
11-Complement | APAZEEA 1 HE v Il

11-Baseline ARBLEG A = LItz i g
12-Complement | AP(7EZ EBEe il ’ [EYcbay

12-Baseline A AL EHE — i R fily E
13-Complement | ABA¥ALE e 1t TGE AT b
13-Baseline AR SR e ’ TE AT b
14-Complement | AB{EIE A AR e

14-Baseline AN EPNN —#& i) +45 IEIN
15-Complement | AB{E A TA G55 Rk 5 i
15-Baseline LEEPN TA LUt WET

16-Complement | ARfE 5 IINER B, 25 ’ TRIFaF

16-Baseline AR A /N —15 RSy

17-Complement | ABHEER S e BN ’ ARBA L

17-Baseline ABRERL TS A 5% ’ WA o T
18-Complement | A5, ok oyl HE 7

18-Baseline RS 5, sl LI ALl %] iR
19-Complement | <% THAE T B SN TRAHY e

19-Baseline A TR 5 —7& 7 =5 #H
20-Complement | JE-E[H TR 3 Eopth, = it i
20-Baseline JAERH AR Llig oy TR BT
21-Complement | BCEFEA R HEER R

21-Baseline LGN il 2] 7

22-Complement | FRAR /N kY] B R

22-Baseline P4 /N SR Rl R
23-Complement | )5 HEAE i /N w4 TR RER
23-Baseline S5 HEAL G LItz RIS ECHY E5
24-Complement | S =4 mT S e %

24-Baseline St HH w’T 1% AT T HHy BEE
25-Complement | S &g ] (259 T ] &g
25-Baseline = &g BET LI TER Ty

26-Complement | FLA 1L BT Lo fieik EE] K
26-Baseline A G BT TR piiaseh 4 HNA,
27-Complement | 45T AREIR JUATREES & NB




27-Baseline BT A ABREIR % HRET = 1 N&

28-Complement | MHFEES | 08 | fiifg MR T fiE i ’ TRA %
28-Baseline WS finifa MR T —iF% il % A B
29-Complement | THPI & R IR T i S A

29-Baseline HPT A ju A& by thofk ’ HC el X
30-Complement | F94-1 PRy AR iy N ik TR N

30-Baseline FIE1 | g g ) fd #J] mT i
31-Complement | 5% Ry TN P T {0t ATLL by IF | s
31-Baseline Hz ju A A P T A ’ by IF | fH
32-Complement | 3kik PRy kA g i HEs TEFE

32-Baseline Bk ju T R g — [ ’ piske ZHY i
33-Complement | ZEUCHFIS + 500 ¢ hifil BT L = AR )

33-Baseline SULEFRG & 4 il ®T ’ k) A7

34-Complement | ZEfHEA4 | 508 | BRE( ST B Hegg = IEA TR
34-Baseline Sffg: A BRIl FIT Ell sl A

35-Complement | S/ | 50k ¢ kA T LR ’ —H SRR
35-Baseline =i I\ S or it g —[ = —H JEER
36-Complement | SIS | 38k TTEHiE zT sy bLig g RAE

36-Baseline SEEH B TFEifE Iz ’ i HE P BT
37-Complement | & 45 A e T /NEET i T EZ

37-Baseline 5 ju PN T 2zt ALl AT Wiy Ex
38-Complement | & 1. YR e 155+ 2 FITLA I ERA ik
38-Baseline T 1 e 65 T —7& ’ LR HAth A ZEIT
39-Complement | #H1 R BE29EE  RET TR Ak 875 TR eTE
39-Baseline A iu MESEE - RET ’ =4 e oy fe
40-Complement | 3T G x0T ik TEAE I BIOK U
40-Baseline B ju s F5HT —& % g AN
41-Complement | HIEEKR | 50k | ABALEEE N | s T Tty B

41-Baseline REER Il N ¢ s T i HL £ H Y pry
42-Complement | 1515 PR AR T [EEIN g RS e Bt
42-Baseline A 1 Ll T X ’ i L Ay s
43-Complement | Z&3%% F IR HET TR g agagiu KE it
43-Baseline HER 1 i HET ’ 3 H. fit it et
44-Complement | Wh#i5% | w8k | JPLLE R SH T N L:f] ik

44-Baseline WSz 4 R [ SHW T LI 7 I E s
45-Complement | MR R L BRT T TR hets] itk

45-Baseline R ju #T HWET ’ =1H 1t X ERT
46-Complement | i T~ Ry N U T Tty P —Bk

46-Baseline Ty 1 /NS U T —k

47-Complement | #SHLA BRI E fEHCT =D ’ T4k A ik
47-Baseline ESIUN il LEdD fEHCT LIt il A B i
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48-Complement | HIMREE 38k | T BIfE T i e e
48-Baseline LR T BIfE T : 2 e Eiod]
49-Complement | 5 R BEOTH L EET INEE 3 TR
49-Baseline e i BETH L EET miH Wy F GiEs
S0-Complement | M5l 3Bk | RMEEZ | wET ra it EXH EEfET
50-Baseline BERL MR T pia:! WERT by ket
51-Complement | #54E  #8F | flik =T e A it k& ENT
51-Baseline gEE ik =T P ’ ® Bt R
52-Complement | S#K  ¥EF | RMEEE | RET Elis ’ 15 R
52-Baseline oI IBEE T : gy 15 fhies)
53-Complement_| M/ Wh A BT BA b4 1E T s
53-Baseline Wik i PAER BT : b4 1E HiHT s
54-Complement | #T MR B BT ZE H SR e
54-Baseline BT ok BT : SR e
s5-Complement | #1438y | MK i BEE ] B R
55-Baseline wEy B i 5 B AZE BisF
S6-Complement | MU/ EREy /R i 18 FF R A 2l fr
56-Baseline gEE o N Wy : N Rt —H i
57-Complement | % Wh IR KET il L N (51 #57
57-Baseline e B KR HET ’ E AHE
s8-Complement | #HEM  ¥EF | BBAT | BBT THE R IR 38
58-Baseline dEm i BRET | HRT : i L) {2 S
59-Complement | JMEfliHi Ay | [1H ST B
59-Baseline L 1% T Ltk BR 4 PRI
60-Complement | M5l Wh |k g St 2 =) iy
60-Baseline Wik o Ew g —% i fi WA K

5. Experiment 5 (in Chapter 3)
Condition NP1 Ba | NP2 Critical verb | Post-verb continuation
I-Baseline | % 1A it T 25 STED T ER
1-Reversal | flEA o Es it ¥ 25 STHD KT BE
2-Baseline | A o BT R ) B e )
2-Reversal 1 A BT R ) B ot )
3-Baseline | BE/NT i EREE | wET —0 b —H SEFEN
3-Reversal | MB(Etf B L EGgNE T —0 i —H SEFEN
4-Baseline | #F7 o BT : IR
4-Reversal | H¥# i A BT ’ IR
S-Baseline | WiEL o BRTEH L E%ET i WY A iEs
SReversal | MIZUCH 1B | WA T i WY A e
G-Baseline | GBS 4B | B ST a AH K
6-Reversal | BREHil R ST L A
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7-Baseline | SIEFEAK OO N - A T DAzl £ Y 5

7-Reversal | SPGB A ¢ 41 - HIEFEKR AT DAzl £ Y 5

8-Baseline | 451 SO an iy ) fif HJJ mT i
8-Reversal | 4 £ MR L iy ) fif HJJ BT it
9-Baseline | EJHI% AR T —& ’ A% 4 e SN
9-Reversal | 4%/% [ e il —& ’ %4 i e SN
10-Baseline | #FEA R (=g | B IZE

10-Reversal | “Fff B OBEEA 7T | B IZE

11-Baseline | Jil% i T A= Al iidel )

11-Reversal | M0 o g IET A= Al iidel )

12-Baseline | iSE1C5H o e Iz ’ i WE i BT
12-Reversal | APEEJifE B e Iz ’ i HE i BT
13-Baseline | ZHTF K ing ’ PRBA T b ] PRI
13-Reversal | JfTFX B T BT ’ BB T A #J JiESia]
14-Baseline | JHEL/E iR IrANY T T ’ NBEE e —H HR
14-Reversal | /N f oo e T ’ /N el —H HR
15-Baseline | AR Cu BT —ii ’ 2R fily B
15-Reversal | 155 0 A BT —I5 ’ 25k it E
16-Baseline | XF} T mET fSIN ’ R

16-Reversal | %1 oA mET N ’ R

17-Baseline | RE%E R ez g Tk i HL FHLHE T i
17-Reversal | JiiESH RS T Tk i HL FHLHE T i
18-Baseline | il oo e ET —& i it P
18-Reversal | &% CSORIE 1 2T —& i it Gl
19-Baseline | &[] MmN ST Llig ’ A TR ST T
19-Reversal | APMASESE: | 40 | JHER $H T Llig ’ A TR ST T
20-Baseline | # T o T 555 T —& ’ LR HoAtb A ZEIT
20-Reversal | JbF oW i 7 —& ' B2 EHIUN ZET
21-Baseline | S o aE w’T Z1& ' e T HHy BEE
21-Reversal | BIFH o R » 1% ’ T T Wik BB
22-Baseline | PlhH R R R BT Litg 7 I i s
22-Reversal | ARLEL [ O PR BT Litg 7 I i s
23-Baseline | % o KR LET ’ x 2B

23-Reversal | K% I e LET ’ x 2B

24-Baseline | 45T 0 AR T i HL MR T Al I

24-Reversal | TBMEER BRG], WET i HL W T Al ki

25-Baseline | PG o RA HERT 1% TGE e Wik 2E
25-Reversal | Z&H oo R HERT 1% TGE e Wik 2E
26-Baseline | JHifftfili A gET LI R P TRBEE

26-Reversal | FIff £ i gET LI B i R B

27-Baseline | 25 £ ARAE HET LIt il T HCH ER
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27-Reversal | FIEAL o 85 #ET LItz il IR ECHY E5
28-Baseline | PR £ EERkE g — & ' iaez ZEHL &
28-Reversal | ZaffiBRiE I Bk &7 —H ’ piskd ZHL =
29-Baseline | W54 1 b T &)l ’ g b BT A
29-Reversal | #2:5d L] T P&l ' i £ BT s
30-Baseline | HIIEkF o T Bk T ’ G I B

30-Reversal | JiiT- 8 BIEkE BlIfR T ’ SE1G I B

31-Baseline | A LI A HZET ’ pld 1 SR BEE
31-Reversal | 741 1 A HZET ’ pld 1 SR BEE
32-Baseline | 245 T I REEIRE T = =1 NE

32-Reversal | ASHEIRE o 2T BT = =1 NE

33-Baseline | &R Eu ) FET ’ A H fit fily et
33-Reversal | fIl5d I ZEER HET ’ A H fit fily et
34-Baseline | APHEELSS I R dEgR B5T ’ ity M HF BRI T
34-Reversal | AR H5 0 BEEER IS B5T ’ ity M HF BRI T
35-Baseline | 2% 101 M A BT —& ’ 7 =5 g
35-Reversal | HHAFIHES I A BT —& ’ 7 = g
36-Baseline | A5 0 AEdEE RRE T LItz fi Ayl D% EfTH 22 AP
36-Reversal | AEAH I BB RRE T LItz fi Ayl D% EJTH 22 AP
37-Baseline | FiE/: £ iz =T Z1& ’ & il EakE E
37-Reversal | fili%x I FRdk =T 1% ’ & i) gt
38-Baseline | AR AN cT 17 —iH ’ f(53bay

38-Reversal | /N 101 IR 17 —iH ’ f(53hay

39-Baseline | MFFEEEGE £ WMo T —HEL il % EAT Eigi)
39-Reversal | fifife e WMo T —HEL il % EAT Eigi)
40-Baseline | IR £ '®T HBET ’ =18 ftt X ERT
40-Reversal | # T I B\ T ’ 1A fitr X EET
41-Baseline | & VLG o B BT ’ iz AL

41-Reversal | Bifil 1 E LR ®T ’ Faa AL

42-Baseline | ABRLATA £ EwE Il T LItz 53 b g

42-Reversal | I RArpg A Il T LItz 53 b g

43-Baseline | 7 s U T —k

43-Reversal | /N HS o T L —ik

44-Baseline | sV I 158 KT — iz HEE R

44-Reversal | 155%% BT xT — iz HEE N

45-Baseline | FAZR{Ei{R 10 R EE HET )] > EA ol fluF) A
45-Reversal | HBEEE 0 FAFER HET )] > EA ol fluF) A
46-Bascline | € £ ERET R T ’ fict! =i AT G
46-Reversal | wiifA T I GiE BB T ’ fict! =i EfoT G
47-Baseline | SAEG o zh BEET iz e B ™ B L
47-Reversal | ©™5 I BER HET S [ i M Bk
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48-Baseline | AMEH{E R HET ’ AR TGE AT b
48-Reversal | HFAit R HET ’ i TGE AT b
49-Baseline | AR A m i TA BERT LI fi WET

49-Reversal | LA £ MR A BEURT LI fif WE T

50-Baseline | Prif B NZ IR T U ’ Rl BEE

50-Reversal | /M%Z PRI IR T U ’ Rl R

51-Baseline | THPTE A T thok ’ HC el X
51-Reversal | ARfAlfE £ EpE T thok ’ HC el X
52-Baseline | &HER AR HET ’ i T4 i

52-Reversal | TS EEHR o EER g ’ i T45 i

53-Baseline | #FI o IME2gEs - pEETT ’ =4 s e

53-Reversal | AMAZ#EH | 40 1 HH) RS T ’ =4 s e

54-Baseline | B A AR ST —%& ’ B +45 JEA
54-Reversal | AR 0 A A T —% ’ B +45 JEA
55-Baseline | L7 oL BT LI e AL AR

55-Reversal | 442 o B BT LI e AL Ry

56-Baseline | #1i]4 kK il | iy bLZE =¥

56-Reversal | HEK oo mEas i | a2y bLZE Wj=F

57-Baseline | &Pk K MET ’ i “H i fEfTA
57-Reversal | Tk o ER MAET ’ i “H i fEfTA
58-Baseline | A¢HELA iSRRI [E fEHCT LI i i B i3
58-Reversal | H44HK R fiE T LI i i B i3
59-Baseline | #T s BT ’ fze TREBE

59-Reversal | moORT BT ’ SR TREBR

60-Baseline | 5% RIS SN PR T A ' by 1- | fAE
60-Reversal | YL A £ OEX Frfit 7 A ’ by 1k Pl A%

6. Experiment 7 (in Chapter 4)

Condition ‘ Sentence
Subcategorization
1 | Grammatical My sister recorded the music I played.
1 | Ungrammatical | My sister listened the music I played.
2 | Grammatical Linda should not deceive the girl on the street.
2 | Ungrammatical | Linda should not laugh the girl on the street.
3 | Grammatical The judges will encourage the contestants fairly.
3 | Ungrammatical | The judges will comment the contestants equally.
4 | Grammatical The fans will neglect his affairs for a while.
4 | Ungrammatical | The fans will gossip his affairs for a while.
5 | Grammatical The villagers might minimize the pollution from the factory.
5 | Ungrammatical | The villagers might complain the pollution from the factory.
6 | Grammatical Drivers should obey the laws for safety.
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6 | Ungrammatical | Drivers should conform the laws for safety.
7 | Grammatical The inspector should identify the motivation for the murder.
7 | Ungrammatical | The inspector should delve the motivation for the murder.
8 | Grammatical The new faculty criticized the study of language.
8 | Ungrammatical | The new faculty obsessed the study of language.
9 | Grammatical Rebecca accepted my decision on moving out.
9 | Ungrammatical | Rebecca interfered my decision on moving out.
10 | Grammatical The teacher punished the student angrily.
10 | Ungrammatical | The teacher glared the student angrily.
11 | Grammatical Her boyfriend might host a party tonight.
11 | Ungrammatical | Her boyfriend might participate a party tonight.
12 | Grammatical The housewife vacuumed the room quickly.
12 | Ungrammatical | The housewife glanced the room quickly.
13 | Grammatical His parents comforted the families of the victims.
13 | Ungrammatical | His parents sympathized the families of the victims.
14 | Grammatical Joseph declined the support from the government.
14 | Ungrammatical | Joseph relied the support from the government.
15 | Grammatical Debbie really appreciated the cuisine at the restaurant.
15 | Ungrammatical | Debbie really cared the cuisine at the restaurant.
16 | Grammatical The grandma has handled the tragedy successfully.
16 | Ungrammatical | The grandma has coped the tragedy successfully.
17 | Grammatical The president may reject the proposal completely.
17 | Ungrammatical | The president may object the proposal completely.
18 | Grammatical The girl grabbed the tail of the dog.
18 | Ungrammatical | The girl stepped the tail of the dog.
19 | Grammatical The designer allowed the customer to modify her pattern.
19 | Ungrammatical | The designer agreed the customer to modify her pattern.
20 | Grammatical Nick and Joshua missed the bus to school.
20 | Ungrammatical | Nick and Joshua waited the bus to school.
21 | Grammatical The director should finalize the plans for the project.
21 | Ungrammatical | The director should talk the plans for the project.
22 | Grammatical English learners should consult the dictionary when learning vocabulary.
22 | Ungrammatical | English learners should refer the dictionary when learning vocabulary.
23 | Grammatical The guest speaker praised the campus yesterday.
23 | Ungrammatical | The guest speaker arrived the campus yesterday.
24 | Grammatical The manager forwarded the email promptly.
24 | Ungrammatical | The manager replied the email promptly.
25 | Grammatical The mother hugged her son closely.
25 | Ungrammatical | The mother gazed her son admiringly.
26 | Grammatical He should have toured the country earlier.
26 | Ungrammatical | He should have immigrated the country earlier.
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27 | Grammatical Her grandson planted a tree by the road.

27 | Ungrammatical | Her grandson collided a tree by the road.

28 | Grammatical Her father would undergo the treatment for his disease.
28 | Ungrammatical | Her father would consent the treatment for his disease.
29 | Grammatical You should ride the lifeboat securely.

29 | Ungrammatical | You should cling the lifeboat securely.

30 | Grammatical The elder should resolve the dispute wisely.

30 | Ungrammatical | The elder should intervene the dispute wisely.

31 | Grammatical My colleagues edited the film in the office.

31 | Ungrammatical | My colleagues chatted the film in the office.

32 | Grammatical The weatherman refuted the possibility of rain.

32 | Ungrammatical | The weatherman hinted the possibility of rain.

33 | Grammatical The coach might assess his performance tomorrow.
33 | Ungrammatical | The coach might worry his performance tomorrow.
34 | Grammatical The dog might lick the visitor at the door.

34 | Ungrammatical | The dog might bark the visitor at the door.

35 | Grammatical The couple built a house of their own.

35 | Ungrammatical | The couple yearned a house of their own.

36 | Grammatical He shouldn't fake his age to get the discount.

36 | Ungrammatical | He shouldn't lie his age to get the discount.

37 | Grammatical The athlete achieved his goal of getting a medal.
37 | Ungrammatical | The athlete persisted his goal of getting a medal.
38 | Grammatical The mayor might raise the price of the tickets.

38 | Ungrammatical | The mayor might inquire the price of the tickets.
39 | Grammatical The landlord violated his privacy by mistake.

39 | Ungrammatical | The landlord intruded his privacy by mistake.

40 | Grammatical The candidate introduced his policy on education.
40 | Ungrammatical | The candidate alluded his policy on education.

41 | Grammatical The project's success requires their contributions.
41 | Ungrammatical | The project's success depends their contributions.
42 | Grammatical The chef adopted the suggestion of adding honey.
42 | Ungrammatical | The chef hesitated the suggestion of adding honey.
43 | Grammatical The professor sponsored the development of the program.
43 | Ungrammatical | The professor lectured the development of the program.
44 | Grammatical The biologist conducted his experiment on insects.
44 | Ungrammatical | The biologist persevered his experiment on insects.
45 | Grammatical The people killed the tyrant in the end.

45 | Ungrammatical | The people rebelled the tyrant in the end.

46 | Grammatical The birds inhabited the south of the island.

46 | Ungrammatical | The birds migrated the south of the island.

47 | Grammatical The tourists admired the view along the seashore.
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47 | Ungrammatical | The tourists marveled the view along the seashore.
48 | Grammatical The vine covered the fence of the farm.

48 | Ungrammatical | The vine creeped the fence of the farm.

49 | Grammatical Lily collected the leaves for decoration.

49 | Ungrammatical | Lily disposed the leaves on the grass.

50 | Grammatical My uncle visited the city in his thirties.

50 | Ungrammatical | My uncle dwelled the city in his thirties.

51 | Grammatical The ladies fostered the pet happily.

51 | Ungrammatical | The ladies chattered the pet happily.

52 | Grammatical Ghosts haunted that castle on the hilltop.

52 | Ungrammatical | Ghosts existed that castle on the hilltop.

53 | Grammatical Ruby has maintained a balance between motherhood and work.
53 | Ungrammatical | Ruby has strived a balance between motherhood and work.
54 | Grammatical The strangers invaded his garden by the river.

54 | Ungrammatical | The strangers proceeded his garden by the river.

55 | Grammatical The results confirmed my hypothesis so far.

55 | Ungrammatical | The results disagreed my hypothesis so far.

56 | Grammatical His remark revealed the truth in a subtle way.

56 | Ungrammatical | His remark diverged the truth in a subtle way.

57 | Grammatical The master hired a servant yesterday.

57 | Ungrammatical | The master peered a servant questioningly.

58 | Grammatical The fire destroyed the forest last month.

58 | Ungrammatical | The fire raged the forest last month.

59 | Grammatical Hazel did not welcome any criticism about the show.
59 | Ungrammatical | Hazel did not respond any criticism about the show.
60 | Grammatical The crowd interrupted the speaker on the podium.

60 | Ungrammatical | The crowd hissed the speaker on the podium.

Phrase structure

1 | Standard The scientist scrutinized Max's proof of the theorem.
1 | Anomaly The scientist scrutinized Max's of proof the theorem.
2 | Standard Hanna recalled Bruce's warning about the rain.

2 | Anomaly Hanna recalled Bruce's about warning the rain.

3 | Standard The man donated Larry's painting of the ocean.

3 | Anomaly The man donated Larry's of painting the ocean.

4 | Standard Tyler purchased Kyle's gift at the store.

4 | Anomaly Tyler purchased Kyle's at gift the store.

5 | Standard Angela used Karen's fork for vegetables.

5 | Anomaly Angela used Karen's for fork vegetables.

6 | Standard The fiction aroused Olivia's interest in dinosaurs.

6 | Anomaly The fiction aroused Olivia's in interest dinosaurs.

7 | Standard Simon threw Kate's umbrella on the sofa.
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7 | Anomaly Simon threw Kate's on umbrella the sofa.
8 | Standard The listeners discussed Frank's speech on migrants.
8 | Anomaly The listeners discussed Frank's on speech migrants.
9 | Standard John discovered Bob's pictures of the suspect.
9 | Anomaly John discovered Bob's of pictures the suspect.
10 | Standard The artist despised Nina's sketch of the landscape.
10 | Anomaly The artist despised Nina's of sketch the landscape.
11 | Standard Anthony remembered Monica's slogans about peace.
11 | Anomaly Anthony remembered Monica's about slogans peace.
12 | Standard The women overlooked John's complaints about the noise.
12 | Anomaly The women overlooked John's about complaints the noise.
13 | Standard Helen decorated Alice's treehouse in the summer.
13 | Anomaly Helen decorated Alice's in treehouse the summer.
14 | Standard The journal published Harry's paper about drugs.
14 | Anomaly The journal published Harry's about paper drugs.
15 | Standard The observers followed Lauren's guide on birds.
15 | Anomaly The observers followed Lauren's on guide birds.
16 | Standard The lady sold Mary's portrait of her grandfather.
16 | Anomaly The lady sold Mary's of portrait her grandfather.
17 | Standard Doris read Scott's novel about magic.
17 | Anomaly Doris read Scott's about novel magic.
18 | Standard Winston retrieved Stephen's list of supplies.
18 | Anomaly Winston retrieved Stephen's of list supplies.
19 | Standard The chorus sang Lisa's songs about freedom.
19 | Anomaly The chorus sang Lisa's about songs freedom.
20 | Standard Nate tuned Dylan's piano for the concert.
20 | Anomaly Nate tuned Dylan's for piano the concert.
21 | Standard The instructor challenged Alan's poem about the moon.
21 | Anomaly The instructor challenged Alan's about poem the moon.
22 | Standard The firm stole Mike's ideas about marketing.
22 | Anomaly The firm stole Mike's about ideas marketing.
23 | Standard The citizens disliked Fred's jokes about the Prince.
23 | Anomaly The citizens disliked Fred's about jokes the Prince.
24 | Standard Martha played Robert's movie about dolphins.
24 | Anomaly Martha played Robert's about movie dolphins.
25 | Standard Brian opened Gary's box in the closet.
25 | Anomaly Brian opened Gary's in box the closet.
26 | Standard The staff cancelled Andrew's presentation on solar energy.
26 | Anomaly The staff cancelled Andrew's on presentation solar energy.
27 | Standard Jack wanted Daisy's instructions on feeding cats.
27 | Anomaly Jack wanted Daisy's on instructions feeding cats.
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28 | Standard The newspaper quoted lan's depiction of the accident.
28 | Anomaly The newspaper quoted lan's of depiction the accident.
29 | Standard The agency rejected Maggie's application for the position.
29 | Anomaly The agency rejected Maggie's for application the position.
30 | Standard The housekeeper placed Erin's pillow on the bed.

30 | Anomaly The housekeeper placed Erin's on pillow the bed.

31 | Standard Joyce questioned Colin's forecast of the weather.

31 | Anomaly Joyce questioned Colin's of forecast the weather.

32 | Standard The network broadcast Kevin's findings about planets.
32 | Anomaly The network broadcast Kevin's about findings planets.
33 | Standard The team believed Jim's statement about the past.

33 | Anomaly The team believed Jim's about statement the past.

34 | Standard Gloria located Carol's notebook behind the bookcase.
34 | Anomaly Gloria located Carol's behind notebook the bookcase.
35 | Standard Emily copied Terry's cartoons about animals.

35 | Anomaly Emily copied Terry's about cartoons animals.

36 | Standard The children ate Eddie's chocolate in the bag.

36 | Anomaly The children ate Eddie's in chocolate the bag.

37 | Standard Wendy saw Jean's photos of her friends.

37 | Anomaly Wendy saw Jean's of photos her friends.

38 | Standard The widow needed Sammy's advice about taxes.

38 | Anomaly The widow needed Sammy's about advice taxes.

39 | Standard The judge skimmed Lucy's article about crime.

39 | Anomaly The judge skimmed Lucy's about article crime.

40 | Standard The boys heard Zoe's stories about Africa.

40 | Anomaly The boys heard Zoe's about stories Africa.

41 | Standard Jeff requested Julia's help on the project.

41 | Anomaly Jeff requested Julia's on help the project.

42 | Standard The chemist cited Howard's formulas about reactions.
42 | Anomaly The chemist cited Howard's about formulas reactions.
43 | Standard Luke surveyed consumers' opinions on plastic bags.
43 | Anomaly Luke surveyed consumers' on opinions plastic bags.
44 | Standard The police circulated Ruth's description of the thief.
44 | Anomaly The police circulated Ruth's of description the thief.
45 | Standard Morgan shredded Carter's documents about military secrets.
45 | Anomaly Morgan shredded Carter's about documents military secrets.
46 | Standard Oliver felt Jane's fear of heights.

46 | Anomaly Oliver felt Jane's of fear heights.

47 | Standard George lost Daniel's textbook on engineering.

47 | Anomaly George lost Daniel's on textbook engineering.

48 | Standard The policeman submitted Peter's report of the case.
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48 | Anomaly The policeman submitted Peter's of report the case.
49 | Standard Mina connected Amy's keyboard to the computer.
49 | Anomaly Mina connected Amy's to keyboard the computer.
50 | Standard Anne resented Tom's remarks on her looks.
50 | Anomaly Anne resented Tom's on remarks her looks.
51 | Standard The reader analyzed Bill's review of the play.
51 | Anomaly The reader analyzed Bill's of review the play.
52 | Standard Sarah dropped Leo's mug on the floor.
52 | Anomaly Sarah dropped Leo's on mug the floor.
53 | Standard The gardener watered Maria's roses in the yard.
53 | Anomaly The gardener watered Maria's in roses the yard.
54 | Standard The guard received Sue's note about the ransom.
54 | Anomaly The guard received Sue's about note the ransom.
55 | Standard Jill enjoyed Richard's films about love.
55 | Anomaly Jill enjoyed Richard's about films love.
56 | Standard Ellen joined Roger's protest for change.
56 | Anomaly Ellen joined Roger's for protest change.
57 | Standard Alex cleaned Tony's container for the crabs.
57 | Anomaly Alex cleaned Tony's for container the crabs.
58 | Standard The carpenter fixed Zach's stove in the kitchen.
58 | Anomaly The carpenter fixed Zach's in stove the kitchen.
59 | Standard Bella drank Luke's milk in the fridge.
59 | Anomaly Bella drank Luke's in milk the fridge.
60 | Standard Eric translated Ted's books about America.
60 | Anomaly Eric translated Ted's about books America.
Filler
1 | Grammatical The singer sneezed during the concert.
2 | Grammatical The waitress smiled at the gentleman.
3 | Grammatical That patient struggled with the recovery process.
4 | Grammatical The musician daydreamed about getting the prize.
5 | Grammatical The jogger fainted in the heat.
6 | Grammatical The apples rotted in the orchard.
7 | Grammatical Justice will certainly prevail over injustice.
8 | Grammatical The technician might retire from the company.
9 | Grammatical The intern snored at the front desk.
10 | Grammatical That plant can thrive in the pond.
11 | Grammatical The assistant should apologize for the mistakes.
12 | Grammatical The audience flocked to the concert.
13 | Grammatical The two nations cooperate on the issue.
14 | Grammatical These flowers will bloom throughout the summer.
15 | Grammatical Norbert should not flirt with his secretary.
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16 | Grammatical The farmers sweat under the sun.
17 | Grammatical Peggy has been coughing since midnight.
18 | Grammatical The actor swims in the pool.
19 | Grammatical The Queen prayed for her health.
20 | Grammatical Her baby cried in the cradle.
21 | Grammatical Rachel may travel to the North.
22 | Grammatical The teenager knelt beside his brother.
23 | Grammatical Aaron should not frown at his girlfriend.
24 | Grammatical Grandpa used to fish in the park.
25 | Grammatical The agent winked at my roommate.
26 | Grammatical The girls were jumping on the sofa.
27 | Grammatical The doctor nodded for Cindy to come in.
28 | Grammatical The beautiful necklace belonged to my daughter.
29 | Grammatical The passenger shouted at the driver.
30 | Grammatical Dozens of foreigners died in the earthquake.
1 | Ungrammatical | The nanny soothed in the playground.
2 | Ungrammatical | We have to preserve for future generations.
3 | Ungrammatical | The princess should avoid in social media.
4 | Ungrammatical | The farm produced for the community.
5 | Ungrammatical | The seller might overstate during the meeting.
6 | Ungrammatical | The babysitter must receive for her work.
7 | Ungrammatical | A resident repaired for the neighbors.
8 | Ungrammatical | The lawyer fulfilled for his client.
9 | Ungrammatical | The spy tentatively installed on that computer.
10 | Ungrammatical | The instructor abandoned in the afternoon.
11 | Ungrammatical | The reporter deliberately humiliated on the spot.
12 | Ungrammatical | Nancy's injury might ruin in her life.
13 | Ungrammatical | The surgeon should sharpen for next Monday.
14 | Ungrammatical | The students displayed in the exhibition.
15 | Ungrammatical | The governor will impose by next week.
16 | Ungrammatical | Their hunter detected in the woods.
17 | Ungrammatical | The dealer shouldn't betray in this case.
18 | Ungrammatical | The scholar cannot tolerate on the website.
19 | Ungrammatical | The banker will evaluate on his team.
20 | Ungrammatical | Ben really cherished in the past.
21 | Ungrammatical | The champion finally defeated in the contest.
22 | Ungrammatical | His aunt blamed before her leaving.
23 | Ungrammatical | The baseball player bought for his teammate.
24 | Ungrammatical | The cook should put on the shelf.
25 | Ungrammatical | The marketing department promoted for next season.
26 | Ungrammatical | Her husband has betrayed for several years.
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27 | Ungrammatical | The kids insulted at the station.

28 | Ungrammatical | The writer inserted into the passage.
29 | Ungrammatical | The bartender wiped from that table.
30 | Ungrammatical | The sailor might injure in that storm.
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