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## Chapter 1: Introduction

The last few decades have witnessed significant growth in computing capabilities and electronics which has significantly impacted our life - how we live and how we work. This has been possible primarily because of the scaling of technological devices (transistors), which brought about improvements in speed, power consumption and cost. The ability to sustain the operation of billions of transistors in a small area has resulted in the proliferation of consumer electronic goods. That in turn has led to the birth of several computational frameworks which form a major fraction of today's digital workload. Fig. 1.1 mentions some of the frameworks and workloads of today, which are sometimes interconnected or interdependent.

One of the most prominent concepts which is driving the growth of several sectors in the industry is that of Machine Learning (ML) and Artificial Intelligence (AI). The capability of the human brain to learn and solve complex problems have inspired advancements in areas of neuroscience, AI and ML. Decades of research in Artificial Neural Networks (ANNs), despite our limited understanding of biological Neural Networks (NNs), have shown promising results in applications such as pattern recognition, image classification and Natural Language Processing [109]. Deep Neural Networks (DNNs), which are NNs having several layers cascaded, have thus become a popular choice for such ML-based applications. The unprecedented suc-


Figure 1.1: Major computing frameworks driving the tech sector
cess in these tasks has however been at the cost of massive computations on von Neumann architectures exhibiting high energy or area requirements, or both. An example would be the IBM Blue Gene supercomputers which have tens of thousands of processors and consume power in the order of a Megawatt [46]. Such resourcehungry characteristics of DNNs makes their implementation prohibitive on platforms with limited capacity such as mobile devices and embedded systems. And this has motivated researchers to think beyond what is traditional in terms of hardware platforms for NNs. The emergence of novel devices and special-purpose architectures encourages a shift from conventional digital hardware for implementing neural algorithms [121].

The saturation of technological scaling and its diminishing returns (in terms of voltage and clock frequency scaling and integration density) is signalling an end to the Moore's law. The search for device technologies alternative to CMOS has been going for quite a long time. And while there is no clear successor yet which can replace it throughout, several candidates have emerged with their own strengths and weaknesses, demonstrating superiority in some domain/application. The more promising among these are spintronic devices and memristors, which offer characteristics such as non-volatility, near-zero leakage and high integration density. Memory
chips based on these technologies are either already commercially available or close to market [107].

The rise of other device technologies is however not sufficient to keep the momentum in the growth of computing. Dedicated processing units are increasingly being deployed to speed up execution. For example, most modern consumer electronic devices, such as smartphones, have special processors (ASICs) that take some load off the $\mathrm{CPU}(\mathrm{s})$ for applications such as video-processing. The same goes for server processors which leverage GPUs to perform computations in parallel. A significant and ever-increasing bottleneck in modern computing is actually the gap between memory and logic. The execution speed of the processor cannot exceed the rate at which instructions and data are fetched from memory. Although the aforementioned accelerators improve computational throughput, the fundamental problem of the memory bottleneck still remains.

On the horizon are circuits and higher-level architectures that are more energy efficient than von-Neumann computers by departing from the traditional concept of sequential flow of program execution. These beyond von-Neumann architectures are adapted to specific computing requirements and designed to accelerate increasingly prominent workloads. One common technique called near-memory computing brings memory closer to logic, but the processing units are still distinct from memory arrays [55]. Another form of computing which is truly non-von Neumann is in-memory computing where the processing on data is done at the same place where it is stored, thereby completely eliminating data movement. Emerging resistive memory devices are a good candidate for this framework because their variable conductance can be leveraged to perform multiplications and additions using Ohm's and Kirchhoff's law.

This kind of computing is inherently analog in nature and has led to the development of massively parallel accelerators for a wide range of applications.

An additional effect of the shrinking technology is the increased difficulty in ensuring error-free computing. As per the 2007 report of the International Technology Roadmap for Semiconductors (ITRS), relaxing the stringent requirements of correctness can result in significant savings in manufacturing costs. This, and the ability of deep learning and big-data applications to tolerate minor errors in computations, has increased the relevance of imprecise computing methods. It refers to allowing some deviations in calculations from the specifications by harnessing noise and error to achieve energy-efficiency. The most popular category of such methods is Approximate Computing which aims to save energy spent in computing by reducing the accuracy or probability of correctness of answers. Neuromorphic computing, wherein operations are performed in a manner similar to how the brain and its neurons function, is another non-von Neumann framework which leverages imprecise computing paradigms.

Another class of problems that has always been computationally intractable is combinatorial optimization, which is encountered in several applications in daily life. It involves choosing an optimal configuration of the state variables from a large number of possible ones in a problem with a discrete solution space. It is well known that our traditional von Neumann computers are not well suited to solve such NPhard problems [27] because a large no. of calculations need to be done for solving such problems. A better way is to map the problem to a model which can be used to find a local optimum via natural computing techniques. Instead of solving step-by step, the system representing the model is left to itself and its state approaches the
optimum solution with time [140]. Simulated annealing based methods have been found useful for accelerating NP-hard problems when implemented on massively parallel Boltzmann machines [19].

### 1.1 Focus and outline of thesis

In this thesis, we demonstrate the potential that emerging device technologies, specifically the spintronic device called the Magnetic Tunnel Junction (the central component of Magnetic RAM memory technology), possess for overcoming some of hurdles faced by modern computing systems. We show what role it can play in realizing hardware and accelerating computations performed in Artificial Neural Networks (NN) and combinatorial optimization through non-conventional paradigms and non-von Neumann architectures. The rest of the thesis is organized as follows.

- Chapter 2 provides background on the main concepts required to understand the contributions made in this thesis. These include the basic structure and workings of ANNs, spintronic and memristive devices, the rise of non-von Neumann computing platforms and imprecise computing models.
- Chapter 3 proposes an energy-efficient way of using MTJs for realizing NNs in a non-conventional domain called Stochastic Computing. We suggests ways of achieving energy-efficiency through NN parameter approximation and develop optimization algorithms for the same [88, 90].
- In chapter 4, we consider an MTJ crossbar based architecture for implementing NNs in a non-von Neumann manner. We discuss the drawbacks of directly programming the crossbar and propose methods for on-chip training of cross-
bars with different kinds of selectivity [89, 91].
- NP-hard problems are tackled in chapter 5 where we focus on a model that encodes such problems and uses simulated annealing to obtain good local optima. We propose a reconfigurable and parallel MTJ-based architecture which realizes the hardware representing the model and finds close-to-optimum solutions of the encoded problem. [92].


## Chapter 2: Preliminaries

This chapter provides the background on several concepts which are the focus of this thesis. We start with describing the functioning and training of neural networks, move on to emerging non-CMOS devices with emphasis on spintronics, discuss the significance of non-von Neumann computing and the basic architecture for in-memory computing, and finally mention various forms of imprecise computing. Some specific topics that have been referred to only in a single chapter are explained there itself.

### 2.1 Artificial Neural Network Architecture

The fundamental units of a Neural Network (NN) are neurons, which represent non-linear, bounded functions, and synapses, which are interconnections between neurons. Each neuron performs a weighted sum of its inputs, which in turn is fed to a non-linear activation function to squash the output to a finite range [109]. The output of a neuron, called the activation level, can be expressed as

$$
\begin{equation*}
y=f\left(\sum_{i=1}^{N} w_{i} x_{i}+b\right) \tag{2.1}
\end{equation*}
$$

where $N$ is the no. of inputs to the neuron, $w_{i}$ is the synaptic weight of the connection from the $i^{\text {th }}$ input $x_{i}, b$ is a bias, and $f()$ is an activation function (such as tanh
or ReLU). Fig. 2.1(a) depicts the operations performed by a neuron and 2.1(b), the behavior of the tanh function. A layer of neurons in an NN typically refers to a set of neurons which are not connected to one another, meaning that there are no synapses between these neurons (more biologically-inspired NN models can be exceptions). And a layer of weights is the set of incoming synaptic weights to that layer of neurons.

(a) A neuron perform a weighted sum of inputs and passes it through an activation function

(b) The transfer function of the tanh.

Figure 2.1: (a) Schematic of a neuron. (b) The tanh function.

Feedforward networks are the most elementary Neural Networks, in which information flows only in one direction from the input to the output, represented by an acyclic graph. The simplest of such networks is the fully connected one, which has connections from every input to every output neuron. Fig 2.2(a) shows a 3 -input 2-output fully connected NN layer. For such a layer which is fully connected, its weights can be represented as a matrix $W$, and its output to any input vector $x$ is given as $y=W x$. This is known as forward propagation or inference. Multiple such layers can be connected in series (cascaded) to form the entire network, in which all intermediate layers are called hidden layers. Fig. 2.2(b) depicts a 2-layer NN with 3 hidden neurons.

(a) A fully connected layer of NN

(b) Schematic of a 2-layer NN with one hidden layer.

Figure 2.2: Single-layer and 2-layer NNs

One very popular type of NN layer, in terms of connectivity are convolutional layers. Here, for each output neuron, weights exist only from a small set of the inputs which are located within its proximity. See [24] for more details on Convolutional Neural Networks. When several layers, convolutional or fully connected, are connected back to back, it forms what is popularly known as a Deep Neural Network (DNN). A DNN used for typical ML-based applications can have thousands of neurons and weights, and this is what makes their hardware implementation both computation and memory-intensive [83].

### 2.1.1 Training of Neural Networks

The ability of an NN to learn is what makes it useful. Prior to using in applications such as function approximation and classification, an NN has to be trained using several examples from a dataset, which are pairs of training inputs and their corresponding outputs or labels. The weights are initialized to random values and then adjusted as the network is trained to perform a certain task. The inputs in the training dataset are scanned one by one (often in batches). One single pass/iteration through the entire training dataset is called an epoch.

Training of the NN involves gradually adjusting the weight matrix $W$ (or matrices) such that its output $y$ moves closer to the target output $t$ (for input $x$ ) at every step of the training. Towards this, a cost function is used to measure the deviation between the desired and the obtained output. One common cost function is the Mean Square Error (MSE) given as $E=\|y-t\|_{2}^{2}$. The most popular technique of training an NN is the error backpropagation method, which relates the error or cost function with the weights of all the layers. This kind of a "backward calculation" is used to compute the gradient of the error function that is then used to update the weights in the direction in which error goes down the steepest [109]. This is known as gradient descent or the delta rule which is mathematically stated next.

Let the input to a single layer NN be $x \in R^{M}$, and $W \in R^{N \times M}$ represent the synaptic weight matrix, then the output $y \in R^{N}$ is

$$
\begin{equation*}
y=f(W x) \tag{2.2}
\end{equation*}
$$

where $f()$ is an activation function. The weight update of the synapse connecting the $i^{\text {th }}$ input to the $j^{\text {th }}$ output is given as

$$
\begin{equation*}
\Delta W_{j i}=-\eta \frac{\partial E}{\partial W_{j i}}=-\eta x_{i} \delta_{j} \tag{2.3}
\end{equation*}
$$

where E is the cost function of the presented input sample $x, \eta$ is the learning rate and $\delta_{j}$ is the error calculated at the $j^{\text {th }}$ output using $y$ and the desired output $t$. For the single layer NN (or the last layer of a multi-layered NN), $\delta$ is directly
proportional to $(y-t)$. For hidden layers, error $\delta$ is obtained by backpropagating the error of the next layer. Thus, errors are computed starting from the last layer and ending at the first. The weight update of the entire matrix is the following outer product

$$
\begin{equation*}
\Delta W=-\eta \delta x^{T} \tag{2.4}
\end{equation*}
$$

The new weight matrix is given as $W=W+\Delta W$. This weight update can be done after each training input is scanned or after accumulating the outer products from multiple inputs. See [70] for a thorough discussion on backpropagation and the various tricks that can be used to improve convergence of weights during training.

### 2.2 Spintronics and the Magnetic Tunnel Junction

The CMOS technology is approaching the physical limits of scaling, which is giving rise to issues such as large leakage currents and high power dissipation density. This has fueled the search for alternatives to the CMOS technology for memory and logic [114]. Among all post-CMOS devices that are candidates for replacement, spintronic devices are one of the most promising ones [61]. Spintronics encompasses the field of magnetic electronics $[15,81]$ and refers to the use of electron spin for computation or storage. Unique features of such devices include non-volatility, zero leakage power, CMOS compatibility, etc. These characteristics have also enabled the implementation of new classes of architectures and inspired the development of novel algorithms suited to them [130]. The most popular and commercialized spintronicsbased product is perhaps the Magnetic RAM (MRAM) which is starting to replace CMOS-based main memory and caches $[131,107]$. The goal of semiconductor com-
panies is to establish a universal memory that can replace the mainstream ones by surpassing them in several criteria.

### 2.2.1 Magnetic Tunnel Junction

The central component of the MRAM is the Magnetic Tunnel Junction (MTJ). It is a 2 -terminal spintronic device consisting primarily of 2 ferromagnetic layers separated by a thin tunnel barrier (typically MgO ) [132]. The magnetic orientation of one of the magnetic layers is fixed, whereas that of the other is free, as shown in fig. 2.3(a). MTJs possess 2 stable states where the relative magnetic orientations of the free and fixed layers are Parallel (P) and Anti-Parallel (AP) respectively, with the P state exhibiting a lower resistance than the AP state $\left(R_{P}<R_{A P}\right)$. It is this difference in resistance that allows a single-bit value to be encoded in the MTJ and which is characterized by the Tunnel Magneto-Resistance, $T M R=\left(R_{A P}-R_{P}\right) / R_{P}$.

The magnetization dynamics of the MTJ is governed by the stochastic Landau-Lifshitz-Gilbert (LLG) equation [77, 117]. It is possible to switch the state of the MTJ by passing spin-polarized current of appropriate polarity which flips the magnetization of the free layer through the mechanism of Spin-Transfer Torque (STT)


Figure 2.3: (a) The MTJ (b) Spin-Torque Transfer switching from $\mathrm{P} \rightarrow \mathrm{AP}$ (left) and $\mathrm{AP} \rightarrow \mathrm{P}$ (right). Dashed lines show the path of oppositely spin-polarized electrons.
[77] (depicted in fig. 2.3(b)). The time required to switch is heavily dependent on the magnitude of the switching current. Not only that, this switching process is a stochastic one, in the sense that a pulse of given amplitude and duration has only a certain probability to successfully change the state. This stochasticity is due to thermal fluctuations in the initial magnetization angle and is an intrinsic property of the STT switching [77].

Depending on the magnitude I of the current and the critical current $I_{c 0}[142]$, the switching probability in the high-speed precessional regime ( $I>I_{c 0}$ ) is expressed as

$$
\begin{equation*}
P(a, t)=\exp (-4 f(a) \Delta \exp (-2 t / T)), \text { with } f(a)=\left(\frac{2 a}{a-1}\right)^{\left(\frac{-2}{a+1}\right)} \tag{2.5}
\end{equation*}
$$

where $a=I / I_{c 0}, t$ is the pulse width, $\Delta$ is the thermal stability and $T$ is the mean switching time (which is dependent on $a$ )[127]. It must be mentioned that quantities such as $\Delta \& I_{c 0}$ and MTJ switching properties depend on device dimensions and material.

The spin transfer efficiency $(\theta)$ of an MTJ is a measure of how effectively charge currents are converted to spin-polarized currents. This $\theta$ is different for the 2 switching directions, with $\theta^{P \rightarrow A P}$ having a smaller value than $\theta^{A P \rightarrow P}$ [143].


Figure 2.4: MTJ $A P \rightarrow P$ switching probability as a function of $t$ and $I$

This makes $I_{c 0}^{P \rightarrow A P}>I_{c 0}^{A P \rightarrow P}$, which means that the same magnitude and duration of current will correspond to different switching probabilities for the 2 switching directions. Fig. 2.4 shows the dependence of the switching probability on pulse width and switching current for the $A P \rightarrow P$ transition. Observe the similarity in the nature of variation with $I$ and $t$. The $P \rightarrow A P$ transition too depicts this kind of a behavior, albeit with different values of $I$ and $t$.

### 2.2.2 Other spintronic devices

Other than the STT-MRAM, which has been used as memory, there exists spintronic devices for performing logic operations [61] such as

1. Hybrid MTJ/CMOS logic [124] - A pair of MTJs and a few transistors can implement most of the logic gates. This is one way of realizing logic-in-memory (see sec. 2.3).
2. All Spin Logic (ASL) devices - These consist of input and output magnets with a conducting channel in between, and utilize spin injection, spin diffusion and STT switching.
3. Domain Wall Logic - The domain wall is the interface between 2 magnetic domains; its motion can be used for logic operations.
4. Nanomagnet Logic - Utilizes magnetic direction as a state variable

### 2.2.3 Memristive devices

Another class of beyond-CMOS device which has caught the attention of researchers is the memristor, which has long been considered as the fourth basic circuit element
[25]. It is a resistive device which possesses a memory-like effect and a variety of dynamic characteristics. The fundamental physics of these devices differs from spintronic ones in the sense that their resistance depends on the ionic configuration of the material and the presence/absence of a conductive filament [144].

A common examples of a memristive device is the Resistive RAM (RRAM). It offers high integration density, non-volatility, and low-cost fabrication, and its resistance can be (re)configured through electrical inputs. Not only does it have a high and low resistance state, but some works have reported the existence of multiple intermediate resistance states [63]. RRAMs too have the potential for being used as memory $[34,54]$ and also for non-conventional computing as described next. See [23] for a detailed comparison between different emerging non-volatile memory technologies.

Although memristors tend to have intermediate resistances, it is often difficult to control their final state due to their highly non-linear behavior [96, 63]. Process variations and the resulting non-ideal device behavior make this worse. Thus it is difficult to obtain the intermediate states reliably. Further, there exists an asymmetry in the On-to-Off and Off-to-On switching [144].

### 2.3 Non-conventional and Non-von Neumann Computing

Another impact of the apparent end of Moore's law has been the birth of several new computing models that depart from the traditional and general-purpose ones [114]. Increasing the density of integration on chips will require lesser energy costs of data movement which depends on the intrinsic resistance of interconnect. As a result, computing efficiency is becoming increasingly limited by memory bandwidth,
which lags far behind processor computing speeds. In other words, memory has not scaled as much as logic, and therefore movement of data now constitutes a significant portion of energy consumption. For example, in data-intensive applications, off-chip memory access can account up to $90 \%$ of the execution time and energy [125]. Non von-Neumann computing seeks to bridge the gap between the processor and the memory by bringing them as close as possible or using the same physical entity for them.

The fundamental concept of tailoring the computing architecture to the needs of the application and nature of computation has been in use for a while in the form of ASICs, FPGAs, GPUs and GPGPUs, etc [125]. A relatively recent effort to solve the memory bottleneck includes bringing memory closer to processors through concepts such as logic-in-memory or memory-in-logic. Other similar methods include in-package memory, enhanced DRAMs and the 3D Crosspoint technology [53] which involve 3D integration and stacking. Although end users have seen improvements in energy-efficiency and performance as memory and processors are integrated closely, these gains wouldn't continue for long with the current memory devices and architectures.

A radical departure from von Neumann architectures involves in-memory computing, which essentially refers to doing computations right at the location of the memory. This solves the memory bottleneck by not requiring to fetch data from memory to the processor and writing data back to memory. The thrust in research in this direction has multiple sources:

1. The ever-increasing use of deep learning algorithms, which are often memoryintensive, for commercial workloads. Modern networks typically have tens of
thousands of parameters which require large amounts of storage, and hence large traffic from off-chip storage to on-chip processor.
2. The gap between the computational capabilities of CPUs and the human brain (with same amount of resources or power for fair comparison) has inspired researchers to better understand the working of the brain. Such brain-inspired computation requires special architectures which can offer very high levels of parallelism. Few examples of large-scale neuromorphic processors include the Stanford Neurogrid, Manchester SpiNNaker, Hiedelberg BrainScaleS machine and IBM TrueNorth which strike a balance between various performance objectives, and which differ in modes of operation (analog $\mathrm{v} / \mathrm{s}$ digital) and neuron \& synapse models [35].
3. The emergence of non-CMOS devices with unique characteristics, such as nonvolatility and the ability to represent and process non-binary data. These devices can form crucial elements of non-von Neumann frameworks which can enable better realization of deep learning algorithms or other memory-intensive applications.
4. One important property of neural algorithms and their applications is their resilience to small errors in the input or the computations. Certain nonideal characteristics of non-CMOS devices such as stochasticity not only have an insignificant effect on the result but also are desirable sometimes during training and operation [116, 94]. After all, biological NNs too function and learn with some uncertainty [121].

The most common form of non-von Neumann computing enabled by emerging
devices is analog computing, which involves computing with non-binary values by utilizing physical principles [114, 55]. An input signal in the form of a voltage, when provided to a resistive device, produces an output current that depends on its resistance and the voltage by Ohm's law. And several such resistors, when connected in parallel with a common output, would have their respective currents added up by Kirchhoff's law. This forms the basis of the in-memory compute capability of resistive devices and has the potential to realize the most fundamental computation of neural workloads and beyond. Next we discuss the most basic form of in-memory analog computing and its architecture.

### 2.3.1 The Resistive Crossbar Architecture

The mesh-like crossbar has been a popular architecture for memory. It's structure is suitable for performing matrix vector multiplications in the analog domain for neural or other applications. Often, inputs are provided to one side (say the rows) of the crossbars and outputs are obtained from the other side (the columns). Fig 2.5 shows a simplified crossbar (without access transistors) with $M$ rows and $N$ columns. For realizing an $M \times N$ NN weight layer, each row can correspond to an input and each column to an output neuron. Each resistive device at the junction of a row and column represents a synapse, whose weight would be related to the conductance.

The crossbar performs a mat-vec multiplication as a read operation in the following way. Let $V_{i}$ be the voltage applied at the $i^{\text {th }}$ input terminal and $G_{j i}$ be the conductance of the synapse connecting it to the $j^{\text {th }}$ output. By Ohm's Law, the current through that synapse is $G_{j i} V_{i}$ and by Kirchhoff's law the total current at


Figure 2.5: Structure of an $M \times N$ resistive crossbar
the output is

$$
\begin{equation*}
I_{j}=\sum_{i} G_{j i} V_{i} \tag{2.6}
\end{equation*}
$$

which bears similarity to the dot product operation. This can then be either converted to a digital value with an ADC or fed directly to suitable analog circuits for implementing the activation function of the neural network [59, 47].

Since all $M$ inputs can be applied simultaneously and the $N$ outputs are obtained almost instantaneously, the matrix-vector multiplication is performed in parallel with constant time complexity. Whereas using conventional Multiply-andAccumulate (MAC) units, the same could take up to $O(M \times N)$ time.

Memristive devices have also been proposed for performing logic operations in a variety of ways. Several logic design styles exist where the input(s) or the output can be represented with voltages or resistances [33]. The work in [123] realizes Boolean functions (AND, NOR, etc.) using stateful logic within memristive crossbars and demonstrates the operation of full adders. Use of spintronic devices for logic gates and circuits have also been proposed [56, 32].

Fig. 2.6 presents new devices, computing architectures and paradigms along different dimensions which can tackle the challenges faced by classical computing


Figure 2.6: Opportunities to overcome the hurdles presented by the slowing down of Moore's law as 3 paths, not necessarily meant to be used mutually exclusively.
with CMOS technology.

### 2.4 Non-conventional computing paradigms

The ever-increasing amount of data that is processed by modern computers has led to a sharp rise in power consumption in spite of technological advancements. On the other hand, the shrinking of transistors has increased the chances of device failure and transient errors. This has given birth to the concept of imprecise computing which advocates tolerating some errors in the computation for achieving lower power or design area. A growing number of applications handled are resilient to small errors or noise in the data, algorithms, and circuits. The notion of imprecise computing has found use particularly in Machine Learning and Big Data applications, where one or more of the following hold [45]

- There doesn't exist a single correct/golden answer
- Obtaining the correct answer takes up a lot of time and energy
- Any approximate answer is as good as the correct answer due to limitations in
human perception and/or error tolerance of the application.

We shall now discuss few categories of imprecise computing, which, it must be mentioned, are not always mutually exclusive.

### 2.4.1 Approximate Computing

This is most common form of imprecise computing which trades-off accuracy of results for lower energy and area [137]. The simplest example is using simplified logic for obtaining the less significant bits of a computation so that the errors in the result are within an acceptable level. Of course, approximate computing is to be only employed in non-safety critical domains.

### 2.4.2 Probabilistic Computing

It refers to computing results with less than $100 \%$ probability of correctness by, for example, using computing elements that have higher than usual levels of noise. With CMOS gates, an external source of noise may be used, whereas non-CMOS logic may have inherent randomness $[104,61]$. While probabilistic computing also produces answers which are approximately correct (or at least desired to be so), there is non-determinism involved in it. Whereas the term approximate computing usually refers to deterministic approximations in computing logic and data.

### 2.4.3 Stochastic Computing

Stochastic Computing (SC) specifically refers to the use of bitstreams for representing data and using simple logic gates for arithmetic functions [12]. Herein, the data
is approximate and processed serially but the computations are generally exact. SC drastically reduces area and power consumption, while occasionally increasing the latency of computations. Another challenge that SC faces is bitstream correlation that tends to reduce the accuracy of results. More technical details of SC will be discussed in the next chapter.

The above forms of imprecise computing may or may not be used in the context of non-von Neumann computing. Computing systems in the future are likely to be heterogeneous in the sense that they would use a blend of different computing paradigms, each suited to a particular set/type of applications, realized with hybrid CMOS/non-CMOS technologies.

## Chapter 3: Stochastic Computing with MTJ for Neural Networks

In this chapter, we consider the union of Stochastic Computing and spintronics for realizing a Neural Network (NN) architecture and optimizing it for energy-efficiency.

### 3.1 Introduction

In the previous chapter, we discussed the fundamentals of the workings of an NN and noticed that it primarily comprises a large number of multiplications and additions (MAC) which can be done in parallel for any layer of the NN. Although NN applications have been run on GPUs, FPGAs and high-performance servers to take advantage of parallelism, such designs with binary MAC units would have a high cost in terms of area and power consumption. This characteristic prohibits their deployment in embedded and IoT devices, where both of those metrics are desired to be low. It has prompted the development of optimization techniques at different levels of these complex networks to achieve energy efficiency [128, 93], and has also motivated the use of computational paradigms different from the traditional ones.

Stochastic Computing (SC) is a great candidate for replacing the conventional multipliers and adders of an NN. Its use of bitstreams to represent data enables the use of simple logic gates for arithmetic operations. Further, the inherent errorresilience of Recognition, Mining and Synthesis applications easily allows for the
errors produced in data due to SC. However, data in SC, called Stochastic Numbers (SNs), are generated by circuits called Stochastic Number Generators (SNGs). Traditionally, SNGs are composed of pseudo-random number generators (such as Linear Feedback Shift Registers - LFSR) and comparators [12], which can account for a significant fraction of the design cost of the complete system in terms of energy and area. For eg. the SNG's energy consumption can be up to $80 \%$ when implemented using LFSRs [11, 129]. Thus, designing low-cost SNGs is of prime importance to the overall energy-efficiency of SC-based circuits.

In this chapter, we integrate SC based on MTJs into ANNs and explore the different ways of achieving energy efficiency at both the device level and the network level, in the latter through approximations. Our contributions are summarized as follows:

- We outline the characteristics of an MTJ with regard to switching time and energy, develop a low-energy MTJ-SNG by exploiting the properties of SC, and compare it with the baseline.
- We propose the use of our MTJ-SNG as an architectural construct for ANNs in the SC domain, and develop an optimization algorithm that approximates the synaptic weights in a single-layer NN for achieving energy-efficiency by sacrificing little accuracy.
- This algorithm is then extended to a multi-layer NN by heuristically breaking down the entire problem into separate problems for each layer and solving each of them optimally.
- Lastly, we show how regularization techniques can be incorporated in the NN training process to obtain better results, and prove the effectiveness of our algo-
rithm through simulations


### 3.2 Preliminaries

### 3.2.1 Stochastic Computing

The concept of Stochastic Computing (SC) and other closely related computational paradigms dates back to the 1960s and 70s [36, 100, 101], and essentially refers to the representation of analog quantities by probabilities of discrete events which occur sequentially and are statistically independent. In contrast to conventional arithmetic computing, SC uses bit streams to represent numbers, typically denoted by the probability of ' 1 's in the stream. A Stochastic Number (SN) with value $p \in[0,1]$ is represented as a Bernoulli sequence of bits, such that if there are $n$ bits in the sequence, out of which $k$ are ' 1 ', then $p=\frac{k}{n}$ [11]. This is known as the unipolar format. In the bipolar format, $p \in[-1,1]$, and the same bit sequence would now have the value $p=\frac{2 k-n}{n}$. For example, the bit stream 0100101000 would be interpreted as 0.3 in the unipolar format and -0.4 in the bipolar format.

Fig. 3.1 shows the hardware components required for SC. Traditionally, the SNG comprises the LFSR whose output is compared with the binary representation of the SN desired to be generated. The SNG's output is used by circuits described next, and the final result can be converted back to the binary format with a counter. In this thesis chapter, the main focus in terms of techniques proposed would be on the SNG.


Figure 3.1: Components used in SC and direction of flow of data. The LFSR and the Comparator make up the SNG.

### 3.2.2 Computational units in SC

In SC, multiplication is performed by an AND gate in the unipolar format [11]. Thus, given 2 stochastic streams X and Y , their product is $\mathrm{AND}(\mathrm{X}, \mathrm{Y})$. In the bipolar format, it is given as $\operatorname{XNOR}(\mathrm{X}, \mathrm{Y})$. However, it is not possible to perform a precise addition in the SC domain as the sum of 2 SNs might very well lie beyond the range. Only a scaled addition is possible which is achieved through a 2:1 Mux whose Select input is the scaling factor and is also an SN. The scaled addition of A and B , with scaling factor S , would give $\mathrm{Z}=\mathrm{A} . \mathrm{S}+\mathrm{B} .(1-\mathrm{S})$ as in fig. 3.2(a). With $S=0.5$, one can get $\frac{A+B}{2}$, albeit with a loss of precision. However, most implementations of NNs involve the sum of a large number of numbers and a loss of precision would only result in severe errors at its outputs.

To overcome this issue, Ardakani et al. [14] introduce the concept of Integral Stochastic Computing (ISC) which allows us to represent numbers beyond the range of conventional SC. In the unipolar format, a real number $s \in[0, m]$ can be expressed as the sum of $m$ numbers $s_{1}, s_{2}, \ldots s_{m} \in[0,1]$. Each $s_{i}$ can be represented


Figure 3.2: (a) Scaled addition in SC, (b) Integral SC (ISC) representation ( $m=2$ ), and (c) Multiplication in ISC ( $m_{1}=m_{2}=2$ )
as stochastic streams and $s$ can be obtained as the bit-wise summation of these $m$ streams as illustrated by an example in fig. 3.2(b). For eg., 1.25 can be expressed as $0.75+0.5$ which have 8-bit stochastic representations (say) 11011011 and 01001101 respectively. Now, the integral stochastic stream of 1.25 can be obtained by a bitwise summation of these, which is 12012112 , also represented using 2 streams.

In general, a number $s \in[0, m]$, when represented as the sum of $m \mathrm{SNs}$, would require $\left\lceil\log _{2} m\right\rceil+1$ streams (similar to a binary representation). This concept extends similarly to the bipolar format as well [14]. Multiplication and addition in ISC are performed using binary radix multipliers and adders respectively. Given 2 real numbers $s_{1} \in\left[0, m_{1}\right]$ and $s_{2} \in\left[0, m_{2}\right]$, their product and sum would have $\left\lceil\log _{2}\left(m_{1} m_{2}\right)\right\rceil+1$ and $\left\lceil\log _{2}\left(m_{1}+m_{2}\right)\right\rceil+1$ bits respectively in the ISC domain. Fig. 3.2(c) gives an example. It must be noted that though computations in ISC require binary radix adders and multipliers, these are much less expensive than those in conventional methods of computing. For example, addition of two integral SNs with $m_{1}=m_{2}=2$ and precision $1 / n$, will need a 2 -bit adder irrespective of their precision; whereas the same in arithmetic computing will need a $\left(1+\log _{2} n\right)$-bit adder. The difference is same for the case of multiplication.

### 3.3 MTJ-based Stochastic Computing

In this section we shall describe the characteristics of an MTJ with regard to its probabilistic switching and exploit the properties of Stochastic Numbers to design a low-energy optimized MTJ-based SNG and compare it to its non-optimized version. This MTJ-SNG would be the underlying source of approximations in our energyefficient NN implementation.

### 3.3.1 Characteristics of Magnetic Tunnel Junctions

Recall from chapter 2 that the MTJ has 2 stable states with Parallel (P) and AntiParallel (AP) magnetizations. And that the state can be switched by passing a current through it, although such a switching is probabilistic in nature (see fig. 2.4). Thus, a higher switching current magnitude or pulse duration is required for a higher switching probability.

Let us now analyze theoretically the switching time and energy consumption of the MTJ. Let $I_{A P}$ and $I_{P}$ denote the currents for the $A P \rightarrow P$ and $P \rightarrow A P$ switching respectively. Given a pulse of width $T_{p}$, the expected time at which switching takes place (given it does) is expressed as

$$
\begin{equation*}
t_{s w}=\int_{0}^{T_{p}} \tau \frac{d P}{d t} d \tau \tag{3.1}
\end{equation*}
$$

where the derivative of $P$ is the switching probability density function with respect to time $t$ (fig. 2.4a) for currents $I_{A P}$ or $I_{P}$. The expected energy consumed in such a scenario, for $\mathrm{AP} \rightarrow \mathrm{P}$ switching, is

$$
\begin{equation*}
E_{s w}^{A P \rightarrow P}=V\left(I_{A P} t_{s w}+I_{P}\left(T_{p}-t_{s w}\right)\right) \tag{3.2}
\end{equation*}
$$

where $V$ is the applied voltage bias. Whereas the energy spent in the case where switching does not take place is

$$
\begin{equation*}
E_{n s w}^{A P \rightarrow P}=V I_{A P} T_{p} \tag{3.3}
\end{equation*}
$$

The expected energy consumed is therefore given as

$$
\begin{equation*}
\langle E\rangle^{A P \rightarrow P}=P\left(T_{p}\right) E_{s w}^{A P \rightarrow P}+\left(1-P\left(T_{p}\right)\right) E_{n s w}^{A P \rightarrow P} \tag{3.4}
\end{equation*}
$$

Expressions are similar for the $\mathrm{P} \rightarrow \mathrm{AP}$ switching.

### 3.3.2 MTJ as a Stochastic Number Generator

Prior works [31, 135] have suggested the use of MTJs as an SNG by exploiting the probabilistic nature of its switching. We propose an energy-efficient version of an MTJ-SNG that is based on the same principles, but takes advantage of a trivial property of SC to achieve significant energy gains.

Given a voltage pulse, the probability of switching can be decided by controlling the pulse width. For each bit generated by the MTJ representing a stochastic number $p \in[0,1]$, one would typically do the following iteratively:
i. Reset to ' 0 ' with $100 \%$ probability (not required if state didn't change in the previous iteration)
ii. Write ' 1 ' with probability $p$, and
iii. Read the value stored in the MTJ (which would be ' 1 ' with probability $p$ and ' 0 ' with probability $1-p$ ).

Repeating this procedure $n$ times would give us a sequence of $n$ bits, out of which $p . n$ are expected to be 1 , thereby representing the SN $p$.

We thus choose the P state to be the reset state (logic 0 ), and switch to the AP state (logic 1) with some probability for generating the SN. This means that switching $\mathrm{P} \rightarrow \mathrm{AP}$ with probability $p$ will produce bit streams where the probability
of finding ' 1 's is $p$. The red dotted line in fig. 3.3(a) plots the relation between the expected energy consumption and switching probability at this bias voltage, which has been obtained with the help of an HSPICE model [60] of MTJ .


Figure 3.3: (a) Variation of energy with value of SN $p$ with and without BMS (green undotted and red dotted lines respectively). (b) The BMS.

### 3.3.3 Proposed Biased MTJ-SNG

We make a slight modification to the overall procedure of generating the bits of the SN. As seen earlier, if $p$ is closer to 1 than to 0 , more time, and hence more energy, has to be spent in writing ' 1 ' to the MTJ, as compared to the case where we had to generate an SN with value $1-p$.

To reduce the average energy of the MTJ-SNG, we choose to generate $1-p$ whenever $p>0.5$ (but generate $p$ if $p \leq 0.5$ ). In other words, whenever $p>0.5$, instead of switching $\mathrm{P} \rightarrow \mathrm{AP}$ with probability $p$, we switch with probability $1-p$ (which is $\leq 0.5$ ) and invert the bits output from this Biased MTJ-SNG (BMS, the name being derived from the biased nature of the data produced by the MTJ-SNG) so that we get back the SN $p$. Therefore, we generate either $p$ or $1-p$, whichever is smaller, and use an XOR gate to choose between the generated SN and its inverse
as shown in fig. 3.3(b). The ' S ' input can be derived from the most significant bit of the binary number that is being converted to a stochastic number [11]. As an example, if $p=0.3$, the MTJ-SNG will generate $p$ itself and S will be 0 to output $A=0.3$. On the other hand, if $p=0.7$, the MTJ will generate $(1-p)(=0.3)$ and S will be 1 to output $\bar{A}=0.7$.

The energy required to generate one bit from the BMS is plotted (green undotted line) in fig. 3.3(a) as a function of $p$. The symmetry of the plot comes from generating the smaller of $p$ and $1-p$. Table 3.1 compares the 2 MTJ-SNGs in terms of the total time, average energy, and average power required per bit output. The XOR in the BMS has a small contribution of $0.1 \mu W$. Since the BMS requires us to generate SNs only lesser than or equal to 0.5 , the maximum write duration reduces from $5.46 n s$ to $2.34 n s$ (the latter corresponds to the pulse width giving $50 \%$ switching probability), thereby decreasing the total time. The average energy and power have been calculated considering a uniform distribution of $p$ over the range [0, 1]; BMS brings about a reduction by $27.5 \%$ in energy (without introducing any approximation or error in the SN being generated). The power doesn't scale with the energy as the write latency also reduces.

Table 3.1: Comparison of Normal and Biased MTJ-SNG

| MTJ-SNG | Time $(n s)$ | Avg. Energy $(p J)$ | Avg. Power $(\mu W)$ |
| :---: | :---: | :---: | :---: |
| Normal | 11.33 | 0.726 | 64.08 |
| BMS | 8.21 | 0.526 | 64.07 |

### 3.3.4 Comparison with CMOS-based SNG

The authors in [129] report that a spintronic-based SNG built with the MTJ can be 7 times more power efficient than a CMOS-SNG. Knag et. al. [64] synthesize a 100

MHz SNG with a 32 -bit LFSR and a comparator in 65 nm technology, which has a power consumption of $80.2 \mu \mathrm{~W}$. This translates to an energy consumption of $0.8 p \mathrm{~J}$ per bit of the SN having a throughput of 1 bit every $10 s$. These figures are slightly worse than our BMS which produces a bit every 8.21 ns with an energy of 0.53 pJ .

It is worth noting the following in terms of scalability and power of SNGs. The power of a CMOS-based SNG (LFSR + comparator) scales linearly with the size of the LFSR and the comparator, which strictly governs the precision of the SN generated. But an MTJ-based SNG would have a power consumption independent of the desired precision of SNs.

### 3.4 Energy Efficient MTJ-based NN Implementation

Stochastic circuits have gained popularity in low-cost implementation of NNs [14] [62]. We propose using MTJs as a hardware component for realizing NNs in the SC domain by exploiting their probabilistic switching nature to generate SNs representing inputs and synaptic weights. The error-resilient nature of NN applications motivate us to approximate the network outputs, and hence the weights, effectively designing approximate multipliers, and thereby gaining energy efficiency. In this section, we develop an algorithm that, given a trained network, the training dataset and an error tolerance, adjusts the weights in the best possible way in the solution space, while remaining within the error constraint at all times.

### 3.4.1 NN implementation in the SC/ISC domain

Here we describe how the operations of a neuron would be performed in the ISC domain (described in section 3.2.1). We know that the activation level of a neuron is given as

$$
\begin{equation*}
y=f(a)=f\left(\sum_{i=1}^{M} \tilde{w}_{i} \tilde{x}_{i}\right) \tag{3.5}
\end{equation*}
$$

where $f$ is the activation function operating on $a$, the weighted sum of inputs. Several types activation functions can be used in an NN; we go with the tanh function.

In eqn. (3.5), the $\tilde{x}_{i}$ (inputs) are assumed to be in the range $[-1,1]$ (if not, they can be normalized). Let the $\tilde{w}_{i}$ (weights) be in $[-\beta, \beta]$. The latter can be represented in the ISC domain with $\left\lceil\log _{2} \beta\right\rceil+1$ stochastic streams. However, if $\beta>1$, this would need those many SNGs, leading to higher area and energy consumption. On the other hand, if $\beta<1$, producing SNs equal to the value of the weights would mean an under-utilization of the available range/precision. Therefore, we have to scale them down to the range $[0,1]$ or $[-1,1]$ to be able to use only 1 stream, and that too effectively. Since the ISC implementation of the tanh function using FSM [21, 14] is in bipolar format, we go for the interval $[-1,1]$. So the weighted sum would now be written as

$$
\begin{equation*}
a=\beta \sum_{i=1}^{M} w_{i} x_{i} \tag{3.6}
\end{equation*}
$$

where $x_{i}, w_{i} \in[-1,1] \forall i$ and would be represented as stochastic numbers. Fig. 3.4(a) illustrates the operations of a neuron in the ISC domain, implementing eqns. (3.5) and (3.6). The addition, multiplication and neural activation would
be achieved as explained in sec. 3.2.1. Several such neurons in parallel would form a layer as in fig. 2.2(a), and multiple layers connected in series would make up the entire network. Note that the output of the tanh is a single stochastic stream in the bipolar format.

### 3.4.2 Problem Formulation

As can be seen from fig. 3.3(a), the generation of SNs (from the proposed BMS) that are closer to 0 or 1 require less energy as compared to those that are closer to 0.5 . In the bipolar format of SC , this would imply low energy requirement for numbers closer to 1 or -1 than to 0 . This property of the BMS forms the basis of achieving energy-efficiency through approximations that tend to shift the weights "farther from" 0 towards 1 or -1 , whichever is closer. We therefore aim to bring the weights of the network as close to 1 or -1 as possible while ensuring that output errors are within a specified tolerance level for all the training inputs. We investigate both single-layer and multiple-layer NNs.


Figure 3.4: (a) Neuron implementation in ISC. The outputs of the binary tree adder and multiplier consist of multiple bit-streams. (b) Schematic of 1-layer NN

### 3.4.3 Optimizing a 1-layer NN

For a single layer network, we illustrate how to formulate the network approximation as a convex optimization problem. Convexity of the feasible region of such a problem implies that any local minimum in that region is also the global minimum, ensuring that the optimum value of the objective function is always achieved. Further, nonconvex optimization problems are more complicated to solve.

The objective of our formulation is to minimize the separation of the weights from 1 or -1 (whichever is closer). Since the weights are independent of each other, the objective function can be expressed as the sum of the "distance" of the weights from 1 or -1 . One way of specifying an error tolerance at the output layer is to measure the deviation of the output neurons from their actual values (the values obtained from the trained network) and restrict all of them to within some threshold. Such a constraint should be applicable to all input vectors used in the optimization.

However, the tanh function (which provides the neuron output) is not only non-linear but also non-convex. Thus, neither neuron activation levels nor the errors in them can be directly incorporated in the convex formulation. But the input to this activation function is affine (hence convex) because it is a weighted sum of inputs. We therefore need to translate the output errors to errors in inputs of tanh. Given a limit to the deviation in neuron output, we pre-compute the upper and lower limits of the weighted sum input using the $\tanh ^{-1}$ function and force it to remain within these limits. Since tanh is a monotonically increasing (hence invertible) function, these limits can be computed exactly. Thus, the non-convexity of the tanh function neither impedes the optimization process nor introduces any inexactness.

Table 3.2: Notations for problem formulation of 1-layer NN

| Name | Meaning | Type | Dimension |
| :---: | :---: | :---: | :---: |
| $W$ | The output layer weights | Matrix | $M \times N$ |
| $\hat{x}^{r}$ | The $r^{t h}$ training input sample | Vector | $M$ |
| $\beta$ | The scaling factor for $W$ | Scalar | 1 |
| $a^{r}$ | The $r^{t h}$ weighted sums (output layer) | Vector | $N$ |
| $y^{r}$ | The $r^{t h}$ activation levels (output layer) | Vector | $N$ |

Fig. 3.4(b) illustrates a 1-layer network having $M$ inputs and $N$ outputs and table 3.2 lists the notations. In addition, the presence of ${ }^{\wedge}$ (hat) symbol indicates that the quantity is the original value obtained from the trained network, and hence is a constant in the problem; whereas its absence denotes a variable.

The Optimization Procedure: The procedure for approximating weights in a 1-layer NN is shown below ${ }^{1}$. It takes a trained network and an error threshold $\phi$ as inputs, and minimizes the "sum of distances" using $D$ samples of the training dataset. The Absolute Value (AV) of the deviation of the neuron output shouldn't exceed $\phi$.

Line 2 computes the maximum and minimum values that the weighted sum inputs of the tanh function can take. Here $y_{j}^{r}$ denotes the output of the $j^{t h}$ neuron for the $r^{t h}$ training input, and $u_{j}^{r} \& v_{j}^{r}$ are the corresponding limits. The objective function (line 3) to be minimized is the sum of distances of the weights from 1 or -1 . $W^{\prime}$ in line 5 stores how far they are from 1 or -1 , whichever is closer. It effectively implements $W_{i j}^{\prime}=\min \left(1+W_{i j}, 1-W_{i j}\right)$; however this expression cannot be directly used as the minimum of affine functions is not convex [20]. This is also the reason why we impose a constraint on the range of the weights in line 4

[^0]
## Weight Approximation for a single-layer NN

procedure OptimWeights $(M, N, \hat{W}, \hat{x}, \hat{y}, \beta, \phi)$
(In the following, $i, j$ and $r$ run from 1 to $M, N$ and $D$ respectively)
2: $\quad$ The constraint on the neuron outputs are $\left|y_{j}^{r}-\hat{y}_{j}^{r}\right| \leq \phi$. Compute the upper and lower limits of all weighted sums as $u_{j}^{r}=\tanh ^{-1}\left(\hat{y}_{j}^{r}+\phi\right)$ and $v_{j}^{r}=\tanh ^{-1}\left(\hat{y}_{j}^{r}-\phi\right)$ respectively
3: Solve the optimization problem: $\underset{W}{\operatorname{minimize}} W_{s o d}=\sum_{i=1}^{M} \sum_{j=1}^{N} W_{i j}^{\prime}$ subject to the following constraints (lines 4 to 7 ):
4: $\quad$ Restrict the weights to their original range: if $\left(\hat{W}_{i j} \geq 0\right)$ then $0 \leq W_{i j} \leq 1$

$$
\text { else }-1 \leq W_{i j} \leq 0
$$

5: Find the distance of the weights from 1 or -1 , whichever is closer

$$
W_{i j}^{\prime}= \begin{cases}1+W_{i j} & \text { if } \hat{W}_{i j} \leq 0  \tag{3.7}\\ 1-W_{i j} & \text { otherwise }\end{cases}
$$

6: $\quad$ Compute the weighted sum to all neurons for all inputs: $a^{r}=\beta\left(W^{T} \hat{x}^{r}\right)$
7: Constrain these weighted sums within their upper and lower limits: $v_{j}^{r} \leq$ $a_{j}^{r} \leq u_{j}^{r}$
return $y^{r}=\tanh \left(a^{r}\right)$
end procedure
(minimum of distance from 1 and -1 isn't convex). Line 6 computes the weighted sum inputs of the tanh function, line 7 constrains them within the limits obtained in line 2 , and line 8 finally returns the approximate neuron outputs which can now be used to check the accuracy of the NN. The optimization problem stated above is convex because the objective function and the inequality constraints are convex and the equality constraints are affine [20].

### 3.4.4 Optimizing 2-layer NNs

A similar formulation could have been made for NNs containing more than 1 layer, having the objective of minimizing the "sum of distances" of each of the weight matrices, with constraints computing the hidden layer(s) outputs and finally re-
stricting the error in the output layer's weighted sums. However, the presence of the non-convex activation function in the hidden layer(s) would make the problem (as a whole) non-convex.

To mitigate this issue, we propose breaking down the problem into separate but identical convex problems, each of which optimizes the weights in successive layers of the NN under some error constraints. Thus, in a 2-layer NN having $M$ inputs, $L$ hidden neurons and $N$ output neurons, we shall solve 2 problems successively - first for the hidden layer and then for the output layer, with error thresholds $\phi_{Z}$ and $\phi_{W}$ respectively. Given some value of $\phi_{W}$, there exists an upper limit to the amount of error that can be tolerated at the outputs of the hidden layer which can be obtained using principles of linear algebra [88].

### 3.5 Regularization and Constraints for Classification problems

We now introduce 2 methods to improve the trade-off between energy and error rate of the MTJ-based NN implementation proposed in the previous section. These are - Regularization, to influence the distribution of the weights of the network in a way that leads to lower energy; and a modified way of specifying error constraints applicable to classification problems.

### 3.5.1 Regularization

This is a technique used primarily to prevent the over-fitting of networks on the training datasets. It is achieved by adding an extra term, known as the penalty function, to the cost function to be minimized during training. It has the effect of
changing the distribution of the weights of the network. With regularization, the overall loss function is expressed as

$$
\begin{equation*}
E=E_{I}+E_{P}(W) \tag{3.9}
\end{equation*}
$$

where $E_{I}$ is the error function (such as Mean Square Error or cross-entropy loss) computed from the inputs and the weights, and $E_{P}$ is the regularization penalty function dependent solely on the weights. The weight update using gradient descent is now written as

$$
\begin{equation*}
\Delta w_{i}=-\eta\left(\frac{\partial E_{I}}{\partial w_{i}}+\frac{\partial E_{P}}{\partial w_{i}}\right) \tag{3.10}
\end{equation*}
$$

Commonly used regularization functions are the $L 1$ and $L 2$ norms of the weights that impose a penalty on weights with a large magnitude and prevent them from growing by a large extent. However, the concept can be used in general to minimize any penalty function suited for the purpose. For eg. in [134], a wedge-shaped function is used to assist the network in learning discrete weights. Recall that the BMS consumes a lower energy when it has to produce SNs close to 1 and -1 , which correspond to weight values $\beta$ and $-\beta$ respectively. This preference for extreme values of the weights can be incorporated in the training of the network. We propose 3 kinds of regularization functions that push weight values to their extremes.

Type 1: A function that is maximum at 0 and keeps decreasing with increasing magnitude of the weights.

$$
\begin{equation*}
f(w)=\lambda\left(1-\frac{|w|}{w_{0}}\right) \tag{3.11}
\end{equation*}
$$

The derivative of this function is given as

$$
\begin{equation*}
f^{\prime}(w)=-\frac{\lambda}{w_{0}} \operatorname{sign}(w) \tag{3.12}
\end{equation*}
$$

With this penalty function, the weights will always have a tendency to move away from 0 . Note that it is only the ratio of $\lambda$ and $w_{0}$ that affects the magnitude of the slope. Both equations have been graphically depicted below in fig. 3.5(a) and (d). So when $w>0, f^{\prime}(w)=-\lambda / w_{0}$ and $\Delta w>0$, pushing the weight away from 0 . However, one disadvantage of using this is that because it impacts all weight values equally irrespective of their magnitude, there is a high chance that the value of $\beta$ would also go up.


Figure 3.5: (a)-(c) Regularization function types 1,2 and 3 respectively and (d)-(f) their derivatives

Type 2: To counter the increase in $\beta$, we can impose a penalty on only those weights that are close to 0 . Such a function can be defined as

$$
f(w)= \begin{cases}\lambda\left(1-\frac{|w|}{w_{0}}\right) & \text { for }-w_{0} \leq w \leq w_{0}  \tag{3.13}\\ 0 & \text { elsewhere }\end{cases}
$$

Thus, weights that are beyond the range $\left[-w_{0}, w_{0}\right]$ are not affected by the regularization as depicted in fig. $3.5(\mathrm{~b})$ and (e).

Type 3: While everything is fine with type 2 regularization, it might be beneficial to attempt to reduce the value of $\beta$ itself, while also keeping the weights away from 0 . Such an objective can be achieved with

$$
\begin{equation*}
f(w)=\left|\lambda\left(\frac{|w|}{w_{0}}-1\right)\right| \tag{3.14}
\end{equation*}
$$

This will try to bring the weights closer to a suitably chosen $w_{0}$ as plotted in fig. $3.5(\mathrm{c})$ and (f). In our experiments, $w_{0}$ was selected as the mean of absolute value of the weights obtained without regularization and the same was used for all 3 types of regularization. The reason behind this is that the mean value minimizes the $L 2$ norm of its difference from the weights. The effect of the penalty function on the weight change $\Delta w$ depends only on the derivative $f^{\prime}(w)$, and can be adjusted by tuning the value of $\lambda$.

### 3.5.2 Classification Specific Customization

In section 3.4.3, we put a constraint on the Absolute Value (AV) of the error at each of the output neurons, which was then translated to upper and lower limits of the input of the tanh activation function. Classification problems typically have as many output neurons as the number of classes, and the one corresponding to the neuron having the highest value is taken as the output. That is

$$
\begin{equation*}
\text { Class }=k=\arg \max _{j} y_{j} \tag{3.15}
\end{equation*}
$$

with $y$ being the output from the last layer. As long as the $k^{t h}$ output remains the highest, the input will be classified to be of class $k$. This leads to a different formulation of the error constraint for such NNs where the $k^{\text {th }}$ output is only allowed to increase and the rest can only decrease. Mathematically, this means

$$
\begin{equation*}
y_{k} \geq \hat{y}_{k} \text { and } y_{j} \leq \hat{y}_{j} \forall j \neq k \tag{3.16}
\end{equation*}
$$

This is equivalent to having only a lower limit for the input of the $k^{\text {th }}$ neuron and an upper limit for the others,

$$
\begin{equation*}
a_{k} \geq \hat{a}_{k} \text { and } a_{j} \leq \hat{a}_{j} \forall j \neq k \tag{3.17}
\end{equation*}
$$

With some relaxation $\phi$ in the error of the neuron outputs, we may write

$$
\begin{equation*}
a_{k} \geq v_{k} \text { and } a_{j} \leq u_{j} \forall j \neq k \tag{3.18}
\end{equation*}
$$

in line 7 of the optimization procedure, where $v_{k}$ and $u_{j}$ would be computed as in line 2 . We shall, henceforth, refer to this modified error constraint by the name Classification Specific (CS). It is to be noted that the above constraints would be applicable only to the last layer of the NN; all hidden layer neurons would still have a restriction on the absolute value of the error as such strict ordering of output does not exist for them.

### 3.6 Simulation Methodology and Results

### 3.6.1 Evaluation setup

Several benchmarks based on classification problems were used to measure the performance of the NNs and estimate the energy savings obtained by approximating the multiplications. Training and optimization of the neural networks was done in MATLAB on a 64-bit computer with Intel Xeon E3 processor and 32 GB RAM. First, we train an NN in MATLAB with the mean square error cost function using the gradient descent method and check its accuracy on the test dataset. We then estimate its energy consumption in classifying one sample with the Biased MTJSNG (BMS), considering bitstreams of length 64. This energy includes those of the SNGs used for generating both the network inputs and the weights. The energy consumption of each BMS in the networks consists of 3 terms:

- The write energy, which varies with the SN being generated, and which is obtained from the data corresponding to the green plot in fig. 3.3(a)
- The read energy, and
- The expected energy required to reset, which again depends on the generated SN. Larger the SN, higher its chances of requiring a reset (although, recall that using BMS means we reset at most half of the times).

For the input BMS, we considered the average energy over all samples of the test dataset since different samples would have different energy requirements.

Next, we approximate the network using the optimization technique described in section 3.4 for different levels of error tolerance using CVX, a MATLAB-based


Figure 3.6: Flow chart showing the process and network optimization and characterization. We start with training an NN without regularization.
software tool for solving convex programs [42]. Finally, each of the newly obtained NNs with approximate multipliers were analyzed for their accuracy and their energy, again for bitstream length of 64 . The input samples and weights of the networks were thus rounded off to account for the reduced precision. The entire process is repeated with the 3 types of regularization, and each of the 4 networks were optimized using both types of error constraints - Absolute Value (AV) and Classification Specific (CS). This is illustrated in fig. 3.6.

### 3.6.2 Results

The results from the different datasets are summarized below:

1. MNIST digit recognition: The MNIST is a standard benchmark for classification problems that categorizes handwritten digits, each of size $28 \times 28$ [69]. A simple 1-layer NN with 784 inputs and 10 outputs was trained - first without and then with the 3 types of regularization.

Table 3.3 summarizes the benefits of approximating the weights of the NN for all types of penalty functions and select values of error threshold $\phi$. The first column shows the initial energy levels before optimization (but with BMS in place). The ones with regularization are lesser than those without as the moving away of
weights from 0 decreases the average energy of the BMS. This is evident from the nature of the plot in fig. 3.3(a). It must be mentioned that the classification error rate does not change with just the incorporation of BMS, as weight values remain exactly the same. Significant energy savings were obtained even for $\phi=0$ owing to certain degree of redundancy in some inputs. The entire data has been plotted in fig. 3.7. All accuracy and energy consumption values (here, and henceforth) are for 64 -bit long SNs; the latter goes up linearly with the length. The BMS which represented the 784 inputs had a constant share of 30.5 nJ (averaged over all test samples) for all types of regularization and all values of $\phi$, and the rest of the energy was from those of the $748 \times 10$ weights.

|  |  |  | AV |  |  | CS |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Reg. | $\phi$ | - | 0 | 0.05 | 0.10 | 0 | 0.02 |
| None | Energy | 355.8 | 282.5 | 226.1 | 200.9 | 204.2 | 191.2 |
|  | Error | 11.98 | 12.11 | 15.15 | 18.66 | 19.10 | 20.15 |
| Type 1 | Energy | 349.4 | 276.8 | 225.6 | 202.9 | 197.4 | 187.4 |
|  | Error | 12.83 | 13.07 | 16.98 | 21.44 | 21.99 | 22.59 |
| Type 2 | Energy | 342.9 | 272.8 | 216.0 | 192.0 | 192.0 | 181.7 |
|  | Error | 12.75 | 12.92 | 16.42 | 22.01 | 20.38 | 20.95 |
| Type 3 | Energy | 349.8 | 276.4 | 215.0 | 187.8 | 193.6 | 180.7 |
|  | Error | 12.35 | 12.64 | 16.52 | 20.87 | 19.29 | 19.92 |

Table 3.3: Variation of 1-layer network energy (in $n J$ ) and classification error rate (in $\%$ ) on the MNIST test dataset with different values of error threshold $\phi$ with both AV and CS types of constraint. The $1^{\text {st }}$ column of data corresponds to BMS without any weight approximation.

As can be seen, when AV constraint is employed, the trade-off with type 3 regularization is comparable (or slightly better) to that without for somewhat large values of $\phi$. However, with CS, type 3 is markedly better than others, and also beats the AV. It must however be noted that the CS constraint brings about a sharp reduction in energy accompanied by a significant increase in classification inaccuracy with the smallest value of error threshold $(\phi=0)$. On the other hand,


Figure 3.7: Energy vs classification error rate curve for the MNIST dataset 1-layer NN. The dots are for the AV constraint, whereas the asterisks are for CS. Optimization was done with 1000 training samples.

AV provides a more gradual trade-off with more control on the misclassification rate.
This is due to the former bounding network outputs from only 1 side, leading to a larger solution space.

The latency of inference is 8.21 ns per bit of the SN (as in sec. 3.3.3); thus a bitstream length of 64 would imply that the classification of 1 sample requires $0.525 \mu s$.

For the 2-layer NN, input images were scaled down to size $14 \times 14$ to reduce the time required to solve the problem, and 25 neurons were used in the hidden layer. Characteristics of the network before and after weight optimization, are summarized in Table 3.4. In all energy values, input BMS consumed 8.25 nJ ; remaining

|  |  |  | AV |  |  | CS |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Reg. | $\phi_{W}$ | - | 0 | 0.05 | 0.10 | 0.00 | 0.01 |
| None | Energy | 221.2 | 191.3 | 159.6 | 147.7 | 188.1 | 172.5 |
|  | Error | 6.97 | 6.79 | 7.08 | 7.32 | 8.18 | 8.13 |
| Type 1 | Energy | 216.1 | 187.1 | 156.0 | 146.6 | 184.4 | 168.3 |
|  | Error | 7.43 | 7.45 | 7.83 | 7.85 | 8.75 | 8.86 |
| Type 2 | Energy | 210.2 | 181.8 | 148.4 | 138.8 | 179.7 | 162.3 |
|  | Error | 7.09 | 7.08 | 7.21 | 7.41 | 8.02 | 8.17 |
| Type 3 | Energy | 212.7 | 188.4 | 156.4 | 146.2 | 185.5 | 171.0 |
|  | Error | 7.13 | 7.13 | 7.35 | 7.45 | 7.99 | 8.05 |

Table 3.4: Results for the MNIST 2-layer network for select values of error threshold of the outer layer ( $\phi_{W}$ ). Classification error and energy (in $n J$ ) are for 64 -bit long SNs.


Figure 3.8: Plot of classification error rate against energy for 2-layer NN of MNIST dataset with AV constraint.
was distributed between hidden and output layer BMS roughly in the ratio $18: 1$. The misclassification error rates with floating point double precision and without any weight approximation are $6.69 \%$ without regularization, and $7.33 \%, 6.98 \%$, and $6.93 \%$ for types 1,2 and 3 respectively. These are reasonably close to the corresponding values with 64 -bit long SNs ( $1^{\text {st }}$ column of table 3.4).

The energy-error trade-off with the Absolute Value constraint is depicted in fig. 3.8. For each kind of regularization (including none), only the points which are pareto-optimal have been jotted (that is to say, energy-error pairs having higher values of both than at least 1 other pair have been skipped). Type 1 and type 3 of regularization do not exhibit lesser values of both energy and error than the case with None. However, type 2 possesses similar or more optimal values for somewhat high values of $\phi_{W}$. A reduction of $40.5 \%$ in energy is observed with $\phi_{W}=0.15$ for a degradation of about $1 \%$ in accuracy. With the CS constraint, although energy values show a significant dip from those prior to optimization, the error that creeps in is much higher than that with AV. The distribution of weights in both layers of this NN (as well as in the NNs of the next datasets) was similar to those of the 1-layer counterpart.
2. Wine Quality: This dataset (as well as the next one) was obtained form
the UCI Machine Learning Repository [78]. The goal here is to train a network to estimate the quality of samples of red wine on the basis of results of physiochemical tests [29]. Only a 2-layer NN with 12 input parameters and 20 hidden neurons was trained with 1249 samples and tested on 250 samples. The no. of misclassified samples before weight approximation and using floating-point precision was 31, 34, 32, and 32 without and with the 3 types of regularization respectively. Fig. 3.9 plots the energy-error curve for both constraints. As is evident, the type 3 penalty function provides more optimal pairs of energy and error values than the others in both cases; with the CS constraint surpassing the AV.


Figure 3.9: Trade-off between network Energy and classification error rate for the Wine Quality test dataset. For each curve in (a), the topmost point (one with the highest energy) corresponds to the values before optimization. 0.46 nJ of energy was for the inputs; hidden and output layer weights' consumption ratio was roughly $2: 1$.
3. SONAR, Rocks vs Mines: This is about distinguishing between metal surfaces and rocks using sonar signals bounced off from them [41]. Both the training and test datasets contain 104 samples, each having 60 inputs. Both a 1-layer NN and a 2-layer NN (with 15 hidden units) were trained. The results are plotted in fig. 3.10. Before weight approximation, the no. of misclassified samples, with floating point double precision, were $20,21,24, \& 18$ for the 1 -layer NN and $15,14,14$, \& 13 for the 2-layer NN for None, type 1,2 and 3 respectively.

(a) Single-layer NN - AV Constraint

(c) Two-layer NN - AV Constraint

(b) Single-layer NN - CS constraint
(d) Two-layer NN - CS constraint
Figure 3.10: Energy v/s inaccuracy in classification for the SONAR dataset. (a)-(b) 1-layer NN, and (c)-(d) 2-layer NN. Input BMS required 2.29 nJ . Hidden and output weights in 2-layer NN used energy in ratio about $35: 1$.

For the 1-layer NN, with both the AV and CS constraint (figs. 3.10(a) and (b)), type 3 works the best whereas types 1 and 2 are either similar or worse than None. The CS constraint is better than the AV for all types except type 3, where they are comparable.

In the 2-layer NN, types 1 and 3 outperform None when AV constraint is used (fig. 3.10(c)), whereas type 2 is a bit worse. With the CS constraint (fig. $3.10(\mathrm{~d})$ ), only type 1 appears to be better than None. Among the constraints, the latter provides better trade-off with no regularization and type 1 ; but the two are comparable when types 2 and 3 are used.

### 3.7 Conclusion

This chapter proposes the use of Magnetic Tunnel Junctions as Stochastic Number Generators in an SC based hardware implementation of Neural Networks. We design an energy-efficient version of an MTJ-SNG (named BMS) that significantly reduces the average energy per bit of a stochastic stream and propose its use in an SC-based NN. We go on to develop an algorithm based on convex optimization that aims to adjust the weights in such an NN in a way that brings about a reduction in the energy consumption. This approximation leverages the error resilient nature of applications of NNs. The algorithm would be applicable to not only feed-forward networks, but also other more complicated architectures (such as Convolutional and Recurrent NNs) since the basis of achieving energy efficiency remains the same.

Further, we propose 3 types of penalty functions to be used for weight regularization during training of the NNs, keeping in mind the kind of weight distribution that leads to lower energy. Lastly, we suggest a small modification to constraints in the optimization procedure that caters to classification-based problems by taking advantage of a certain redundancy in their outputs. To give a perspective of the benefits brought about by our approach, the proposed algorithm brings about a $40 \%$ reduction in energy consumption with less than $1 \%$ accuracy loss on the 2 layer MNIST network. Future work could propose other optimization methods that can better workaround the non-convexity of NNs and approach the problem in a wholesome way. Also, more efficient ways of using the MTJ as an SNG could be developed.

## Chapter 4: In-situ Training of MTJ Neural Network Crossbar

In the previous chapter, we proposed the energy-efficient use of MTJs as Stochastic Number Generators in an NN architecture which operates in the Stochastic Computing (SC) domain. While SC does involve smaller designs with low power consumption, the requirement of long bitstreams for good accuracy is a hindrance to fast execution times [12]. In this chapter, we consider the resistive crossbar architecture described in sec. 2.3.1 for the physical realization of NN weight matrices due to its inherent parallelism. We investigate into MTJ crossbars and state the drawbacks of training them as one would normally do (that is, doing the training in software and then programming the crossbar). We then propose techniques for on-chip training of the crossbar that takes care of those issues.

### 4.1 Introduction

The emergence of novel devices and special-purpose architectures has called for a shift from conventional digital hardware for implementing neural algorithms [121]. Attempts have been made towards dedicated hardware designs and realization of the synaptic weights (and neurons) of a Neural Network (NN) by using CMOS transistors in an analog fashion [87, 97]; but these have met with challenges of scalability and volatility. Parallel research work has focused on using post-CMOS
devices such as memristors, which are non-volatile devices with a variable resistance, as synaptic weights [102]. In an analog computing framework, the conductance of resistive devices encodes the NN weight value. However, the fabrication of multilevel memristors with stable states is still a challenge [142, 96]. Another choice is the Magnetic Tunnel Junction (MTJ) [132]. Its non-volatility and scalability make it a particularly lucrative choice for in-memory processing type of architectures for neural networks.

Neural network architectures can be realized with resistive devices using the crossbar configuration which allows greater scalability and higher performance due to its inherent parallelism [102, 141, 130, 113, 86]. The crossbar not only stores the weight values but also does the matrix-vector computation of the output inmemory. This obviates the need for fetching the weight values from the memory into the processing unit.

The existence of only 2 stable states in MTJs makes them a good candidate for the realization of binary weight networks. Obtaining optimal weights for a binary network in software can be impractical because its discrete nature requires integer programming. One way of training such NNs is to perform weight updates stochastically, which is justifiable from evidences that learning in human brains also has some stochasticity associated [121]. That such a method can lead to convergence with high probability in a finite time has been shown in [112], although using the perceptron learning rule. Also, when physically realizing an NN on hardware, the underlying device variations can have a substantial impact on the model accuracy, and need to be accounted for in the training process. Merely characterizing the variations in the hardware platform is not sufficient for overcoming this issue.

Efficient architectures for the realization of different types of network models, such as convolution and recurrent neural networks [139], Liquid State Machines [57] and Echo State Networks [48], are also being investigated. Neftci et. al. [94] construct a Restricted Boltzmann Machine (RBM) with Integrate \& Fire Neurons and present an event-driven variation of the Contrastive Divergence (CD) learning algorithm. Herein the recurrent structure of the network is exploited to mimic the construction and reconstruction phases of CD weight update in a spike-driven fashion, and STDP is used to carry out the weight updates. In [116], an approach to implement CD in one layer of an RBM with memristors as synapses is presented. However, the RBM has stochastic binary units and weight updates are ternary. Suri et. al. [120] fabricate an $H f O_{x}$ device and test it for synapse implementation, internal neuron-state storage and stochastic neuron activation function of a hybrid RRAM-CMOS RBM architecture.

In this chapter, we explore the use of MTJ crossbars for the hardware implementation of the synaptic weight matrices of feed-forward neural networks and RBMs. Our contributions are as follows:

- We propose the on-chip or in-situ training of these MTJ crossbars, which allows us to exploit their inherent parallelism for significantly faster training and also accounts for device variations.
- We advocate a probabilistic way of updating the MTJ synaptic weights of an NN through the gradient descent algorithm by exploiting the stochasticity in their switching.
- We experiment with two crossbar structures: with and without access transis-
tors. The latter poses the additional challenge of sneak-path currents during programming which makes training in-situ the only choice to achieve satisfactory performance.
- Then we go on to propose a modification of the Contrastive Divergence algorithm that is to be adopted when the MTJ crossbar is used to implement an RBM, and a means of using MTJs for storing RBM hidden units' states.
- Finally, we support our proposed techniques with data by modeling device and circuit properties and running simulations.


### 4.2 Background

### 4.2.1 Crossbar Architecture for Neural Networks

The basic structure of a feed-forward neural network and operations for inference and training were discussed in sec. 2.1. Recall that both forward and backward propagation require a matrix-vector multiplication for each layer in the NN (eqns. 2.2 and 2.4).

The computational complexity is therefore $O(M . N)$, for a layer with $M$ inputs and $N$ outputs, for an implementation on general-purpose hardware. The crossbar architecture discussed in sec. 2.3.1 is well-suited to perform mat-vec multiplications in the analog domain since it offers a high level of parallelism. It has repeatedly been proposed as an accelerator for NN implementations since the inference operation in a layer can be done in $O(1)$ time.

It is worth noting though from eqn. 2.3 that the weight update of a synapse
is local in nature, in the sense that it depends only on the information available at that synapse - the input to it and the error at its output. This motivates the development of techniques for performing even the weight updates (and not just inference) in parallel.

### 4.2.2 Related Work

Several studies have investigated how a crossbar array with memristors [103, 108, 17, 133], MTJs [142, 130] and domain-wall ferromagnets [110, 108] can implement Spiking Neural Networks (SNN) trained using Spike-Timing Dependent Plasticity (STDP). Srinivasan et. al. [119] propose the use of a pair of MTJs for a synapse in an SNN - one for long-term and the other for short-term synaptic memory. The literature also contains several works $[38,58,138]$ considering supervised learning of SNNs for various reasons.

Many works have dealt with methods and algorithms for training networks by modifying their weights at the site of their occurrence [22], instead of doing it offline. Hasan et al. [47] and Soudry et al. [118] have implemented multi-layer NNs on memristive crossbars trained on-chip using the backpropagation algorithm and demonstrated on supervised learning tasks. Gokmen et. al. [40] use stochastic computing techniques for parallel weight update on crossbar arrays - numbers that are encoded from neurons are translated to stochastic bit streams, with device conductance changing when the streams coincide. In [72], hybrid semiconductor/nanodevice technology neural nets with binary synapses were trained "in-situ" using the error backpropagation rule, and the results obtained were almost at par with networks with continuous weights trained in software.

Continuous weight networks can be simplified into discrete weight networks without significant degradation in classification accuracy while achieving substantial power benefits [105]. The use of discrete weight networks, such as BinaryConnect [30] and in [76], also stems from the challenge to address the high storage and computational demands of a large number of full-precision weights. Ni et. al. [96] design a distributed in-memory computing architecture based on binary RRAMcrossbars for memory and logic units.

### 4.3 MTJ Crossbar based Neural Networks

The stochastic switching nature of MTJs has necessitated the usage of high write currents or write duration in memory applications to ensure low write errors. Alternatively, one can also use them to implement the synaptic weights in a crossbar where each cross-point would be an MTJ in one of its 2 states. They are capable of being programmed with high speeds and exhibit endurance of the order of $10^{15}$ write cycles. However, the inherently binary nature of MTJs implies that such synapses can represent only 2 weight values and hence can implement only binary networks. Although it is possible to have some continuous behavior with the inclusion of a domain wall in the free layer [110], the maturity of such technology is not at par with that of the binary version [108].

### 4.3.1 Training Binary Networks

Obtaining optimal binary weights for an NN is an NP-hard problem with an exponential time complexity [112], and hence a solution must involve training of the
binary network of some form. This prompts the use of a probabilistic learning technique since the required weight update is continuous whereas any possible change in the conductance of the MTJ could only be discrete, in fact binary. As stated in [121], stochastic update of binary weights is computationally equivalent to deterministic update of multi-level weights at the system level.

In [130], Vincent et al. exploit the stochastic switching behavior of MTJs to propose its use as a 'stochastic memristive synapse' in an SNN taught using a simplified STDP rule. However, there is no theoretical guarantee of the convergence of STDP for general inputs [74], and Lim et. al. [79] believe that the learning performance using STDP in still in its early stages. We propose using a probabilistic learning approach by training using the gradient descent method (which requires weight updates of the form in eqn. (2.3)) as demonstrated in section 4.4.2.

### 4.3.2 The Motivation for In-situ Training

There are 2 ways (primarily) in which MTJs in the crossbar can be connected to their respective input and output terminals -

1. With selector devices (1T1R) - Here each MTJ synapse is connected in series with an MOS transistor (as in fig. 4.1), resulting in $O(M \times N)$ transistors in the crossbars.
2. Without selector devices (1R) - Synapses are directly connected to the crossbar terminals; there are no transistors within the crossbar, such as the one in fig. 2.5. While a 1 R structure provides greater scalability, it does so at the cost of reduced control of and access to individual synapses.

Stochastic learning can be done (simulated) offline and the final weights ob-


Figure 4.1: A $2 \times 2$ crossbar with selection transistors
tained can be programmed on to the crossbar deterministically. But, since MTJs have an inherently stochastic switching behaviour, deterministically programming them on a crossbar would require currents having high magnitude and duration to guarantee successful write operations. The possibility of selecting synapses to be written in the 1T1R architecture ensures no side-effects of this method stemming from alternate current paths (because there would be none). But, despite circumventing this issue, this architecture can suffer from performance degradation due to the intrinsic device variations which only aggravate with scaling. On the other hand, in a $1 R$ architecture, such high programming currents, when they sneak through alternate paths, are bound to cause unwanted changes in neighboring synapses owing to which the weights may never converge. This necessitates in-situ training of the crossbar in a probabilistic way for both 1T1R and 1R configurations, as only training on the hardware can account for both alternate paths and device variability.

### 4.3.3 Network Binarization and MTJ as a synapse

Simply using $\pm 1$ as the binary weight values, represented by the $P$ and $A P$ states of an MTJ, is naive and estimating a good scaling factor $b$ is essential for overall network performance. An appropriate way to determine a suitable $b$ is to minimize the L 2 loss between the real-valued weights W and quantized ones, as was done in
[105]. This provides a solution $b=\|W\|_{1} / n$, which is the mean of absolute values of $W$ ( $n$ being the no. of elements in $W$ ). Thus an MTJ in the $P(A P)$ state would signify a weight of $+b(-b)$.

The weights of an NN are almost always bipolar whereas the conductance of an MTJ or memristor is always positive. One method to realize negative weights is to effectively offset the conductance with a fixed bias; in the case of MTJs, we choose $G_{\text {bias }}=\left(G_{P}+G_{A P}\right) / 2$ as it brings symmetry to the effective conductance: $G=G_{P}-G_{\text {bias }}$ would correspond to the positive weight, say $+b$, and $G=G_{A P}-G_{\text {bias }}$ would correspond to the negative weight, say $-b$. These bias resistors are fed with the negative of the input voltages, and the output current in any column of the crossbar can be obtained by adding the bias currents to the current received from the MTJ synapses. That is, the total output current can be written as

$$
\begin{equation*}
I=\sum_{i}\left(G_{i}-G_{b i a s}\right) V_{i}=\sum_{i}\left(G_{i} V_{i}+\left(-G_{\text {bias }} V_{i}\right)\right)=\sum_{i}\left(I_{i}+I_{b i a s, i}\right) \tag{4.1}
\end{equation*}
$$

Fig. 4.2(a) depicts the implementation of eqn. (4.1), with the inverter producing the response of the tanh activation function (which we have used in all our NNs) as shown in fig. 4.2(b). The average and maximum errors between the ideal value and the inverter output are 0.0327 and 0.0606 respectively.

### 4.4 In-situ Training of the NN Crossbar

We first provide a high-level understanding of how an MTJ synaptic crossbar implementing a feed-forward NN should work. For the sake of simplicity, all operations are described for a single-layer NN and can be easily scaled to multiple layers (more

(a) An $M$-input neuron with MTJ synapses and bias resistors, with an inverter for the activation function

(b) Transfer characteristics of the inverter

Figure 4.2: (a) Synaptic weights and activation function in each column of the crossbar. $G_{b}$ is the constant resistor which creates the bias. (b) Comparison of the output characteristics of the inverter and the actual tanh function. Producing this behavior requires the relation $M R_{f} V_{r d}\left(G_{P}-G_{A P}\right)=7.2$ to be satisfied with inverter output load of $10 \mathrm{k} \Omega$. $V_{D D}$ and $V_{S S}$ of inverter are 1.8 V and -1.8 V respectively.
details subsequently). We then illustrate how the gradient descent method can be used for the stochastic weight update of MTJs, and finally describe the in-situ training procedure for the 2 crossbar architectures.

### 4.4.1 Overview of Operations

The training process is carried out as follows.

Read Phase: Upon receiving a training input $x \in R^{M}$, the input terminals are applied with voltages $V_{i}^{r} \in\left[-V_{r d}, V_{r d}\right] \forall i$ proportional to $x_{i}$, whereas the output terminals are maintained at ground potential. Current $I_{j i}=G_{j i} V_{i}^{r}$ flows through the $(j, i)$ synapse and the total current $I$ at the output terminals are suitably converted to output $y$.

Write Phase: Using $y$ and the desired output, calculate the error $\delta$. Table

| Input | Error | $\Delta W$ | $W$ and $G$ | Switch |
| :---: | :---: | :---: | :---: | :---: |
| $x>0$ | $\delta>0$ | $\Delta W<0$ | Decreases | $P \rightarrow A P$ |
| $x>0$ | $\delta<0$ | $\Delta W>0$ | Increases | $A P \rightarrow P$ |
| $x<0$ | $\delta>0$ | $\Delta W>0$ | Increases | $A P \rightarrow P$ |
| $x<0$ | $\delta<0$ | $\Delta W<0$ | Decreases | $P \rightarrow A P$ |

Table 4.1: The write phase. Signs of $x, \delta$, and $\Delta W$, required change in weight W and conductance G, and the desired direction of switching of MTJ Synapse
4.1 lists the 4 possible cases of weight update depending on $x$ and $\delta$. The gradient descent algorithm requires a weight update of the form of eqn. (2.3). An appropriate way to realize this, as suggested in [73], is to set switching probabilities proportional to (the magnitude of) $\Delta w$ calculated in eqn. (2.3). Our way of achieving this is explained next.

The process of read and write are carried out for each input sample and repeated for several iterations until convergence is achieved.

### 4.4.2 Stochastic Learning of an MTJ Synapse

We will now describe how the stochasticity of MTJ switching can be used to perform weight updates with gradient descent method. Just as the weight update in eqn (2.3) is a function of 2 variables (the input and the error), the probabilistic switching of MTJs can be controlled by 2 physical quantities- the magnitude and the duration of the programming current. We choose the magnitude of the write current to be dependent on the input $x_{i}$ and the duration on the error $\delta_{j}$. However, as can be evidenced from eqn (2.5) and fig 2.4 , the switching probability $P$ is a highly nonlinear function of the parameters $a$ and $t$ (recall $a=I / I_{c 0}$ ), whereas the desired probability, being proportional to $\Delta W_{j i}$, is a linear function of $x_{i}$ and $\delta_{j}$. Further, the switching probability does not immediately rise with the pulse width and the write current as they increase from 0 , indicating some kind of soft threshold. Note that the direction of switching can be decided by the polarity of the write current.

We therefore model switching probabilities by a linear mapping of $x$ and $\delta$ to write current $I_{w r}$ and duration $t_{w r}$ respectively as follows. Usually $|x| \leq 1$, and henceforth assume for simplicity that $|\delta| \leq 1$ (can be ensured by normalizing and
adjusting with $\eta$ ). The pulse width $t_{w r}$ is set at a minimum of $t_{0}$ and increases linearly with $|\delta|$ (since $t_{w r}$ needs to increase irrespective of the sign of $\delta$ ) as

$$
\begin{equation*}
t_{w r}=t_{0}+t_{1}|\delta| \tag{4.2}
\end{equation*}
$$

Similarly, the write current $\left(I_{w r}\right)$ would be a minimum of $I_{0}$ and increase linearly with $|x|$ as

$$
\begin{equation*}
I_{w r}=I_{0}+I_{1}|x| \tag{4.3}
\end{equation*}
$$

We now wish to find coefficients $t_{0}, t_{1}, I_{0}$ and $I_{1}$ that yield MTJ switching probabilities $(P)$ close to the desired probabilities of weight update. A certain probability of switching can be obtained for different combinations of $I$ and $t$, as is evident from fig. 2.4. We first fix the range of pulse widths by choosing suitable $t_{0}$ and $t_{1}$ (refer to table 4.3). We want a nearly 0 switching probability for $t_{w r}=t_{0}$ irrespective of the value of $I_{w r}$ because $\Delta W=0$ for $\delta=0$ regardless of $x$. We thus choose the maximum $I_{w r}$ (which is $I_{0}+I_{1}$ ) to be that value of $I$ for which the plot of P against $t_{w r}$ starts rising at $t_{0}$. That is

$$
P\left(I_{0}+I_{1}, t_{w r}\right) \text { is } \begin{cases}<P_{0} & \text { for } t_{w r}<t_{0}  \tag{4.4}\\ \geq P_{0} & \text { for } t_{w r} \geq t_{0}\end{cases}
$$

where $P_{0}$ is a small value. So now even if $|x|$ is (as high as) $1, P=P_{0}$. In our experiments, we chose $P_{0}$ to be about 0.05 .

A symmetric argument holds when $x=0$. For $t_{w r}=t_{0}+t_{1}$, we want $P \approx 0$ if $I_{w r}=I_{0}$, (because $\Delta W=0$ for $x=0$ ). But $P$ should start increasing as soon as


Figure 4.3: P vs $t_{w r}$ of the linear model and desired probabilities (obtained with $\eta=0.7$ ) for $A P \rightarrow P$ transition. The region between the dashed vertical lines is of interest. The dark green, cyan and red straight lines plot desired probabilities for $|x|=0,0.5$, and 1 respectively. The brown, yellow and blue plots correspond to the actual switching probabilities (obtained from the linear model) for the mapped currents $I=60 \mu A, 75 \mu A$, and $90 \mu \mathrm{~A}$

| Weight Update | MTJ Switching |
| :---: | :---: |
| $\|\delta\|=0$ | $t_{w r}=t_{0}$ |
| $\|\delta\|=1$ | $t_{w r}=t_{0}+t_{1}$ |
| $\|x\|=0$ | $I_{w r}=I_{0}$ |
| $\|x\|=1$ | $I_{w r}=I_{0}+I_{1}$ |

Table 4.2: Boundary values of the parameters in the weight update eqn. (2.3) and their counterpart in probabilistic switching of MTJ.

| Direction | $A P \rightarrow P$ | $P \rightarrow A P$ |
| :---: | :---: | :---: |
| $t_{0}$ | 1.5 ns | 1.5 ns |
| $t_{1}$ | 1 ns | 1 ns |
| $I_{0}$ | $60 \mu \mathrm{~A}$ | $140 \mu \mathrm{~A}$ |
| $I_{1}$ | $30 \mu \mathrm{~A}$ | $60 \mu \mathrm{~A}$ |

Table 4.3: The coefficients that fit the model for both $A P \rightarrow P$ and $P \rightarrow A P$ switching
$I_{w r}$ increases, that is

$$
P\left(I_{w r}, t_{0}+t_{1}\right) \text { is } \begin{cases}<P_{0} & \text { for } I_{w r}<I_{0}  \tag{4.5}\\ \geq P_{0} & \text { for } I_{w r} \geq I_{0}\end{cases}
$$

Fig 4.3 shows how well the linear model approximates the required $A P \rightarrow P$ switching probabilities (similar curve fitting for $P \rightarrow A P$ as well). Table 4.2 shows the write currents and duration for boundary values of $|x|$ and $|\delta|$ and table 4.3 lists the values of the coefficients in eqns. (4.2) and (4.3). One could use non-linear models for mapping $|\delta|$ and $|x|$ to $t_{w r}$ and $I_{w r}$, respectively, in order to better fit the desired switching probabilities; however, that would complicate the analog circuit responsible for the conversion. Owing to this, and the closeness with which the
linear model can replicate the stochastic switching characteristics, we stick to the linear version.

While training neural nets, it is necessary to have a small learning rate to avoid getting stuck in local minima. In our training strategy, this means having small probability values of MTJ switching. On the other hand, it is necessary to ensure that the probabilities are not so low that they barely cause any changes in the weight values. As can be seen from fig. 4.3, in the average case of having $|x|=|\delta|=0.5$, the $A P \rightarrow P$ switching current and pulse width are $I=75 \mu A$ and $t_{w r}=2.0 n s$ respectively and the switching probability stands at around $10 \%$. The model parameters $t_{0}, t_{1}, I_{0}$ and $I_{1}$ have been adjusted so that probability values are within a reasonable range, that is, neither too small nor too large, and help the training process to converge.

Next, we describe the 1T1R and 1R crossbar architectures implementing the NN. We show how these can be trained in-situ using the stochastic learning technique described above.

### 4.4.3 The 1T1R Architecture

This is the conventional architecture for memory applications where each cell has a selection transistor. One major advantage of being able to selectively turn off certain cells is that it disallows the presence of undesired sneak currents which lead to unnecessary power consumption at a minimum. Fig 4.4(a) shows a 1T1R crossbar where each MTJ synapse is connected in series with an NMOS transistor. Input and output terminals are interfaced with necessary Control Logic (CL). All the transistors in a single column will have a common gate voltage since the corresponding


Figure 4.4: The 1T1R crossbar. (a) Schematic (b) Read \& write phases signals synapses are connected to the same neuron output, and hence will always have the same error ' $\delta$ ' and write pulse width $t_{w r}$.

Fig 4.4(b) plots the signals during both the read and write phases. During the read phase $\left(0 \leq t \leq T_{r d}\right)$, all transistors are turned on: $c_{j}=V_{D D} \forall j=1 \ldots N$ so that all columns (neuron outputs) are read simultaneously. Inputs $x_{i}$ are provided to their respective input CLs which convert them to read voltages $V_{i}^{r}$. Output currents $I_{j}$ are processed by the output CLs.

### 4.4.3.1 Updating the crossbar

Decide the write currents that should be provided to each input row and the pulse widths for each output column as described in sec. 4.4.2. Recall that the former depend on $x$ and the latter on $\delta$. The direction of the currents would depend on the sign of the desired weight update. Apply suitable write voltages at the input terminals while grounding the output terminals to 0 .

For the $(j, i)$ synapse, the write pulse width depends on only $\left|\delta_{j}\right|$, and the write current magnitude depends on $\left|x_{i}\right|$. But the direction of switching depends on the signs of $\delta_{j}$ and $x_{i}$ (see Table 4.1) and has to be decided by the polarity of current.

For eg. two MTJ synapses belonging to the same row but different columns may have opposite signs of $\delta$. Thus, despite having the same input $x_{i}$, they are required to switch in opposite directions and hence need write voltages of opposite sign. This requires us to split the write phase into two parts as explained next.

Since the transistor gate control signals are connected to the output CLs, we can select or deselect a certain column based on information at its respective CL, which is the error $\delta$. We therefore program the crossbar sequentially in 2 stages, with the columns updated in a given stage depending on the signs of $\delta$. Each phase has a duration of $T_{w r}$ (which need not be more than $t_{0}+t_{1}$, see eqn. (4.2)). The voltage signals in each phase are plotted in fig. 4.4(b) and detailed below -

1. Phase 1: $T_{r d} \leq t \leq T_{r d}+T_{w r}$. Update the weights of the columns which had $\delta>0$. Then, the transistor control signals would be

$$
c_{j}= \begin{cases}V_{D D}, & \text { for } \delta_{j}>0 \text { and } 0 \leq t-T_{r d} \leq t_{w r, j}  \tag{4.6}\\ 0, & \text { for } \delta_{j}<0 \text { or } t_{w r, j} \leq t-T_{r d} \leq T_{w r}\end{cases}
$$

And the write voltages applied at the input terminals would be

$$
\begin{equation*}
V_{w r, i}=V_{P}\left(x_{i}\right) u\left(x_{i}\right)+V_{A P}\left(x_{i}\right) u\left(-x_{i}\right) \tag{4.7}
\end{equation*}
$$

where $u$ is the unit step function.
2. Phase 2: $T_{r d}+T_{w r} \leq t \leq T_{r d}+2 T_{w r}$. Update the weights of those columns which had $\delta<0$. Here, the signals are opposite to those in phase 1 as shown in fig. 4.4(b).

Here $V_{P}\left(V_{A P}\right)$ is the voltage applied to switch from $\mathrm{P} \rightarrow \mathrm{AP}(\mathrm{AP} \rightarrow \mathrm{P})$ and can be
obtained using eqn. (4.3) and $R_{P}\left(R_{A P}\right)$. $V_{P}$ and $V_{A P}$ still depend on $\left|x_{i}\right|$, but for brevity explicit mention will be omitted henceforth. Let MTJs in the crossbar be arranged in a way that positive (negative) current from the $i^{\text {th }}$ input terminal to $j^{\text {th }}$ output terminal can switch $S_{j, i}$ from $P \rightarrow A P(A P \rightarrow P)$; hence $V_{P}>0,\left(V_{A P}<0\right)$. Parameters in table 4.3 give $V_{P} \in[0.68,0.98]$ volts and $V_{A P} \in[-0.81,-0.62]$ volts.

Thus we can see that the read and update operations are completed in $T_{r d}+$ $2 T_{w r}$ time which is $O(1)$. The weight update is sequential with respect to the sign of $\delta$, but it is done in parallel for all those columns that have the same sign of $\delta$.

### 4.4.3.2 Control circuits

Fig. 4.5 shows the internals of the Input and Output CLs. In fig. 4.5(a), in the Read Phase, the read voltage $V^{r}$ is directly passed on. The write voltages $V_{P}$ and $V_{A P}$ are obtained by suitably scaling $V^{r}$ or $-V^{r}$, and shifting that by an offset to reach the desired range of values. Due to opposite polarities, $V_{A P}$ is always obtained from a positive $V^{r}$, and $V_{P}$ from a negative $V^{r}$, with the switches in the dashed green box thrown as per the sign of $x$. Switches controlled by P1 and P2 are 'on' in Write Phases 1 and 2 respectively, and 'off' otherwise. In our design, $V^{r} \in\left[-V_{r d}, V_{r d}\right]$ with $V_{r d}=0.2 V, R_{2} / R_{1}=0.95, R_{4} / R_{3}=1.5, V_{1}^{\text {off }}=-0.318 V, V_{2}^{\text {off }}=0.272 V$.

Fig. 4.5(b) depicts the control logic in the output terminals to decide the duration of Read and Write phases by controlling the crossbar transistors' gate voltage $c_{j}$. We have $V_{\delta} \propto \delta$ (through circuits described in sec. 4.4.5). If $\delta>0, V_{C}$ is high for some part of write phase 1 (as per eqn. (4.6)) which pulls $c_{j}$ up to $V_{D D}$ for the same duration. Similarly, for $\delta<0, \bar{V}_{C}$ and $c_{j}$ are high for a part of write phase 2. Fig. 4.5(c) illustrates the timing diagram of $V_{C}$ and its complement for the

2 possibilities of $\delta$, and also of the sawtooth waveform for generating $V_{C}$. In Phase $1, V_{\text {saw }}$ stays 0 until time $t_{0}=1.5 \mathrm{~ns}$ and then rises linearly to the maximum value of $V_{\delta}$. In Phase 2, the behavior is same but with an opposite polarity.

(a) Control Logic in the crossbar input

(b) Output CL

(c) Write control signals terminals.
Figure 4.5: Circuit of the crossbar's (a) Input, and (b) Output CLs, and (c) Write phase signals timing diagram

Due to limitations on the scalability of 1 T 1 R architecture, it is worth exploring the feasibility of transistor-less crossbars to achieve even higher density of integration.

### 4.4.4 The 1R Architecture

Eliminating the need to have an access transistor for every synapse in the crossbar will allow for compact designs having an integration density of about $4 F^{2} /$ device. But the inability to select the synapses to be updated during programming results in leakage currents through alternate paths that not only waste energy but also can lead to undesirable changes in synaptic conductance. We first see the effect of such currents with the previously proposed write-strategy and then suggest a modified strategy (and circuit) for the 1R architecture.

### 4.4.4.1 Two-phase update

Let's analyze the impact of sneak paths on the 1 R crossbar with the 2-phase update strategy used previously. We first demonstrate the presence of sneak paths with a small example. Fig 4.6 (a) shows a $2 \times 2$ crossbar with transistors only at the output terminals (to choose columns to be written in any particular phase). Assume without loss of generality that a certain input $x$ with $x_{1}>0, x_{2}<0$ produced errors $\delta_{1}>0, \delta_{2}<0$ at the outputs. The equivalent circuit during write phase 1 is drawn in fig. 4.6(b). It depicts the currents through the synapses, with the ones through $S_{21}$ and $S_{22}$ being undesired. These may falsely switch $S_{21}$ from $P \rightarrow A P$ and $S_{22}$ from $A P \rightarrow P$ if they are in $P$ and $A P$ states respectively.


Figure 4.6: (a) and (b) Alternate current paths in the 1R structure with 2-phase write strategy - (a) A $2 \times 2$ crossbar. (b) Its equivalent circuit in write phase 1 with $c_{1}=V_{D D}, c_{2}=0, V_{1}^{O}=0, V_{1}^{I}=V_{P}, V_{2}^{I}=V_{A P}$. (MTJ synapses shown as resistors). (c) Schematic of the proposed 1R Architecture for MTJ crossbar, (d) The equivalent circuit in phase 1 with 4 -phase writing.

We now state a worst-case scenario for a crossbar with $M$ inputs. If $M$ is large, analysis using Kirchhoff's Current Law shows that the potential difference across an MTJ synapse could go as high as $\left(V_{P}-V_{A P}\right)$. The current through such an MTJ, if in the $P$ state, is $I=\left(V_{P}-V_{A P}\right) / R_{P}$ and is high enough (recall $V_{A P}<0$ ) to switch it from $P \rightarrow A P$. In the other extreme case, a potential difference of $\left(V_{A P}-V_{P}\right)$
leading to current $I=\left(V_{A P}-V_{P}\right) / R_{A P}$ through an MTJ in the $A P$ state will switch it from $A P \rightarrow P$.

It is also necessary to mention an average (expected) case. Here these currents reduce to $I=\left(V_{P}-V_{A P}\right) / 2 R_{P}$ and $I=\left(V_{A P}-V_{P}\right) / 2 R_{A P}$, respectively, which are half of those found previously, but still have some probability of switching MTJs (because these currents are roughly the same as $V_{P} / R_{P}$ and $\left.V_{A P} / R_{A P}\right)$. Thus, chances of unwanted flips of MTJs are quite significant, which calls for some modification in the circuit and/or in the programming method.

### 4.4.4.2 Four-phase Update

The large sneak currents in the 2-phase writing strategy, potentially resulting in false switching, is due to the high potential difference $V_{P}-V_{A P}$ between input terminals having different signs of inputs. One simple way to mitigate this issue is to further split the 2 phases of weight update so that, in a given phase, only rows having the same sign of input are updated at a time. This is equivalent to first clustering the columns according to the sign of $\delta$, and then further clustering the rows according to the sign of $x$. This proposed 4 -phase writing scheme would require additional transistors to choose the rows to be updated in a given phase as shown in fig. 4.6(c). It is summarized in Table 4.4 where each phase will have the same duration $T_{w r}$; thus the total time for updating the crossbar is doubled to $4 T_{w r}$. Note that this is still $O(1)$ time. The required write voltages and transistor gate voltages can be obtained with very similar circuits as in fig. 4.5(a) and 4.5(b). The $V_{\text {saw }}$ here would be same in phases 1 and 2 , and the opposite in phases 3 and 4 . In this scheme, the programming currents for each row remains as they were in the 2-phase update, just

|  | Input | Error | $e_{i}$ | $V_{i}^{I}$ | $c_{j}$ | Switch |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Phase 1 | $x>0$ | $\delta>0$ | $u\left(x_{i}\right) V_{D D}$ | $u\left(x_{i}\right) V_{P}$ | $u\left(\delta_{j}\right) V_{D D}$ | $P \rightarrow A P$ |
| Phase 2 | $x<0$ | $\delta>0$ | $u\left(-x_{i}\right) V_{D D}$ | $u\left(-x_{i}\right) V_{A P}$ | $u\left(\delta_{j}\right) V_{D D}$ | $A P \rightarrow P$ |
| Phase 3 | $x>0$ | $\delta<0$ | $u\left(x_{i}\right) V_{D D}$ | $u\left(x_{i}\right) V_{A P}$ | $u\left(-\delta_{j}\right) V_{D D}$ | $A P \rightarrow P$ |
| Phase 4 | $x<0$ | $\delta<0$ | $u\left(-x_{i}\right) V_{D D}$ | $u\left(-x_{i}\right) V_{P}$ | $u\left(-\delta_{j}\right) V_{D D}$ | $P \rightarrow A P$ |

Table 4.4: 4-phase weight update for the 1R configuration in fig 4.6(c): Condition on input and error for a synapse to be updated, along with the control signals $(e, c)$ and write voltages ( $V^{I}$ ), for each phase
their time of appearance now differs. They still depend on the respective input and error.

Let us now see how bad the issue of sneak-path leakage is with this strategy. Fig $4.6(\mathrm{~d})$ shows the equivalent circuit for the $2 \times 2$ crossbar with the same set of assumptions (only synapses providing alternate current paths are shown). For an $M \times N$ crossbar, in the worst-case scenario, sneak currents could be $V_{P} / R_{P}$ and $V_{A P} / R_{A P}$, and can still result in false switching. This follows intuition as the potential difference between an input terminal and an output terminal is at most $V_{P}$ or $V_{A P}$. However, in the average case, the sneak current values are found to be only $V_{P} / 3 R_{P}$ and $V_{A P} / 3 R_{A P}$. These currents are small, and do not have the potential to cause undesired switching as is evident from the parameters listed in table 4.3 and the range of values of $V_{P}$ and $V_{A P}$. For eg. the soft switching threshold is about $45 \mu A$ for $A P \rightarrow P$ switching with the maximum write pulse duration of $2.5 n \mathrm{~s}$ (fig. 2.4 (b)), whereas the average case sneak current is $30 \mu A$. Similarly, for $P \rightarrow A P$, the threshold is about $105 \mu A$, while the average sneak current is $67 \mu A$.

Hence, the 4 -phase writing scheme significantly reduces the incidences of undesired switching at a small cost of increase in the duration of the write phase. As we shall see, this trade-off is not only worth but also necessary for satisfactory performance of the training process.

### 4.4.5 Multi-Layer NNs

Multi-layer feed-forward NNs can be implemented on cascaded crossbars (each representing one layer) with the output of one fed as the input to the next. It is pretty straightforward to implement the backpropagation algorithm on such a structure, as demonstrated in fig. 4.7(a). Consider a 2-layer NN with weight matrices $W_{1}$ (hidden layer) and $W_{2}$ (output layer) represented by crossbars 1 and 2 respectively. For an input $x$, the final output $y_{2}$ is given as

$$
\begin{equation*}
y_{2}=f\left(a_{2}\right)=f\left(W_{2} y_{1}\right) \text { where } y_{1}=f\left(a_{1}\right)=f\left(W_{1} x\right) \tag{4.8}
\end{equation*}
$$

The op-amp and inverter following crossbar 1 (just as in fig. 4.2(a)) compute $y_{1}$ which is provided as an input to crossbar 2. With a Mean Square Error cost function, the error of the $2^{\text {nd }}$ layer is given as $\delta_{2}=2\left(y_{2}-t\right) f^{\prime}\left(a_{2}\right)$, where $t$ is the desired (target) value and $f^{\prime}$ denotes the derivative of activation function $f$. This is obtained as follows: $y_{2}$ and $t$, represented by $V_{y_{2}}$ and $V_{t}$ respectively, are fed to the inputs of a differential amplifier (DA1) as shown in fig. 4.7(b) to obtain the

(a) Error backpropagation requires 2 multipliers and a DA. The process involves the components within the dashed boundary.

(b) Computation of $\delta$ in the $2^{\text {nd }}$ layer

Figure 4.7: (a) Circuit for backpropagating errors to previous layers. (b). Circuit for finding the error at the last layer of the NN using the obtained value $V_{y_{2}}$ and corresponding target $V_{t}$. In DA1, we need $R_{5} / R_{6}=R_{8} / R_{7}=2$. For DA2, we use $R_{9}=R_{10}=R_{11}=R_{12}$ to get $\tanh ^{\prime}\left(a_{2}\right)=1-\tanh ^{2}\left(a_{2}\right)$.
difference $V_{e}=2\left(V_{y_{2}}-V_{t}\right)$. We used tanh as the activation function $f$; its derivative is given as $\tanh ^{\prime}(x)=1-\tanh ^{2}(x)$, which is obtained using a multiplier, such as the Hilbert multiplier [65], followed by the differential amplifier DA2. Lastly, the outputs from DA1 and DA2 are multiplied to get $\delta_{2}$.

The error of the first (hidden) layer is given as $\delta_{1}=\left(W_{2}^{T} \delta_{2}\right) \times f^{\prime}\left(a_{1}\right)$, where $\times$ represents a component-wise product. As depicted in fig. 4.7(a), the matrix-vector product can be done on crossbar 2 itself by reversing the roles of its input and output terminals: $\delta_{2}$ is now fed as the input and out comes $W_{2}{ }^{T} \delta_{2}$, which, when multiplied by $f^{\prime}\left(a_{1}\right)$, gives $\delta_{1}$ as the error to be used for updating the weights of the hidden layer.

Note that DA1 is required only in the last layer of the NN to get the difference between the actual and target outputs. Whereas the components for backpropagation, comprising the 2 multipliers and DA2, are present in all layers and are a part of the Output CL. Also recall that the $2^{\text {nd }}$ layer error $\delta_{2}$ has a dual role - deciding the MTJ write duration in crossbar 2 (with the circuit in fig. 4.5(b)), apart from being backpropagated to compute $\delta_{1}$.

For the MTJ crossbar NN we described, during forward propagation, the total duration of the read phase would be at most $n T_{r d}$ for an $n$-layer NN. Backpropagation of errors to hidden layers would require an extra $T_{r d}$-long read phase for each such layer, during which the error at (the output of) a layer is fed as an input to its crossbar to obtain the error at its preceding layer. Lastly, all the layers can be updated simultaneously (in $2 T_{w r}$ or $4 T_{w r}$ time, as per the architecture).

Further, it must be mentioned that a large layer in an NN could be split into multiple crossbars, some of which which share inputs or outputs. All these crossbars
can still be read and written in parallel, thanks to the locality of the weight update operations.

### 4.5 Training of Restricted Boltzmann Machines

Restricted Boltzmann Machines (RBMs) are a class of undirected graphical models used as generative models of data for the purpose of feature extraction, dimensionality reduction and classification [50]. They form the fundamental building block of Deep Belief Networks (DBNs) which have produced state-of-the-art results in learning tasks. In this section we provide a simplified mathematical background of RBMs and DBNs, and describe the in-situ training of RBM MTJ crossbars.

### 4.5.1 Basics of RBM

RBMs consist of a set of visible and hidden units to represent the data and their features respectively, and symmetric weighted connections between them as shown in fig. 4.8(a). The energy function of an RBM with visible and hidden units activations $\mathbf{v}$ and $\mathbf{h}$ and weights $W$ is given as

$$
\begin{equation*}
E(\mathbf{v}, \mathbf{h})=-\mathbf{h}^{T} W \mathbf{v}-a^{T} \mathbf{v}-b^{T} \mathbf{h} \tag{4.9}
\end{equation*}
$$

where $a$ and $b$ are vectors of biases for the visible and hidden units. The conditional probability of the hidden units, given a certain state of the visible units, is

$$
\begin{equation*}
p\left(h_{j}=1 \mid \mathbf{v}\right)=\sigma\left(b_{j}+\sum_{i} W_{i j} v_{i}\right) \tag{4.10}
\end{equation*}
$$

where $\sigma(x)=1 /(1+\exp (-x))$ is the logistic sigmoid function. Similarly,

$$
\begin{equation*}
p\left(v_{i}=1 \mid \mathbf{h}\right)=\sigma\left(a_{i}+\sum_{j} W_{i j} h_{j}\right) \tag{4.11}
\end{equation*}
$$

The marginal probability of observing a certain visible vector $\mathbf{v}$ is computed as

$$
\begin{equation*}
p(\mathbf{v})=\frac{1}{Z} \sum_{\mathbf{h}} e^{-E(\mathbf{v}, \mathbf{h})} \tag{4.12}
\end{equation*}
$$

Training of an RBM involves maximizing the log likelihood of the probability of the training data and gives rise to a gradient ascent rule in the weight space. The weight update is calculated as

$$
\begin{equation*}
\Delta W_{i j}=\epsilon \frac{\partial \log p(\mathbf{v})}{\partial W_{i j}}=\epsilon\left(\left\langle v_{i} h_{j}\right\rangle_{\text {data }}-\left\langle v_{i} h_{j}\right\rangle_{\text {model }}\right) \tag{4.13}
\end{equation*}
$$

where $\langle$.$\rangle denotes an expectation under the specified distribution and \epsilon$ is the learning rate. Getting an unbiased sample of $\left\langle v_{i} h_{j}\right\rangle_{\text {data }}$ is simple because the absence of connections amongst the visible and hidden units lets us compute the probability with which the hidden units turn on using eqn. (4.10). However, getting an unbiased sample for the model is difficult because it requires starting from a random training vector and performing alternate Gibbs sampling for a long time, where each iteration of the sampling process updates the hidden states in parallel using eqn. (4.10) and then the visible states (again, in parallel) using eqn. (4.11). The mathematical model of RBM considered only binary states, but this has long been extended to include continuous values and model different kinds of data distributions [67].

In [49], a much faster learning method was proposed wherein the first (positive)

(a) An RBM with $M$ visible and $N$ hidden units.

(b) A DBN with 2 hidden layers

(c) A DBN with a classifier layer at the end

Figure 4.8: Schematics of (a) An RBM. The absence of connections within the visible and hidden layers makes the units in any layer conditionally independent of each other. All weights are symmetric. (b) A DBN. The top layer is an RBM being trained. In the lower layer, the dashed and solid arrows represent the top-down generative connections and bottom-up recognition connections respectively [50]. (Note: all weights are still symmetric; some connections removed for clarity.) (c) The DBN in (b) with a layer at the end for classification.
part of eqn. (4.13) is computed using the hidden units' activations obtained from eqn. (4.10). The second (negative) part is calculated by first reconstructing the visible units from the hidden states using eqn. (4.11) and then the hidden units from these reconstructed visible units (eqn. (4.10)). The weight update rule thus stands as

$$
\begin{equation*}
\Delta W_{i j}=\epsilon\left(\left\langle v_{i} h_{j}\right\rangle_{\text {data }}-\left\langle v_{i} h_{j}\right\rangle_{\text {recon }}\right) \tag{4.14}
\end{equation*}
$$

This works well even though it only roughly approximates the gradient of the log probability of the training data, and is closer to the gradient of another objective function, the Contrastive Divergence (CD) [49]. Observe that this learning rule is also local, just like the one in eqn. (2.3). Further, since this CD weight update depends only on the training data and network parameters (the weights), and not on any labels, it comes under the category of unsupervised learning. The bias vectors $a$ and $b$ are also trained in a similar way.

One way to track the progress of learning is to measure the reconstruction
error, which is the squared difference between the training data and its reconstructed version [51].

### 4.5.2 Deep Belief Networks

RBMs can be stacked to form deep generative models called Deep Belief Networks(DBNs) [52] . The lower layers (which are close to the visible layer) capture low-level features, whereas the higher layers represent abstract concepts. Fig. 4.8 (b) illustrates a DBN with 2 hidden layers. In a DBN with $l$ hidden layers, the joint distribution of the data $\mathbf{v}$ and the hidden layer variables $\mathbf{h}^{1}, \mathbf{h}^{2}, \ldots \mathbf{h}^{l}$ is expressed in terms of the conditional distributions [16].

$$
\begin{equation*}
P\left(\mathbf{v}, \mathbf{h}^{1}, \mathbf{h}^{2}, \ldots \mathbf{h}^{l}\right)=P\left(\mathbf{v} \mid \mathbf{h}^{1}\right) P\left(\mathbf{h}^{1} \mid \mathbf{h}^{2}\right) \ldots P\left(\mathbf{h}^{l-1}, \mathbf{h}^{l}\right) \tag{4.15}
\end{equation*}
$$

Hinton et al. [52] have proposed a greedy layer-wise training procedure for the DBN, starting with the lowest hidden layer $\mathbf{h}^{1}$. Once it has been trained using the Contrastive Divergence formulation mentioned above, its weights are kept fixed and used to obtain the training data for the next layer $\mathbf{h}^{2}$. This is done by propagating the training samples $\mathbf{v}$ using the learned $P\left(\mathbf{h}^{1} \mid \mathbf{v}\right)$ (computed using eqn. (4.10)), and using either these probability values or samples from their distribution as training data for the second layer. This is repeated for all subsequent hidden layers up to $\mathbf{h}^{l}$.

Often, DBNs are not used on their own; rather the features extracted by them are used for the purpose of classification by adding a classifier layer at the last hidden layer (fig. 4.8(c)) and using a supervised gradient descent algorithm to train the weights of this classifier. Another common practice is to use the weights of the
trained DBN for initializing the hidden layers of a deep feed-forward neural network. These weights are then fine-tuned with the supervised training criterion, along with the weights of the classifier layer(s) appended at the end. This unsupervised pretraining of the hidden layers, before the data labels are used, is justified on the grounds that random initialization of the weights of hidden layers often leads to the network getting stuck at local minima when using only supervised gradient descent methods. This is specially problematic for the lower layers as their activations tend to get saturated, leading to vanishing gradients which slow down the learning process [39].

### 4.5.3 Adaptation of the Contrastive Divergence algorithm

The standard CD algorithm comprises the following steps:

1. Clamp the visible nodes $\mathbf{v}$ to a training vector, say $v_{1}$.
2. Find the probabilities with which the hidden units turn on using eqn. (4.10). That is, compute $h_{1}^{p}=\sigma\left(W v_{1}\right)$ (ignoring the bias for simplicity).
3. Obtain the binary states $h_{1}^{b}$ of the hidden units by sampling from the probability distribution $h_{1}^{p}$. It is necessary to store the hidden states as binary values, rather than using the real-valued probabilities themselves, so that they can communicate a single-bit value during reconstruction, thereby acting as a strong regularizer [51]. This marks the end of a construction phase.
4. Reconstruct the states of the visible units using those of the hidden units just as in eqn. (4.11): $v_{2}^{p}=\sigma\left(W^{T} h_{1}^{b}\right)$. It is common to simply use these probability values as it reduces the sampling noise and hastens the learning process.
5. Now reconstruct the hidden units as $h_{2}^{p}=\sigma\left(W v_{2}^{p}\right)$. As per the recommendation in [51], it is not required to sample binary states from $h_{2}^{p}$ so that unnecessary sampling noise can be avoided.
6. Perform the CD weight update as

$$
\begin{equation*}
\Delta W=\epsilon\left(h_{1}^{p} v_{1}^{T}-h_{2}^{p} v_{2}^{p T}\right) \tag{4.16}
\end{equation*}
$$

For the data-driven positive part of the weight update, it is better to use $h_{1}^{p}$ as it eliminates the sampling noise present in $h_{1}^{b}$. Note that eqn. (4.16) changes the weights with the statistics of only one training example, and thus doesn't require the expectation operator. The aforementioned steps should be repeated for all training samples over several iterations.

Now we go on to explain how the CD algorithm would be adapted for implementation on the MTJ crossbar. The standard CD algorithm has a weight update in eqn. (4.16) with 2 terms, each of which has activations of both the visible and hidden units. This makes it impossible to perform such a weight update on the crossbar without explicitly calculating and storing in memory at least the positive term. To avoid this, we choose to implement the updates from the construction and reconstruction phases separately. Further, since the $v_{1}$ and $h_{1}^{p}$ are available at the end of step (2), the positive update can be done before the reconstruction. This further removes the necessity of storing $v_{1}$ and $h_{1}^{p}$ while $v_{2}^{p}$ and $h_{2}^{p}$ are calculated. It has been observed that this 2-step weight update doesn't quite affect the RBM's learning [116]. We too shall verify this at a later stage.

In the construction phase, the binary states $h_{1}^{b}$ of the hidden units are chosen by
sampling from the probabilities $h_{1}^{p}$ (step (3)). Since the probabilities are generated from the output of a sigmoid activation function, and the MTJ switching behavior (fig. 2.4 (b)) bears close similarity to a sigmoidal response, we use an MTJ itself to produce and store the binary state of a hidden unit. The alternative to this would have been the use of some analog/digital random number generator to compare its output with $h_{1}^{p}$ and generate a binary state; this is likely to have a higher overhead.

We shall further discuss the implementation of this technique in the next subsection.


Figure 4.9: (a) Crossbar implementation structure of the RBM with MTJs as synapses and hidden units. (b) Signals during the 5 stages of the CD update cycle. The quantities on which they depend are in parentheses. The crossbar terminal voltages are at the visible unit CL for all except Read Stage 2, where the hidden units provide an input for reconstruction of visible units. All reads and writes are of duration $T_{r d}$ and $T_{w r}$ respectively.

### 4.5.4 Training of RBM MTJ crossbar

Fig. 4.9(a) depicts the RBM crossbar with Control Logic (CL) for each visible and hidden unit, and an MTJ for storing the binary state of the latter. The MTJ synapses could be with or without selection transistors. Because the reconstructed values of the visible units are outputs of the sigmoid and restricted to the range $(0,1)$, we would require inputs to the RBM to be normalized to the same range for
better reconstruction. Each cycle of the CD algorithm implemented on the crossbar goes through 5 stages as listed below. The signals interfacing the crossbar are shown in fig. 4.9(b).

- Read Stage 1: The training starts with the crossbar visible terminals having a voltage $V^{r} \in\left[0, V_{r d}\right]$ proportional to the training input $v_{1}$. The current received at the hidden terminals would be used to flip the MTJ units storing the hidden states and simultaneously be converted to activations $h_{1}^{p}$.
- Write Stage 1: For the positive weight update stage, since both $v_{1}$ and $h_{1}^{p}$ are positive, we would only require to switch the MTJ synapses from $A P \rightarrow P$ with a suitable probability. Just as in section 4.4.2, we linearly map $v_{1}$ and $h_{1}^{p}$ to MTJ synaptic write current $I_{w r}$ and pulse width $t_{w r}$ respectively as

$$
\begin{align*}
& t_{w r}=t_{0}+t_{1} h_{1}^{p}  \tag{4.17}\\
& I_{w r}=I_{0}+I_{1} v_{1} \tag{4.18}
\end{align*}
$$

We use the same values of $t_{0}, t_{1}, I_{0}$ and $I_{1}$ as listed in table 4.3, which give write voltages $V_{A P} \in[-0.81,-0.62]$ as previously.

- Read Stage 2: The MTJs storing the binary states $h_{1}^{b}$ of the hidden units are read and the hidden terminals are applied a voltage $V^{r}$ depending on the value read. Since $h_{1}^{b}$ is binary ( 0 or 1 ), $V^{r}$ is either 0 or $V_{r d}$. The reconstruction of visible units $v_{2}^{p}$ is obtained using the current flowing into the other end.
- Read Stage 3: A reconstruction of the hidden units $\left(h_{2}^{p}\right)$ is obtained by feeding $v_{2}^{p}$ to the crossbar. Unlike read stage 1, there is no need to sample binary states from
$h_{2}^{p}$.
- Write Stage 2: Lastly, the negative weight update, which would require MTJs to switch only from $P \rightarrow A P$, is carried out by passing currents with magnitude and duration proportional to $v_{2}^{p}$ and $h_{2}^{p}$ respectively, just as in eqn. 4.17 and 4.18. Only the polarity and current magnitudes are for $P \rightarrow A P$ switching; and $V_{P} \in[0.68,0.98]$ volts.

The entire cycle thus takes $3 T_{r d}+2 T_{w r}$ time. Since the logistic sigmoid $\sigma$ is only a scaled and shifted version of tanh, the same circuit (that is, the inverter) can be used to realize it, although with different parameters such as $R_{f}$ and $V_{S S}$. The hardware required to implement the proposed training algorithm is also pretty much the same as that in sec. 4.4.3.2, except that $h$ replaces $\delta$ as the quantity that decides write time of MTJs, the inverter in the Output CL (fig. 4.5(b)) isn't required, and $V_{\text {saw }}$ is the same in both Write stages.

In the training of the 1T1R NN crossbar in sec 4.4.3, the write stage had to be split into 2 because of the 4 possible combinations of the signs of the input and error. The RBM crossbar, however, doesn't require such splitting because the visible and hidden units' values driving the CD weight update are always positive, and weight updates of all synapses have the same sign in a given write stage.

The 1 R crossbar in sec 4.4 . 4 had a 4 -way split of the write stage because a 2-way split resulted in large sneak currents. On the other hand, an RBM crossbar with a 1 R architecture would also have a single phase, for reasons same as those of the 1T1R crossbar. In any given write stage, all synapses are updated, which means all rows and columns are simultaneously active. Thus, transistors for selecting rows
(the ones labeled $e_{i}$ in fig. 4.6(c)) are not required, and only columns would have selection transistors (labeled $c_{i}$ ) to control their respective write pulse widths $t_{w r}$. Since there are no sneak paths during writing, the scalability of 1 R crossbar makes it the choice of architecture for an RBM.

At this stage one may ask why training inputs to the general NN crossbar should be bipolar, as was considered in sec. 2.3.1 and 4.4.1. The explanation lies in the faster convergence of the training when inputs are bipolar, or specifically have an average close to $0[70]$. If inputs $x$ are normalized in $[0,1]$, then the update of the weights connected to the $j^{\text {th }}$ neuron $\left(x \delta_{j}\right)$ would all have the same sign as that of error $\delta_{j}$. Thus these weights would always move together, making the training process inefficient and slow [70].

Fig. 4.10(a) depicts 2 crossbars concatenated with each other forming a DBN with hidden layers $h^{1}$ and $h^{2}$. They would be trained sequentially using the procedure described above.

### 4.5.5 MTJs for hidden units

In Read Stage 1, the MTJ hidden units are provided with a switching current $I_{s w}$ to switch them $A P \rightarrow P$ (say P state is 'on') with probability $h_{1}^{p}$. Their states are read in Read Stage 2 using a certain current $I_{\text {read }}$, and they are reset $P \rightarrow A P$ in either Read Stage 3 or Write Stage 3 in preparation for the next cycle. Fig. 4.10 (b) shows the circuit of the MTJ hidden units and table 4.5 summarizes its operation. The currents $I_{s w}$ and $I_{\text {reset }}$ flow in opposite directions to flip the MTJ from $A P \rightarrow P$ and $P \rightarrow A P$ respectively. The read current $I_{\text {read }}$ could be in any direction.

We shall now provide a detailed description of how the stochastic switching


Figure 4.10: (a) DBN crossbar structure $-4 \times 4$ and $4 \times 3$ crossbars for the $1^{\text {st }}$ and $2^{\text {nd }}$ hidden layers. (b) Circuit of MTJ as RBM hidden unit connected to the respective Control Logic.
behavior of MTJs is used for sampling the binary states of the hidden units. Table 4.6 summarizes the notations adopted. We need to fit the transfer function of the sigmoid with the MTJ switching probability curve. A hardware-friendly method is a simple linear mapping of the incoming neuron current $I_{n}$ to MTJ's switching current, which requires us to match the characteristics at exactly at two points - say for values of the weighted sum $a=0$ and $a_{c f}$ ('cf 'denotes curve fitting).

For the value of $a=0$, we would have the neuron current $I_{n}=0$. This should correspond to an MTJ switching current of $I_{0}$ and a probability of $\sigma(0)=50 \%$, that is, equal chances of the binary state to be 0 and 1 . Recall from sec. 4.3.3 that MTJ conductances $G_{P}$ and $G_{A P}$ correspond to synaptic weights $b$ and $-b$, and read

| Current | Switch | Stage |
| :---: | :---: | :---: |
| $I_{s w}$ | $S_{4}, S_{2}$ | Read 1 |
| $I_{\text {read }}$ | $S_{4}, S_{1}$ | Read 2 |
| $I_{\text {reset }}$ | $S_{1}, S_{3}$ | Read 3 or Write 2 |

Table 4.5: The stages of CD training when different currents (fig. 4.10(b)) operate on the hidden units and the switches that are active

| $I_{n}$ | Neuron current at the hidden unit CL |
| :---: | :--- |
| $I_{s w}$ | MTJ hidden unit switching current |
| $a$ | Weighted sum input to sigmoid |
| $I_{0}$ | Value of $I_{s w}$ for $\sigma(0)=0.5$ switching <br> probability |
| $I_{c f}$ | Value of $I_{s w}$ for $\sigma\left(a_{c f}\right)$ switching prob- <br> ability |

Table 4.6: Notations for MTJ curve fitting
voltage $V_{r d}$ to input of 1 . Thus, for $a=a_{c f}$, we would have

$$
\begin{equation*}
I_{n}=a_{c f} \frac{V_{r d}\left(G_{P}-G_{A P}\right) / 2}{b} \tag{4.19}
\end{equation*}
$$

and the MTJ switching current should be $I_{s w}=I_{c f}$. This gives the relation

$$
\begin{equation*}
I_{s w}=I_{0}+\frac{2 b I_{n}\left(I_{c f}-I_{0}\right)}{a_{c f} V_{r d}\left(G_{P}-G_{A P}\right)} \tag{4.20}
\end{equation*}
$$

which can be implemented using a differential amplifier. For our experiments we perform the curve fitting at $a_{c f}=-3$. The reason behind choosing a large value is to cover a significantly wide range of values of activations. Fig. 4.11(a) shows how close the MTJ switching probabilities are to the desired probabilities of activation as current $I_{s w}$ and $a$ are varied. The pulse width of $I_{s w}$ has been chosen to be $2 n s$, which is the duration of the read stages. In contrast, fig. 4.11(b) shows the same for $a_{c f}=3$ wherein the probabilities match perfectly for positive values of $a$, but for $a<0$ the MTJ switching probabilities obtained are significantly less than those of the desired values (that is, the transfer curve of the sigmoid). It is crucial to capture the small probabilities otherwise values of $a<-2$ would produce currents $I_{s w}$ which are too small to ever flip the MTJs and turn the hidden units 'on'. This will cause them to convey $h_{1}^{b}=0$ in the reconstruction phase (step (4)) much more frequently than they should. Also, one may consider not matching the curves at 0 , and instead match at $a_{c f}=3$ and -3 ; however, this results in poor fitting in intermediate values, with difference in probabilities being higher than 0.15 for a wide range of values of $a$.

(a) With $a_{c f}=-3$

(b) With $a_{c f}=3$

Figure 4.11: Switching probabilities of the MTJ (solid red line) meant to store RBM hidden unit's states as a function of $I_{s w}$, and desired hidden unit's activations as output of sigmoid (dashed blue line) for (a) $a_{c f}=-3$, and (b) $a_{c f}=3$. Vertical dashed lines in the plots depict the matching at respective values of $a_{c f}$. In (a), the parameters are $I_{0}=93.28 \mu A, I_{c f}=70.38 \mu \mathrm{~A}$. Maximum read voltage $V_{r d}=0.2 V$ has been used throughout.

### 4.6 Simulation Setup and Results

To see how successfully the MTJ crossbar NNs and $\mathrm{RBMs}^{1}$ can be trained in-situ, we performed system level simulations by modeling the functionality of the crossbar architecture in MATLAB and training it on some datasets. To capture the MTJ device parameters, we used an HSPICE model [60] and included thermal fields in its LLG equations for obtaining the stochastic switching characteristics [111]. Certain device parameters used in and obtained from this model ${ }^{2}$ were then incorporated into the simulations of the crossbar. We discuss the results obtained on feed-forward NNs and DBNs in that order.

[^1]
### 4.6.1 Neural Networks

### 4.6.1.1 Methodology

The performance of the NN was evaluated in the following scenarios (code-named for further reference). All training processes used the Mean Square Error cost function and neurons had the tanh activation function.

1. RV: First, we train and evaluate an NN with real-valued weights in MATLAB. Binary quantization step $(b)$ is obtained from this trained network as shown in sec. 4.3.3.
2. DP: Suitable binary weights are obtained by doing probabilistic learning in software on a binary network. Then a 1T1R crossbar and a 1R crossbar are deterministically programmed to these weights. We see the effect of device variations on the former, and of alternate current paths and resulting false switchings on the latter.
3. ST: An MTJ synaptic crossbar is modeled and stochastically trained in-situ using the linear model of stochastic weight update described in sec. 4.4.2 for the
(a) 1 T 1 R architecture, with the 2-phase write strategy (sec. 4.4.3).
(b) 1 R architecture, with both the 2-phase (to see the effects of sneak currents) and the 4-phase update strategies (sec. 4.4.4). For the former, node voltages of output terminals not connected to the output CLs (that is, columns not being updated) could be easily calculated using Kirchhoff's Current and Voltage laws. Whereas for the latter, a mesh analysis of the crossbar was required and node voltages at both (unconnected) input and output
terminals were obtained by solving a system of linear equations of KCL and KVL in MATLAB.
4. DV: Device variations of different extent are introduced in the stochastic training of both the 1T1R and 1R crossbars. It reflects in the variations in the resistance of the $P$ and $A P$ states, the standard deviations of which usually do not exceed $10 \%$ of their mean values as per experiments [136].

We use the following datasets for evaluation.
SONAR, Rocks vs Mines[78]: Three different NN architectures are considered - one with 1 layer (1L), and two with 2 layers having 15 and 25 hidden neurons respectively, and named 2L15 and 2L25. They were trained, and then tested on 104 samples of the test dataset.

MNIST Digit Recognition[68]: Three 2-layer networks of 50, 100 and 150 hidden units respectively and a 3 -layer network of $50+25$ hidden units were trained on the first 10000 samples of the training set and then evaluated on the 10000 images of the test dataset.

Wisconsin Breast Cancer (Diagnostic)(WBCD)[78]: A single-layer network (1L) and 2 two-layer networks (2L10 and 2L20) were considered, and the test dataset had 200 samples.

### 4.6.1.2 Results

Table 4.7 summarizes the accuracy obtained with these networks under the different training scenarios mentioned above. The effect of device variations of different extents on the in-situ stochastic training is highlighted for some of the networks in table 4.8 , with fig. 4.12 plotting the mean square error as the training progresses for

| Dataset |  | SONAR |  |  | MNIST |  |  |  | WBCD |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Network |  | 1L | 2L15 | 2L25 | 2L50 | 2L100 | 2L150 | 3L | 1L | 2L10 |  |
| RV |  | 16.4 | 12.8 | 11.9 | 9.87 | 7.34 | 6.44 | 7.25 | 8.35 | 7.40 |  |
| 7.10 |  |  |  |  |  |  |  |  |  |  |  |
| DP | 1T1R | 19.2 | 15.2 | 14.3 | 13.50 | 10.89 | 9.55 | 10.45 | 9.85 | 8.30 |  |
|  | 1R | 46.8 | 41.4 | 42.7 | 39.42 | 36.10 | 37.92 | 40.48 | 24.95 | 27.60 |  |
| ST | 1T1R | 18.4 | 14.2 | 13.6 | 12.69 | 10.18 | 8.96 | 9.71 | 9.20 | 7.70 |  |
|  | 1R | 18.3 | 14.5 | 14.0 | 12.72 | 10.20 | 9.03 | 9.66 | 9.40 | 7.85 |  |

Table 4.7: Classification error rates for the 3 datasets (on the test samples) with various NN and crossbar architectures under different training scenarios. Here, ST-1R crossbar used 4-phase update. Ideal devices assumed for all except DP-1T1R, where $10 \%$ variation was considered. SONAR and WBCD figures are average of 10 runs. MNIST and WBCD figures are in $\%$

| Dataset | SONAR |  |  |  | MNIST |  |  |  | WBCD |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Network | 1L |  | 2L15 |  | 2L100 |  | 3L |  | 2L20 |  |
| Variation | 1T1R | 1R | 1T1R | 1R | 1T1R | 1R | 1T1R | 1R | 1T1R | 1R |
| $2 \%$ | 18.5 | 18.4 | 14.4 | 14.7 | 10.27 | 10.22 | 9.67 | 9.73 | 8.10 | 8.05 |
| $5 \%$ | 18.7 | 18.7 | 14.7 | 14.8 | 10.28 | 10.29 | 9.78 | 9.80 | 8.25 | 8.30 |
| $10 \%$ | 19.0 | 19.1 | 15.1 | 15.1 | 10.33 | 10.43 | 9.86 | 9.91 | 8.30 | 8.40 |
| $20 \%$ | 19.3 | 19.5 | 16.0 | 15.9 | 10.42 | 10.72 | 10.15 | 10.28 | 8.60 | 8.75 |

Table 4.8: Misclassification rates of NNs with stochastic training (ST) of 1T1R and $1 R$ architectures under different levels of device variations (DV) expressed in terms of standard deviations of $R_{P}$ and $R_{A P}$ about their mean values. MNIST figures are worst of 3 runs, SONAR \& WBCD are average of 10 worst runs.
the $1 R$ crossbar. Additionally, fig. 4.13 compares the error for the two write strategies. It doesn't converge with the 2-phase writing scheme due to higher instances of undesired weight changes, but does so with 4 phases.

It is evident from these results that

- When an MTJ synaptic crossbar without access transistors is stochastically trained in-situ (ST-1R), it shows classification accuracy only slightly lower (about $3 \%$ at worst) than when the same network is trained in software with real-valued weights (RV, which can be considered to be the best achievable). However, it brings about significant improvement (up to $30 \%$ ) in accuracy over a deterministically programmed crossbar (DP-1R) since the latter suffers from undesired weight changes arising from alternate current paths.
- In-situ training also benefits the crossbar with transistors (ST-1T1R against DP-


Figure 4.12: NN training error with different extents of device variations on the $1 R$ crossbar for 2 datasets.

(a) On SONAR for 2L15 network

(b) On MNIST for 2L100 network

Figure 4.13: Comparison of error during training of the 1R crossbar with 2-phase and 4 -phase update schemes for 2 datasets. No variations assumed.

1T1R) in the presence of device variations by slightly improving accuracy (by about $0.5 \%-1 \%)$.

- It is possible to compensate for the loss in accuracy due to use of a binary network by increasing the size of the network (adding more hidden layers and/or neurons).
- Further, the trained crossbar has robustness even in the face of device variations, owing primarily to the fault-tolerant nature of NN and its learning algorithms. As can be seen in table 4.8, increase in misclassification rates remain within $2 \%$ even with $20 \%$ variation.

The accuracy degradation of $2 \%-3 \%$ that we achieve (on going from RV to ST ) is comparable to the $3.73 \%$ reported by [142] and the $0.8 \%-3.5 \%$ in [130].

However, it must be mentioned and emphasized that any comparison is fair only if they are on the same dataset and network architecture. The benefit of using in-situ training can also be seen when we compare our work with that of [141] (which performs offline learning). On the MNIST 2L100 network, we obtained an error rate of $10.20 \%$, whereas [141] had a much higher value of $30 \%$ on the same network, although it must be mentioned that the latter were at a disadvantage due to linear activation units. Further, the presence of a $20 \%$ device variability reduces our accuracy by less than $1.5 \%$, which is competitive with that of [142],[141] and [130].

There are a few similarities and differences between our work and the MTJ synapse-based STDP learning proposed in [119] that we would like to first mention. In our work, all MTJ synapses from an input share the circuit that decides programming currents, and all synapses to an output neuron have the same programming duration. Similarly, in [119], the STDP learning circuit for synaptic potentiation (and depression) are shared by the synapses that connect an input neuron (preneuron) to all excitatory neurons. However, they get programmed with different currents depending on their respective post-neuron spiking time, but their write durations are always the same and independent of any spike times; it is only the write current which varies from synapse to synapse. The STDP learning circuit consists only of 2 sets of 2 transistors and a capacitor. On the other hand, our implementation of stochastic learning would require more complex hardware (primarily 2 op-amps in the Input CLs and 1 op-amp in the Output CLs). Also, we need multiplier circuits [65] to back-propagate errors to hidden layers of the network.

However, Srinivasan et. al. [119] have not described the hardware implemen-
tation of the neurons of the SNN and their functionality, although one possible configuration appears in [110]. This neuron in [110], while not being very complicated, is seemingly more expensive than an op-amp [65] in terms of area requirements. But overall complexity is perhaps higher for our design. On the other hand, [119] achieves only about $75 \%$ classification accuracy on the MNIST dataset on an SNN with as many as 400 excitatory and 400 inhibitory neurons trained with 460 images. We could get higher accuracies on our MNIST networks, although we trained with many more (10000) images.

### 4.6.2 Deep Belief Networks

For the training of the RBM crossbar, we consider only a 1 R architecture since the absence of sneak currents (as discussed in sec. 4.5.4) does not leave any difference in the training procedure of the 1 T 1 R and 1 R crossbars. The performance of the DBNs was evaluated in scenarios similar to sec. 4.6.1- first with real-valued weights (RV), then deterministically programming (DP) the MTJ crossbar to suitable binary weights, and finally performing Stochastic Training (ST) of crossbar without and with various extents of device variations (DV). Two datasets were used for obtaining data:

- MNIST: Two 2-layered networks with 150 and 200 hidden units, and two 3layered networks with 150 and 200 units in each hidden layer were trained on the first 10000 samples of the training set and then evaluated on all test samples.
- WBCD: One 2-layered network of 40 hidden units was considered.

The last (output) layer of all networks was used for classification purposes, either using only the features extracted (abbreviated FE) at the last hidden layer as

| Dataset | MNIST |  |  |  |  |  |  | WBCD |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Network Size | 150 |  | $150+150$ |  | 200 |  | $200+200$ |  | 40 |  |
| Purpose | FE | SFT | FE | SFT | FE | SFT | FE | SFT | FE | SFT |
| RV | 8.85 | 6.63 | 8.07 | 5.12 | 8.73 | 5.30 | 7.98 | 4.27 | 7.90 | 1.30 |
| DP | 38.29 | 34.40 | 37.83 | 41.54 | 39.17 | 36.53 | 37.92 | 40.07 | 24.00 | 29.40 |
| ST | 12.72 | 8.82 | 11.74 | 8.23 | 12.69 | 8.09 | 11.40 | 7.08 | 11.60 | 4.10 |
| DV - 2\% | 12.93 | 8.97 | 11.77 | 8.33 | 12.75 | 8.21 | 11.58 | 7.19 | 11.80 | 4.20 |
| DV - $5 \%$ | 13.05 | 8.96 | 11.89 | 8.55 | 12.84 | 8.34 | 11.76 | 7.27 | 12.20 | 4.50 |
| DV - 10\% | 13.22 | 9.18 | 12.15 | 8.70 | 13.02 | 8.71 | 12.00 | 7.34 | 12.50 | 4.50 |
| DV - 20\% | 13.56 | 9.29 | 12.44 | 9.12 | 13.35 | 8.87 | 12.39 | 7.72 | 12.60 | 4.70 |

Table 4.9: Misclassification rates with hidden layers trained as RBM for the MNIST and WBCD datasets, for different levels of device variations. For the figures reported with $2 \%-20 \%$ variations, the ones for MNIST are worst of 3 runs and those for WBCD are average of 5 worst runs out of 10 .
classifier inputs, or fine-tuning (SFT) the hidden layer weights, along with training of the output layer, with the supervised training method used in neural networks (refer sec. 4.5.2). Table 4.9 lists the classification error rates obtained with all networks and training scenarios. As is clearly evident, it remains within $4-5 \%$ and $3-3.5 \%$ for FE and SFT respectively even with high levels of variations. Fig. 4.14 depicts how the different kinds of errors converge both with and without variations. For MNIST, plots of only the DBN with $200+200$ hidden units are shown.

Additionally, fig. 4.15 (a) and (b) compare the training with the standard CD algorithm and the 2-step CD that we use to train the MTJ crossbars, as described in sec. 4.5.3 and 4.5.4 respectively. Real continuous weights were used for the sake of this comparison on the MNIST $200+200$ network. Both the reconstruction errors and the classification MSE of the 2 different implementations of CD are barely distinguishable. Lastly, fig. 4.15 (c) depicts the bias of the weighted sum inputs of the hidden layer towards negative values, which justifies the tight curve fitting for $a<0$ done in fig. 4.11(a). Apparently, the reason for this bias was the average input value (across all input units and data samples) being less than 0.5 for both


Figure 4.14: Progress of training with RBMs as hidden layers for (a)-(d) MNIST dataset, with 2 hidden layers each of 200 units, and (e)-(f) WBCD dataset, 1 hidden layer with 40 units. (a) and (b) show the reconstruction error on the $1^{\text {st }}$ and $2^{\text {nd }}$ layers respectively. (c) and (d) are the classification Mean Square Error with FE and SFT.

MNIST and WBCD. This required a reconstruction value (of visible units) of $<0.5$ for low errors, which tend to shift the weights to negative values during the learning process so as to obtain negative weighted sums on an average. Other datasets with different characteristics may be suited to a different fitting (such as the one in fig. 4.11(b)) which can be easily done using techniques described in sec. 4.5.5.

In [94], a spiking neuromorphic system trained with event-driven CD was used for learning MNIST digits. The architecture had additional neurons in the visible layer for class labels (since the RBM was discriminative [67]), and the weights connecting the 500 hidden neurons to these class neurons were also trained using CD. Their model had a recognition error of $8.1 \%$. The hybrid RRAM-CMOS RBM architecture of [120] obtains an average error rate of about $11 \%$ with 100 neurons in the hidden layers and a separate classification layer (which is similar to our approach,


Figure 4.15: (a) and (b) Comparison of standard CD and 2-stage CD in terms of how the reconstruction errors (a) and classification MSE (b) converge with iterations of training. The small gap between the green and black dotted lines (representing standard and 2 -step CD resp.) is only due to the different initializations of the weights of the $2^{\text {nd }}$ hidden layer. Importantly, this gap remains same throughout, indicating same rate of convergence. (c) Histogram showing distribution of inputs to the sigmoid activation function of the $1^{\text {st }}$ hidden layer. All plots on MNIST $200+200$ network.
and unlike that of [94]). Lastly, the memristor-based RBM in [116], with 500 hidden neurons and 40 additional visible nodes, classifies $87.55 \%$ MNIST digits correctly but achieves convergence within only 5 epochs of 10000 training samples.

### 4.7 Discussion

We now analyze several other aspects of the in-situ training method proposed by us.

- Training Time: Training of an $n$-layer neural network on 1 1T1R crossbar using gradient descent will take $(2 n-1) T_{r d}+2 T_{w r}$ time per training sample per iteration, as per sec. 4.4.5. On the other hand, consider a DBN with $(n-1)$ hidden layers and a final classification layer. We saw that the 2-step CD algorithm takes $3 T_{r d}+2 T_{w r}$ per sample for an RBM. A DBN would be trained layer-wise where the training data for the $r^{\text {th }}$ layer would be first obtained by propagating the original training sample through the preceding $r-1$ hidden layers, assuming that there is no storage of data in on-chip or off-chip memory. Thereby, the total
time for the $r^{t h}$ layer is $(r+2) T_{r d}+2 T_{w r}$; summing over $r$ from 1 to $(n-1)$ gives a quadratic dependence on $n$ for duration of training of the hidden layers. After this unsupervised learning, training of the classifier layer through gradient descent would take $n T_{r d}+2 T_{w r}$ if only the features extracted by the last hidden layer are used, whereas if we go for supervised fine-tuning of the entire network, it's $(2 n-1) T_{r d}+2 T_{w r}$.

The higher time requirement for DBN training may be justified by the relatively smaller number of training iterations (typically $10-20$ ) within which the reconstruction error and MSE converge as compared to the larger number of iterations required if the network is trained entirely in a supervised way (compare fig. 4.14 with fig. 4.12). If in the DBN , the training data for subsequent hidden layers is stored instead of calculated, then memory can be traded-off for a linear dependence of training time.

- Power consumption in the crossbar: Let us estimate the expected power dissipated in the 1T1R MTJ crossbar NN by assuming an average case for all parameters. All inputs $x$ and $\delta$ are half of maximum, that is $\pm 0.5$. Thus, read voltages are half of maximum, that is, $V_{r d} / 2$ and write voltage are those for $x=0.5$, that is, $V_{P}(0.5)$ or $V_{A P}(0.5)$, denoted $\overline{V_{P}}$ or $\overline{V_{A P}}$. At all times, half of the MTJs are considered to be in the P state, and the rest half in AP state. This gives an average power in the read phase per MTJ synapse to be

$$
\begin{equation*}
P_{r d}=\frac{1}{2}\left(V_{r d} / 2\right)^{2}\left(\frac{1}{R_{P}}+\frac{1}{R_{A P}}\right) \tag{4.21}
\end{equation*}
$$

and that in each of the 2 write phases to be

$$
\begin{equation*}
P_{w r}=\frac{1}{8}\left({\overline{V_{P}}}^{2}+{\overline{V_{A P}}}^{2}\right)\left(\frac{1}{R_{P}}+\frac{1}{R_{A P}}\right) \tag{4.22}
\end{equation*}
$$

This yield the average power per device in a cycle of training to be $P_{r d}+2 P_{w r}$. Substituting values stated previously, this calculates to $82 \mu \mathrm{~W}$. Taking $T_{r d}=2 n s$ and an average $t_{w r}=2 n s$, the energy consumed per device per cycle is $0.164 p J$. The 1 R crossbar NN without transistors would have higher energy dissipation due to sneak currents. It must be noted that these values are heavily dependent on device parameters. Future MTJ technologies with scaled down devices would consume lesser energy.

For the RBM crossbar, $P_{r d}$ remains the same. Write stages 1 and 2 have average write voltages $\overline{V_{A P}}$ and $\overline{V_{P}}$ respectively, and current flows through all synapses in both stages. Thus average power per synapse per cycle is $3 P_{r d}+\frac{1}{2}\left({\overline{V_{P}}}^{2}+\right.$ \left.${\overline{V_{A P}}}^{2}\right)\left(\frac{1}{R_{P}}+\frac{1}{R_{A P}}\right)$, which turns out to be $169 \mu W$, and the average energy is then $0.338 p J$.

- One very popular work with binary weights is BinaryConnect [30] wherein the weights used during the forward and backward propagation are binary and obtained stochastically from real-valued weights. However, the weight update step is not binarized to maintain a good precision of the weights, as in the updates are real-valued. The performance of BinaryConnect is reported to be as good as, or even better than, their counterparts with continuous weights. However, the MTJ crossbar (or any binary device weight array) would not allow for storing of real-valued weights, which perhaps explains a noticeable, though not significant,
drop in classification accuracy when compared with floating-point weights.
- A drawback of in-situ training is that every chip has to be trained separately, each requiring roughly the same amount of time. Also, only the training algorithm for which the chip is designed (for eg. CD) can be used, unless extra hardware is added for the implementation of different techniques [139].
- Dependence on temperature: Higher operating temperatures reduces the thermal stability of the MTJs $(\Delta \propto 1 / T)$ and increases the switching probability for the same current magnitude and duration. The curves in fig. 2.4 shift to the left.
- Binary nature of MTJs severely limits the precision of each synaptic weight, thereby requiring larger crossbars with more hidden units to reach the accuracy exhibited by real continuous weights. On the other hand, while memristive devices do have several intermediate states, it's often difficult to program them reliably; so they too may end up being used in binary mode [96]. Further advances in materials of both magnetic and memristive devices will improve their prospects for use in memory and logic units.


### 4.8 Conclusion

In this work, we show how MTJ crossbars representing weights of ANNs can be trained in-situ by exploiting the stochastic switching properties of MTJs and performing weight updates in a way akin to gradient descent. We demonstrate how the machine learning algorithm can be implemented on crossbars with and without transistors. Results show these stochastically trained binary networks can achieve classification accuracy almost as good as that of those trained in software and im-
plemented on processors. This paves the way for the attainment of highly scalable neural systems in the future capable of performing complex applications.

## Chapter 5: MTJ-based Ising Model Architecture

While the last 2 chapters have focused on the implementation of Neural Networks using MTJs in non-conventional and non-von Neumann computing paradigms, this chapter turns attention towards another computationally intensive type of workloads - combinatorial optimization problems. The parallelism offered by non-von Neumann architectures opens up a new path for finding good local optimum of such intractable problems.

### 5.1 Introduction and Related Work

Several real world problems come under the category of combinatorial optimization and are NP-hard, for eg. the travelling salesman problem, graph coloring, etc. This means that the problems are not computationally scalable with traditional von Neumann computing methods [95]. The capabilities provided by non-von Neumann architectures have motivated research [122, 28, 44] on accelerating the process of finding local optimum of such problems.

The Ising model [26], a mathematical framework to describe interactions between magnetic spins, can be leveraged to express and formulate many NP-hard problems due to the combinatorial nature of the model. It consists of a system of spins which can take one of 2 possible values $\{1,-1\}$. These spins interact with one
another in such a way that the system gradually evolves to a minimum energy state, representing a solution to the NP-hard problem that it encodes.

### 5.1.1 Related Work

The computational complexity of the Ising model has long been explored and investigated, and so has been the search for efficient hardware systems $[13,140,85,66$, 18, 19] for mapping combinatorial problems. For example, the process of quantum annealing $[66,8]$ naturally holds the capability to tackle problems encoded as the Ising model, which requires the system to move out of local minima so as to continue converging to the ground state. However, the quantum technology is far from reaching maturity in terms of a large-scale commercial use due to its requirement of operating superconducting devices at very low temperatures. CMOS-based implementations [140] of Ising solvers have also been looked at, including the use of GPUs [27] for exploiting the inherent parallelism of Ising computations. However, some of these have made use of extra hardware [43, 85] or memory [27] for generating random numbers to simulate annealing properties in the model. Further, the Ising model often requires a large number of connections among Ising spins, which has led to the use of techniques such as cell cloning in fixed 2-D spin arrays [43], or to retaining only the nearest neighbor connections [140] leading to sub-optimal outcomes.

Recent work [117, 115, 122] has investigated the use of spintronic (nanomagnetic) devices for emulating the behavior of Ising spins by exploiting their natural physics. The work in [122] demonstrates through simulations such capability in stochastic nanomagnets operating at very high speeds; but these had very low en-
ergy barriers, implying that in reality they can suffer from fabrication complexity, read disturbs, and inability to write to several other Ising spins. Shim et al. [117] have used Magnetic Tunnel Junctions (MTJs) with higher energy barriers as Ising spin devices. However, they limit Ising spin connectivity to only the (four) nearest neighbors, and restrict their interactions to binary. Although this strategy yields a simple design, it severely limits the nature and size of NP-hard problems that can be encoded onto the hardware. The work in [115] does not detail how the influences from different units, in the form of voltages, would be added up.

### 5.1.2 Our contribution

In our work, we propose to evaluate an Ising model computing platform based on stable MTJs. We aim to tackle simultaneously several of the aforementioned issues not addressed in previous spintronic-based works. Our contributions are as follows:

- We design the hardware of an Ising cell, where an MTJ represents an Ising unit, and show how it can perform Ising computations.
- We demonstrate how a cell with a fixed no. of inputs can be slightly modified to make it scalable to large problems.
- We then propose Ising-FPGA, a parallel and reconfigurable architecture composed of several of these Ising cells, and having an interconnect topology similar to an FPGA.
- We analyze the degradation in signals in the hardware platform to get a more realistic picture of such implementations, and attempt to take them into account while mapping an NP-hard problem.


### 5.2 The Ising Model

The Ising model was originally developed to study the behavior of ferromagnets and consists of a number of spin units (ferromagnetic elements) with pairwise interactions [26]. The energy of the system is described by the Ising Hamiltonian

$$
\begin{equation*}
H(x)=-\sum_{i, j}^{N} J_{i j} x_{i} x_{j}-\sum_{i}^{N} h_{i} x_{i} \tag{5.1}
\end{equation*}
$$

where $N$ is the no. of units, $x_{i}$ is the spin of the $i^{\text {th }}$ unit and can assume one of 2 values, say ' +1 ' (up spin) and ' -1 ' (down spin), $J_{i j}$ is the coefficient of pairwise interaction between the $i^{\text {th }}$ and the $j^{\text {th }}$ units, and $h_{i}$ is a bias term accounting for external fields. Fig. 5.1(a) shows a complete Ising graph with 5 units. Note that the model considers a symmetric $J$, implying a reciprocal nature of the interactions. Also, there are no self-interactions, thus $J_{i i}=0$.

Solving the system involves finding a configuration $x$ of the spin units that minimizes the energy $H$. Obtaining this ground state is an NP-hard problem due to the discrete nature of $x_{i}$, and this property of the Ising model has enabled the mapping of several combinatorial optimization problems to it [82]. The ground state of the spins represents the solution of the NP-hard problem it encodes.

Theoretically, the probability of finding the system in a particular state $x$ is given as [26]

$$
\begin{equation*}
P(x)=\frac{e^{-H(x) /\left(k_{B} T\right)}}{\sum_{y} e^{-H(y) /\left(k_{B} T\right)}} \tag{5.2}
\end{equation*}
$$

where $k_{B}$ is the Boltzmann constant and $T$ is the temperature of the system. At high temperatures, the system explores the solution space and is almost equally

(a) A general Ising graph

(b) Ising Hamiltonian

Figure 5.1: (a) An Ising graph with 5 spin units. (b) The system transitions from state 1 to 2 , a local minima. Random perturbations can take it to state 3 so that it transitions to 4 and can eventually reach global optimum 5 .
likely to be found in any state [26]. Whereas at low temperatures, states with lower energy would dominate. Ideally, the system should start from a high temperature and be slowly cooled down - a process known as annealing - so that it eventually reaches the ground state.

The underlying parallelism in the model can be exploited while searching for the ground state. The energy due to a single unit $x_{i}$ and its connections, called the local Hamiltonian, is expressed as [27]

$$
\begin{equation*}
H\left(x_{i}\right)=-\sum_{j}^{N} J_{i j} x_{j} x_{i}-h_{i} x_{i} \tag{5.3}
\end{equation*}
$$

which considers the interactions with its neighbors and its bias. Each step in the process of finding the ground state of the system involves lowering the local Hamiltonian of each unit in parallel which can be done by simply changing the state of $x_{i}$ if that helps lower $H\left(x_{i}\right)$. However, the system would soon get stuck in a local minima rather than converging to the global optimum. The way out of this is to randomly perturb the system and allow it to go to a higher energy state for the time being - a popular concept known as (simulated) annealing. Fig. 5.1(b) depicts the energy landscape with the local and global minima, and demonstrates the effect of
annealing.

### 5.3 Ising-FPGA Framework

An NP-hard problem with $N$ variables requires $N$ Ising units, implying an $O\left(N^{2}\right)$ connectivity among the units. Also, the specific nature/type of the connections depends on the problem itself. We therefore envision a reconfigurable MTJ-based architecture which allows a large class of Ising models to be implemented. To this end, we leverage the advancements made in the FPGA technology to propose a similar architecture for our Ising-model hardware platform, and call it the IsingFPGA. In this chapter, we present the design of such an MTJ-based Ising-FPGA possessing a routing network similar to regular FPGAs. We estimate the effects of the hardware platform on the Ising model computations and solution quality, and develop techniques which account for or mitigate them.

It must be noted that the Ising-FPGA is only an architecture, consisting of an array of MTJs, which exhibits reconfigurability and has a routing topology similar to FPGAs. It serves the purpose of mapping problems which can be formulated using the Ising model. The Ising-FPGA is not a standard FPGA, with some components are made of MTJs, and which is to be used for mapping digital logic functions.

### 5.3.1 Finding local optimum in the Ising model

The local Hamiltonian in eqn. 5.3 tells us how the spin of an Ising unit should be modified towards lower energy. Taking the negative of derivative of both sides, we
get

$$
\begin{equation*}
-\frac{\partial H\left(x_{i}\right)}{\partial x_{i}}=\sum_{j}^{N} J_{i j} x_{j}+h_{i}=\beta_{i}(s a y) \tag{5.4}
\end{equation*}
$$

where $\beta_{i}$ represents the cumulative influence on the $i^{\text {th }}$ unit by the other units (all $\left.x_{j}\right)$. The sign of $\beta_{i}$ at a certain time step decides the direction in which $x_{i}$ should be updated to lower the local energy. For eg. if $x_{i}=-1$, and $\beta_{i}>0, x_{i}$ should be switched to +1 (otherwise it should remain at -1 ). This is similar to a gradient descent approach, although it must be noted that $x_{i}$ can only be binary.

Algorithm 1 summarizes the general process involving the Ising model. After all spin units are initialized randomly (line 1), each iteration involves calculating influence $\beta_{i}$ (line 4), modifying the spin value accordingly (line 7 ), and then flipping it randomly with a small probability (line 8) to enable escaping from local minima (fig. 5.1(b)). Observe that both the inner for loops can be executed in parallel for the $N$ units.

```
Algorithm 1 Annealing process for the Ising model
    Initialize all \(x_{i}\) randomly from \(\{-1,1\}\)
    for \(n=1\) to iters do
        for \(i=1\) to \(N\) do
            Calculate \(\beta_{i}\) from eqn. 5.4
        end for
        for \(i=1\) to \(N\) do
            \(x_{i}^{\prime}=\operatorname{sign}\left(\beta_{i}\right)\)
            \(x_{i}^{\prime}=-x_{i}^{\prime}\) with probability \(p \ll 1\)
        end for
        Assign \(x=x^{\prime}\) and reduce \(p\).
    end for
```


### 5.3.2 MTJ as an Ising spin unit

The stochastic switching characteristics of the MTJ has been an impediment to the realization of energy-efficient STT-MRAM based memory chips [126]. However,
many applications where computations can be non-von Neumann in nature, particularly neuromorphic computing, have leveraged this same characteristic of spintronics to obtain better performance than traditional CMOS-based methods [80]. The absence of stochasticity in CMOS memory/logic necessitates the use of pseudo-random number generators to mimic probabilistic behavior.

In our work, we propose using an MTJ to realize an Ising spin unit since it has 2 stable states, just as is required of an Ising unit. Other non-volatile devices such as RRAMs and PCMs tend to have several intermediate states [144], and therefore, the MTJ is a better choice. It forms the central component of a basic cell of our MTJbased Ising-FPGA. We exploit its probabilistic switching characteristics to guide the entire system of spins through the states which reduce the energy of the system ( $H(x)$ in eqn. 5.1), with the goal of reaching the ground state. Additionally, when the system gets stuck in a local energy minima, the same characteristic would also be used to get it out of the minima. The system of Ising spin units realized with the MTJs would involve interactions among units through voltages and currents which would depend on the parameters of the encoded NP-hard problem and the present state of the system. Details of the implementation shall be discussed shortly.


Figure 5.2: Switching probabilities of the MTJ with $2 n s$ pulse width. Note that current polarities would be opposite for $P \rightarrow A P$ and $A P \rightarrow P$. Data obtained from MTJ Stochastic LLG simulations [37, 6] in HSPICE, at steps of $0.1 \mu A$ with 10000 points per step.

The probabilistic switching of the MTJ is characterized in fig. 5.2. The magnitude of $\beta_{i}$ in eqn. 5.4 provides the extent to which $x_{i}$ can lower the energy of the system, and is thus indicative of the probability with which $x_{i}$ should change its state (if necessary). For the MTJ-based Ising unit, we can encode the direction and probability with which it should switch in the polarity and magnitude respectively of the switching current provided to it. Although the switching characteristics vary non-linearly with the current as per fig. 5.2, we can perform a linear mapping for simplicity as follows. Considering the gradient in eqn. 5.4, the write current passed through the $i^{\text {th }}$ unit may be written as

$$
\begin{equation*}
I_{i}=I_{\min }+\frac{\beta_{i}}{k}\left(I_{\max }-I_{\min }\right) \tag{5.5}
\end{equation*}
$$

where $I_{\text {min }}$ is the minimum current provided to overcome the soft threshold below which the switching probability is negligible, $k$ is a normalizing factor to ensure that $I_{i}$ is bounded by a maximum current $I_{\max }$. Naturally,

$$
\begin{equation*}
k=\max _{i}\left(\max \left|\beta_{i}\right|\right)=\max _{i}\left(\sum_{j}^{N}\left|J_{i j}\right|+\left|h_{i}\right|\right) \tag{5.6}
\end{equation*}
$$

which is largest possible influence on any unit. We choose values of $I_{\min }$ and $I_{\max }$ that correspond to probabilities of roughly $0.1 \%$ and $98 \%$ respectively for a $2 n s$ pulse duration. For $P \rightarrow A P, I_{\min }=-22 \mu A, I_{\max }=-44 \mu A$, and for $A P \rightarrow P$, $I_{\min }=13 \mu A, I_{\max }=26 \mu A$. Note that directly feeding the current obtained from the analog dot product to the MTJ eliminates the use of ADCs.

Once the Ising unit's MTJ is updated probabilistically using the write current


Figure 5.3: Different stages of an iteration in the process of finding the ground state of an Ising model. Each stage is of duration $2 n s$, and hence an iteration takes 10ns. The dashed arrows show where the spin value read is utilized.
in eqn. 5.5 , we can allow the magnetization a while to settle, and then read the value stored in the MTJ by passing a small current (say $<5 \mu A$ ) through it and sensing the potential drop across it [71]. This value read would then be used to update the states of the other spins in the next iteration. The effect of random noise in the system can be realized by passing a small current $I_{R F}$ which flips the MTJ with a small probability and, once again, letting it relax.

Fig. 5.3 depicts the timeline of these stages where the Random Flip of a spin unit is done according to its own value read in the previous iteration, but before the write stage to avoid another readout. Thus in each cycle/iteration, some of the spin units get updated depending on their interactions with the rest. Ideally, the probability with which this random flip occurs should go down with time in order to maintain an equivalence with the theoretical notion of annealing, which is "cooling the system". Hence the current $I_{R F}$ resulting in random flips must also reduce in magnitude after each cycle. The entire system evolves through several iterations and the Ising energy reduces over time when observed on a large scale, since occasional increases must be expected due to the random flipping.

### 5.3.3 MTJ-based Ising-FPGA cell

Let us now describe the structure of an Ising spin cell, which is the basic unit of our hardware platform, and show how eqn. 5.5 would be realized. Each Ising cell corresponds to one spin variable and houses the MTJ whose state represents the value of the spin. It is responsible for (a) receiving the states of the other spin units and writing to its MTJ with a certain current, (b) reading the state of its MTJ, and also (c) flipping it randomly.

The coefficients of interactions $\left(J_{i j}\right)$ between spin units can be represented by variable resistors, and the summation in eqn. 5.4 can be obtained through an opamp with $N-1$ inputs. Fig. 5.4 shows the Ising cell in a system with 5 variables. In this figure, we specifically illustrate the Ising cell of variable $x_{1}$. It receives binary voltage signals $V_{2} \ldots V_{5} \in\left\{-V_{m}, V_{m}\right\}$ from the cells of the other variables $x_{2} \ldots x_{5}$, where the voltage polarity represents their spin values $\left(V_{m}\right.$ for +1 and $-V_{m}$ for $-1)$. These input voltages are modulated by the resistors $R_{12} \ldots R_{15}$ and fed to the positive terminal of an op-amp OA1, along with an internal bias voltage $V_{h 1}$ through $R_{h 1}$. The output $V_{o}$ of the op-amp OA1, with feedback resistor $R_{f}$, is provided to the MTJ write control circuit shown within the dashed box. It regulates the direction of current $I_{1}$ through the MTJ with the help of a pair of switches. These are controlled by the output of comparator OA2 (in open loop configuration) which turns on one and only one of the two switches. The switch controlled by WR is turned on in the Write stage. Voltages $V_{+}$and $V_{-}$of opposite polarity are added to $V_{o}$ to offset it and obtain the minimum current $I_{\text {min }}$ for $A P \rightarrow P$ and $P \rightarrow A P$ respectively. Assume without loss of generality that the MTJ can be switched (probabilistically) from

- $A P \rightarrow P$ (that is $-1 \rightarrow 1)$ if $V_{o}>0\left(\Rightarrow I_{1}>0\right)$, and
- $P \rightarrow A P$ (that is $1 \rightarrow-1)$ if $V_{o}<0\left(\Rightarrow I_{1}<0\right)$


Figure 5.4: The proposed Ising spin cell. Switches WR, RD and RF are turned on in the Write, Read and Random Flip stages respectively.

The output $V_{o}$ of op-amp OA1 can be expressed as

$$
\begin{equation*}
V_{o}=-R_{f}\left(\sum_{j=2}^{5} \frac{V_{j}}{R_{1 j}}+\frac{V_{h 1}}{R_{h 1}}\right)=-R_{f}\left(\sum_{j=2}^{5} V_{j} G_{1 j}+V_{h 1} G_{h 1}\right) \tag{5.7}
\end{equation*}
$$

where $G$ denotes the respective conductances. The above relation resembles eqn. 5.4 suggesting that a weighted sum of the outputs from other Ising cells can be easily obtained through an op-amp and resistors. The conductances $G_{i j} \in\left[G_{m i n}, G_{\text {max }}\right]$ would be directly proportional to the magnitude of the interaction coefficient, $\left|J_{i j}\right|$. If all $J_{i j}$ are normalized such that $\left|J_{i j}\right| \leq 1$, then $G_{i j}=\left|J_{i j}\right| G_{\text {max }}$. To implement bipolar $J_{i j}$, we can simply add an inverter to each of the $(N-1)$ inputs of $x_{i}$ 's cell to make both $V_{j}$ and $-V_{j}$ available, and choose from between the two.

The value of the feedback resistance $R_{f}$ is dependent on the no. of inputs to the Ising cell and the desired maximum current $I_{\text {max }}$. For an $N$-variable Ising model, with each Ising cell having ( $N-1$ ) inputs, we can use the maximum influence in
eqn. 5.6 to calculate the largest possible magnitude of $V_{o}$ as

$$
\begin{equation*}
V_{o}^{\max }=-R_{f}\left(k \times\left(-V_{m}\right) G_{\max }\right)=R_{f} V_{m} k G_{\max } \tag{5.8}
\end{equation*}
$$

Thus, $R_{f}$ would depend on $V_{o}^{\max }$, which is in turn decided by $I_{\text {max }}$. In fig. 5.4, parameters $V_{+}=0.227 V, V_{-}=-0.172, V_{o}^{\max }=0.184 V$, obtained with HSPICE simulations using $V_{m}=0.4 V, R_{P}=5.2 k \Omega, R_{A P}=13.7 k \Omega$, and values of $I_{\max }$ and $I_{\text {min }}$ mentioned previously.

The state of the MTJ is sensed by and stored in the Read unit which then provides voltage signals to the other cells (in the next cycle) accordingly. The Random Flip unit sends current $I_{R F}$ to the MTJ to flip it with a small probability, wherein the direction of the current is dependent on the state stored in the Read Unit.

### 5.3.4 Splitting inputs to multiple cells

Any non-von Neumann hardware platform designed for mapping an Ising-like problem would have a fixed number of inputs per Ising cell, however might it be implemented - spintronics-based [117, 115, 122] or otherwise [140, 85]. Even our IsingFPGA has a fixed number of inputs per cell. As the problem grows in size, this is going to pose a limitation to the no. of connections made from/to the Ising cells, even if routing may not be an issue.

Our approach to dealing with limited fan-in Ising cells is a cascading of several of these cells to accommodate as many inputs as required. The analog nature of the computation in eqn. 5.7 allows for this divide-and-conquer approach with only
a small addition to the basic Ising cell. This is in the form of another op-amp OA3. Fig. 5.5(a) shows the modified Ising cell with $I=4$ inputs $V_{a} \ldots V_{d}$. It can output either from its OA3 or from its Read Unit as required.

Now, considering a fan-in of $I=4$ per cell, let us show how we can split inputs to a spin variable into multiple Ising cells for an Ising system consisting of 9 variables. The idea is to have several layers/levels (named $A, B, \ldots$ ) of the basic Ising cell connected in a tree-like sequence, with outputs from the cells of one level fed into inputs of a cell in the next level until the number of inputs remaining is less than or equal to the fan-in of each cell. The programmable quantities in these cells would be set as required (depending on their level). Fig. 5.5(b) shows how we can split the inputs $V_{2} \ldots V_{9}$ into 2 Ising cells (at level A) which then feeds into the last level cell of variable $x_{1}$.

(a) OA3 added to the Ising cell

(b) Splitting 8 inputs into 2 cells

Figure 5.5: (a) The Modified Ising cell. (b) Multi-level Ising cells. Observe that $R_{12} \ldots R_{19}$ are in level A , but $R_{h 1}$ is in the last level cell.

Each of the Ising cells would have identical structure and still retain the Write, Read and Random Flip (WR\&RF) units, (not shown for simplicity). But there are
certain differences in how the programmable quantities in the cells are set, and how each cell is operated, depending on its level as detailed in table 5.1.

The outputs of the cells shown in fig. 5.5(b) would be

$$
\begin{align*}
& V_{o 1}=R_{S}\left(V_{2} G_{12}+\ldots V_{5} G_{15}\right) \quad \& \quad V_{o 2}=R_{s}\left(V_{6} G_{16}+\ldots V_{9} G_{19}\right)  \tag{5.9}\\
& V_{o}=-R_{f}\left(\frac{V_{o 1}}{R_{s}}+\frac{V_{o 2}}{R_{s}}+\frac{V_{h 1}}{R_{h 1}}\right)=-R_{f}\left(\sum_{j=2}^{9} V_{j} G_{1 j}+V_{h 1} G_{h 1}\right) \tag{5.10}
\end{align*}
$$

where $V_{o}$ is the output of last level cell's OA1, and is as desired.

| Component/ Quantity | Level A,B... cells | Last level cell |
| :---: | :---: | :---: |
| WR\&RF units \& MTJ | Disabled (inactive) | Active (MTJ stores $x_{1}$ ) |
| Bias voltage $\left(V_{h}\right)$ | $0 V$ | $V_{h 1}\left(\right.$ desired value for $\left.x_{1}\right)$ |
| Output from | OA3 | Read Unit |
| Output sent to | Next level cell | Level A cells of $x_{2} \ldots x_{9}$ |
| Feedback of OA1 | Any value (say $\left.R_{s}\right)$ | $R_{f}$ from eqn. 5.8 |
| Input Resistors | For Level A: $R_{i j}$, Others: $R_{s}$ | $R_{s}$ |
| Bias Resistor $\left(R_{h}\right)$ | Any value (don't care) | $R_{h 1}$ (desired bias for $\left.x_{1}\right)$ |

Table 5.1: Configuration of Ising cells as per their level. Entries of last column specifically for variable $x_{1}$.

Ising-FPGA size: Thus, with the proposed approach of splitting the fan-in to several cells, the total no. of levels for every spin variable is $\left\lceil\log _{I}(N-1)\right\rceil$, and the no. of cells dedicated to a single variable is $\approx(N-1) /(I-1)$. Hence, the total no. of cells required (with $N$ variables) is quadratic in $N$.

### 5.4 Architecture of the Ising-FPGA

Field Programmable Gate Arrays (FPGAs) are integrated circuits that offer easy re-programmability, allowing the implementation of any desired logic function [98]. VTR/VPR $[84,7]$ is an open-source platform for modeling and analyzing FPGA architecture and CAD. The reconfigurable routing topology of the FPGA is a good match for the kind of network connectivity exhibited by an Ising model-based platform such as the one proposed above. The flexibility of connections required by an

Ising solver such as the Ising-FPGA can be fulfilled by the reconfigurability provided by an FPGA-like architecture.

### 5.4.1 Architecture of an FPGA

Let us first go over the basics of the FPGA architecture before describing how the proposed Ising-FPGA relates to it and how problems can be mapped to the latter. Fig. 5.6 shows the architecture and the traditional interconnect topology of an FPGA. It consists of Configurable Logic Blocks (CLBs) each of which contains a cluster of Basic Logic Elements (BLEs). A BLE is made up of a $k$-input LUT and provides the LUT's output either directly or through a flip-flop. The interconnects in the FPGA are arranged in several horizontal and vertical channels all around the CLBs, each channel consisting of multiple tracks. The I/O pins of the CLBs are connected to the tracks of the adjacent channels through Connection Boxes (CBs). At the intersection of a vertical and a horizontal channel lies a Switch Box (SB) which is responsible for connecting the tracks of the channels incident on it, thereby facilitating communication between CLBs.


Figure 5.6: The FPGA architecture. CLBs are connected through CBs and SBs.

VTR/VPR [84, 7] is an open-source platform for modeling and analyzing FPGA architecture and CAD. It takes in an architecture file (.xml) describing the FPGA, and the circuit's behavioral description in Verilog HDL, and produces an
optimized netlist in the Berkeley Logic Interchange Format (BLIF) [1]. In the .blif file, a logic gate is declared with a .names keyword followed by its inputs and its output. The flip-flops in the BLEs are declared by a .latch statement. VPR uses this netlist to pack, place and route the design. It outputs a .route file (among others) listing the size of the FPGA, the no. of CLBs in use, and the connections (that is, the nets) from each Source to its Sinks, including the channels that the net passes through.

### 5.4.2 Reconfigurable Ising model hardware

Let us discuss the analogous of the FPGA's hardware for our Ising-model solver (that is, the Ising-FPGA) and then explain how part of VPR's software flow can be used for configuring the design.

Ising-FPGA: Herein each BLE of an FPGA corresponds to an Ising cell with multiple inputs and one output which can be either the output of OA3 or from the Read Unit, and each CLB contains only one BLE. The size of the LUTs, which in our case would be same as the no. of inputs to the CLB, is set to the no. of inputs to the Ising cell. Thus, for eg. fig. 5.5(b) shows 3 BLEs (or CLBs), each with $I=4$ inputs. The architecture file (.$x m l$ ) of the FPGA was used to describe certain parameters of the Ising-FPGA.

Recall that each Ising cell in the last level outputs from its Read Unit, whereas cells in other levels output from their OA3. Thus, there is a continuous flow of signal (current) from the last level cell of a spin variable to that of another variable. The equivalent of this for an FPGA is that the BLEs representing last level cells were chosen to output from their flip-flops, while the rest could output straight from

(a)
.names FF~2 FF~3 FF~4 FF~5 n1_A0 .names FF~6 FF~7 FF~8 FF~9 n1_A1 .names n1_A0 n1_A1 n1 latch n1 FF~1 re clk 0
(b)

Figure 5.7: (a) The BFG creates the .blif file. (b) an excerpt from the .blif file responsible for variable $x_{1}$ specifying connections in fig. 5.5(b).
their LUTs. The connections between cells is captured by the reprogrammable connectivity of the Ising-FPGA. For our analog design, we can use muxes based on transmission gates (TGs) as switches in the Switch Box (SB), in a way very similar to directional SBs [75]. Thus, a connection between 2 cells has one TG for each SB that it passes through (similar to regular FPGAs).

Using VPR for Ising-FPGA: VPR produces a .blif file that describes the netlist of the synthesized network, and uses it to perform place and route of the design. We build a BLIF File Generator (BFG) (fig. 5.7(a)) which takes in the no. of spin variables $(N)$ and the fan-in of each Ising cell $(I)$ as inputs, and creates a .blif file by connecting Ising cells in a hierarchical way as demonstrated earlier. Since the .blif file should specify only those connections that exist, the BFG also takes in the Ising graph, which lists the pairs of variables $(i, j)$ which have a non-zero interaction $\left(J_{i j} \neq 0\right)$. VPR uses this .blif netlist to pack, place and route the design. It outputs a .route file (among many others) that contains the design's routing information.

Fig. 5.7(b) shows a fragment of the .blif file generated for the connections ${ }^{1}$ pertaining to fig. 5.5(b). Therein, $F F \sim j$ refers to the output from the last level cell of the $j^{\text {th }}$ spin variable, $n 1 \_A 0$ and $n 1 \_A 1$ are outputs of the level A cells of $x_{1}$, and $n 1$ is that of the last level cell of $x_{1}$. Hence, the first line describes the I/O

[^2]nets of the level A purple cell of fig. 5.5(b) taking inputs from the last level cells of $x_{2}, x_{3}, x_{4}$ and $x_{5}$, and so on. Since the BFG only connects variable pairs specified in the Ising graph, if $J_{i j}=0$, then $F F \sim i$ is not an input to any level A cell of $x_{j}$ (and vice versa) in the .blif file.

### 5.4.3 Signal Degradation and Recovery

The use of TGs for switches in our analog design implies that their finite resistance will result in a potential drop across it, and also bring down the current that was supposed to flow into an Ising cell. We estimate this degradation in every path (from each source cell to its destinations) of the circuit and show how we can recover the original signal.

Fig. 5.8(a) shows the description of one net in the .route file provided by VPR. It specifies the location of the source, $n 106 \_A 1$ at $(14,33)$ in this example, the sections of X- and Y- channels that the net passes through, and the sink/destination ( $n 106$ at (13,34)). The net is depicted in fig. 5.8(b). It crosses 2 SBs and hence has 2 TGs in its path, and we say it has a path length of 2 . We use the information provided in the .route file to find the length of the path for each (src, dest) pair in the design.

We consider a linear model for the signal degradation, in the sense that the total resistance offered by a path is directly proportional to its length and is independent of the length of other paths (if any) from the same source cell. We use the information provided in the .route file to find the length of the path for each (src, dest) pair in the design.

Let us look at the degradation in current before the Level A of Ising cells.

(a)

(b)

Figure 5.8: Routing of nets. (a) The source, sink and path of a net in textual form in the .route file. (b) View of the routing. The source is in dark blue and the sink is in green. The net has been highlighted by us in sky blue.

Fig. 5.9 shows a net from the last level cell of $x_{j}$ to many level A cells, all with different path lengths. Consider for now the path to level A cell of $x_{i}$ having length $l_{i j}$. The current flowing through the input resistance $R_{i j}$ should ideally be $V_{j} / R_{i j}$. The presence of TGs, each with resistance $R_{G}$, in the path means that this current is now going to be $V_{j} /\left(l_{i j} R_{G}+R_{i j}\right)$. To get back the original current level, we can simply reduce the input resistance $R_{i j}$ by $l_{i j} R_{G}$ subject to a minimum. The new resistance $\bar{R}_{i j}$ is given as

$$
\bar{R}_{i j}= \begin{cases}\left(R_{i j}-l_{i j} R_{G}\right) & \text { if }\left(R_{i j}-l_{i j} R_{G}\right) \geq R_{\min } / J_{\max }  \tag{5.11}\\ R_{\min } / J_{\max } & \text { otherwise }\end{cases}
$$

where $R_{\min }=1 / G_{\max }$ and $J_{\max } \geq 1$ is the largest interaction coefficient for the equivalent of the smallest possible $\bar{R}_{i j}$. Because $\bar{R}_{i j}$ may not still be low enough, we can increase the magnitude of $V_{j}$ for recovering the desired current. Since different destinations would have different path lengths from the source, they would require to boost $V_{j}$ by different amounts. Let $\delta_{i}^{j}$ be the increment in $V_{j}$ required by the $i^{\text {th }}$


Figure 5.9: Signal degradation model for paths from a last level cell (source) to level A cells (destinations).
destination. Equating the desired and obtained currents,

$$
\begin{equation*}
\frac{V_{j}\left(1+\delta_{i}^{j}\right)}{\bar{R}_{i j}+l_{i j} R_{G}}=\frac{V_{j}}{R_{i j}} \quad \Rightarrow \quad \delta_{i}^{j}=\frac{\bar{R}_{i j}+l_{i j} R_{G}}{R_{i j}}-1 \tag{5.12}
\end{equation*}
$$

For any source $j$, the amount of boosting is decided by the destination having the highest value of $\delta\left(\delta_{\max }^{j}=\max _{i} \delta_{i}^{j}\right)$. This boosting can be performed by amplifying the output voltage of the source cell's Read unit through suitable circuits. No extra routing is required for this modification.

Now that $V_{j}$ has been boosted by $\delta_{\text {max }}^{j}$, the new connection resistances can be obtained yet again by substituting $\delta_{\max }^{j}$ in eqn. 5.12. This gives us the final value of the resistors as

$$
\begin{equation*}
\bar{R}_{i j}=R_{i j}\left(1+\delta_{\max }^{j}\right)-l_{i j} R_{G} \tag{5.13}
\end{equation*}
$$

For the next level of signal propagation, that is from the output of level A cell to the input of next level's cell, the source connects to only a single destination. Thus, any modifications at the source will depend only on the path for this (src, dest) pair, and can be done by increasing the feedback resistance $R_{s}$ of the OA1 in the level A cell of the src.

### 5.5 Ising graphs of NP-hard problems

In this section we describe the combinatorial optimization problems that were mapped to the Ising model and demonstrated using our proposed architecture.

### 5.5.1 Maximum Cut

Given an undirected graph $G(V, E)$, the Max-cut problem requires partitioning the vertices of $G$ into 2 subsets $S$ and $\bar{S}$ such that the total weight of the edges having one end in $S$ and the other in $\bar{S}$ is maximized. Mathematically, this can be stated as [82]

$$
\begin{equation*}
\operatorname{maximize} \frac{1}{2} \sum_{i, j \in V} W_{i j}\left(1-x_{i} x_{j}\right) \tag{5.14}
\end{equation*}
$$

where $W_{i j}$ is the weight of the edge between the $i^{\text {th }}$ and $j^{t h}$ vertices, and $x_{i}, x_{j} \in$ $\{-1,1\}$ indicate which partition they belong to. Clearly, this objective can be mapped to the Ising Hamiltonian in eqn. 5.1 by choosing $J_{i j}=-W_{i j} / \max _{i j}\left|W_{i j}\right|$ (recall that $H$ is minimized, whereas the cut is maximized). This normalizes all the interactions to the range $[-1,1]$. The bias terms $h$ would be 0 since there is no preferred state ( +1 and -1 are equivalent).

### 5.5.2 Travelling Salesman Problem

The TSP is another well-known NP-hard problem which, given $N$ cities and their locations, seeks to find a tour of minimum distance such that each city must be visited exactly once. The Ising formulation of the TSP has a system of $N^{2}$ spin variables as shown in fig. 5.10. Each row corresponds to a particular city and each


Figure 5.10: Arrangement of Ising spin units for a 5 -city TSP. Arrows show interactions of $x_{3,3}$ - solid red ones enforce constraints, whereas dashed blue ones promote progress of tour.
column to a particular visit order. Thus $x_{v, j}=1$ means that city $v$ is visited in the $j^{\text {th }}$ order, whereas $x_{v, j}=0$ (not -1 , note the difference) implies it wasn't visited in the $j^{\text {th }}$ order. The Ising Hamiltonian is given as [82]

$$
\begin{equation*}
H=\sum_{v=1}^{N}\left(1-\sum_{j=1}^{N} x_{v, j}\right)^{2}+\sum_{j=1}^{N}\left(1-\sum_{v=1}^{N} x_{v, j}\right)^{2}+\lambda \sum_{u v j} W_{u v} x_{u, j} x_{v, j+1} \tag{5.15}
\end{equation*}
$$

Here the first 2 terms ensure that the constraints on the solution to a problem (each city visited exactly once) are satisfied, for which $J_{(v, j)(u, i)}=-1$ whenever $u=v$ or $i=j$. The last term corresponds to the distance travelled in the tour, with $W_{u v}$ being the distance between cities $u$ and $v$, and $\lambda$ is a proportionality constant to make sure that the constraints are never violated in favor of a shorter tour, for which the condition $\lambda<1 / \max W(u, v)$ should be satisfied. We have $J_{(v, j)(u, i)}=d_{\text {min }} / W_{u v}$, whenever $i=j-1$ or $j+1$, where $d_{\text {min }}$ is the minimum distance between any pair of cities.

### 5.6 Simulation Setup and Results

### 5.6.1 Methodology

Fig. 5.11 depicts the entire flow for simulation and evaluation. First, the nature and parameters of the NP-hard problem are input to the Graph Generator which outputs the interaction matrix $J$ and also the Ising graph. The Ising graph is input to the BLIF File Generator (BFG) which creates the .blif file according to the no. of variables $(N)$ and the no. of inputs per Ising cell $(I)$ (sec. 5.4.2). Then, VPR uses the .blif and .xml files to Place and Route the design. The resultant .route file is analysed to obtain the lengths of the path between each pair of connected Ising cells, which is accordingly used to find the degradation in the signals and the modifications necessary in the design (sec. 5.4.3 - Signal Degradation and Recovery - SD\&R). This information is passed on to the Stochastic LLG solver along with various other parameters such as the number of iterations to perform, various current values, etc. The LLG simulations of the MTJ were performed using an HSPICE model $^{2}[37,6]$ which was imported into MATLAB for scalability.


Figure 5.11: Steps performed in the simulations. We start with the Graph Generator and end with the Stochastic LLG simulations.

The current $I_{R F}$ for Random Flipping (sec. 5.3.2) was chosen in a way that it

[^3]corresponds to roughly $1 \%$ switching probability at the beginning of the simulations (at the $1^{\text {st }}$ iteration), and was then reduced linearly to a value that corresponded roughly to $0.1 \%$ probability at the end. This is equivalent to the theoretical notion of annealing, which requires "cooling the system".

With regard to accounting for the effects of the hardware, simulations were performed for 3 situations:

- Ideal - Not considering the effects of the underlying hardware, i.e. ignoring signal degradation.
- With Signal Degradation (SD) - Considering the effect of the finite resistances of the paths in the Ising-FPGA, taking $R_{G}=3.45 k \Omega, R_{\text {min }}=50 k \Omega$, but not recovering from the issue.
- Recovery (Rec) - The modifications made in the design to recover the original signals (using $\bar{R}_{i j}, \delta_{\text {max }}^{j}$ ) with $J_{\max }=10$.


### 5.6.2 Results

Let us now present the results of the simulations performed for the 2 NP-hard problems. For each of these, we mention the usage of the significant hardware components in the Ising-FPGA. These include

1. the total no. of Ising cells in the Ising-FPGA,
2. the minimum Channel Width Factor (CWF), (the minimum no. of tracks per channel for successful routing),
3. the average length of the paths from the last level cells to the Level A cells (average of all $l_{i j}$ - fig. 5.9) at this CWF.

Max Cut: Table 5.2 specifies the graphs that were used for benchmarking along
with their no. of vertices, the best cut value (obtained using an SDP solver [2]) and the type \& range or distribution of edge weights. Table 5.3 lists the aforementioned Ising-FPGA parameters at the specified Ising cell fan-in $(I)$.

Also included is an estimate of the power consumption (in $m W$ ) of the system obtained through HSPICE. Fig. 5.12 shows the obtained cut values for the 4 graphs, each normalized by their respective best cut values in table 5.2. Each of the graphs was run 10 times, with 1000 iterations of the Ising simulations per run; all maxcut values are thus average of 10 runs. It is evident that the Ideal maxcut values obtained by simulating the Ising model are very close to the best cut values obtained by heuristics (especially for graphs G1 and G2), thereby revealing the potential of an Ising solver.

| Name | Source | Verts | Best Cut | Weight Type \& Range |
| :---: | :---: | :---: | :---: | :---: |
| $G 1$ | G1 from G-set [3] | 800 | 11429 | Binary $(\{0,1\})$ |
| $G 2$ | Custom | 140 | 2598.65 | Fraction: $U \sim[0,1]$ |
| $G 3$ | w01_100.0 from Biq mac [4] | 100 | 645 | Integer in $[-10,10]$ |
| $G 4$ | ising2.5-300_5555 from [4] | 300 | $8.569 \times 10^{6}$ | Int in $[-2,2] \times 10^{5}$ |

Table 5.2: Descriptions of graphs for Maxcut simulations.

| Name | G1 | G2 |  | G3 | G4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $I$ | 32 | 16 | 32 | 8 | 8 |
| No. of cells | 2398 | 1400 | 840 | 216 | 1044 |
| Min. CWF | 138 | 48 | 48 | 26 | 20 |
| Avg. Path Lengths | 23.2 | 8.3 | 8.3 | 10.6 | 5.8 |
| Power | 52.37 | 13.39 | 14.81 | 1.02 | 5.065 |

Table 5.3: Ising-FPGA hardware usage for Max Cut. Power in $m W$.

From the data pertaining to fig. 5.12, Signal Degradation (SD) leads to an average relative drop of $1.43 \%$ in the MaxCut values. If we define the extent of recovery in the maxcut values as $(R e c-S D) /($ Ideal $-S D)$, the average recovery across graphs was $78.48 \%$. From table 5.3, we see that a larger fan-in (I) reduces


Figure 5.12: Max cut values (normalized) from the Ising simulations for the 4 graphs, with 2 different values of Ising cell fan-in (I) used for G2.
the no. of Ising cells of graph G2 as expected. The minimum CWF and the Average Path Lengths vary in different ways depending on the nature of the graph.

TSP: Three example problems were considered from a dataset [9, 106] - P01, GR17 and FRI26, sets of 15, 17 and 26 cities with optimal tour lengths of 291, 2085 and 937 respectively. Table 5.4 lists the hardware usage on the Ising-FPGA with $I=16$. Ising simulations were run 20 times (each having 2000 iterations) for each city set. Table 5.5 mentions the results in terms of the no. of runs (out of 20) in which at least 1 "valid" tour was discovered and the average of their Minimum Tour Length (MTL). SD results in an increase in the MTL by an average of $5.86 \%$ as compared to Ideal, but, more importantly, it reduces the chances of finding a valid tour. With our recovery strategy, the no. of valid tours is almost as many as those in the Ideal case and the MTL is only $3.49 \%$ higher than Ideal on an average.

| Name | No.of cells | Min. CWF | Avg.Path lengths | Power |
| :---: | :---: | :---: | :---: | :---: |
| P01 | 1125 | 48 | 8.72 | 8.17 |
| GR17 | 1445 | 48 | 8.59 | 12.58 |
| FRI26 | 5408 | 60 | 14.3 | 45.13 |

Table 5.4: Ising-FPGA hardware usage for TSP. Power is in $m W$.

Additionally, fig. 5.13 compares the average no. of valid tours found in each run for the cases Ideal, SD and Rec. Due to SD , this value dropped by an average of $76.83 \%$ compared to the Ideal, again indicating reduced chances of finding a valid
tour. We could recover an average of $83.78 \%$ of this drop.


Figure 5.13: Average (over 20 runs) no. of valid tours found in a run.

| City set |  |  | P01 | GR17 |
| :---: | :---: | :---: | :---: | :---: |
|  | FRI26 |  |  |  |
|  | adeal | 20 | 19 | 16 |
|  | SD | 9 | 12 | 6 |
|  | Rec | 20 | 19 | 19 |
| MTL | Ideal | 443 | 3448 | 2262 |
|  | SD | 450 | 3765 | 2416 |
|  | Rec | 453 | 3689 | 2290 |

Table 5.5: Results of Ising simulations for TSP.

### 5.7 Discussion

Let us now briefly analyze some aspects of our proposed approach and make comparisons with related work.

- Propagation delay: Each stage of opamp induces a delay of about 20ps (from Cadence Virtuoso simulations). With 3 stages (OA1 \& OA3 of level A, and OA1 of last level), the expected propagation delay of Ising spin signals $\pm V_{m}$ in the write stage is about $0.06 n \mathrm{~s}$. However, this delay could be subsumed within the relax stage just before the write. Further, any minor variations in delay from Ising cell to cell is unlikely to affect the entire system or the final solution, since randomness is an essential part of the Ising computations.
- Resistive RAMs (RRAMs) are a suitable candidate for realizing the variable resistors that capture the interactions between Ising units. These are memristive devices $[144,19]$ that offer multiple levels of resistance and easy re-programmability.
- Pervaiz et. al. [99] propose the implementation of probabilistic circuits, based on unstable stochastic units called probabilistic bits, on FPGAs. These can be used for Ising and quantum computations. Their entire implementation is on a real

FPGA (and is therefore completely based on digital CMOS logic and memory). On the contrary, our work proposes an FPGA-like architecture based on spintronic and memristive devices so that their inherent randomness and in-memory computing capabilities can be harnessed for realizing an Ising model platform. It is expected to have a much smaller area footprint than a fully digital implementation such as [99]. Since the authors of that work do not report any figures on the area or power consumption of their design, we are unable to make any detailed analysis.

Research on hardware implementations of Ising model typically focuses on the possibility of mapping such models and on obtaining good answers to the associated optimization problem. There is not much emphasis on the characterization of system area/power/performance (yet).

- Process variations in MTJs and RRAMs isn't expected to affect the Ising system to any significant extent, again because such variations add to the randomness in the system which it anyway requires.


### 5.8 Conclusion

In this chapter, we proposed an Ising model architecture based on MTJs, which can be used to map NP-hard problems and find useful local optimum. We discuss realistic hardware implementations in terms of Ising spin cells and their read/write capabilities, network topology, and re-programmability of interactions among spin units to allow different kinds of NP-hard problems to be encoded. We present IsingFPGA, a parallel and reconfigurable architecture which can be configured using a standard FPGA Place and Route tool, and discuss ways to incorporate the nonidealities in the hardware into the Ising model.

## Chapter 6: Conclusion and Future Work

This thesis demonstrates the potential of MTJs, a spintronic device, in

- accelerating computations through non-von Neumann architectures (such as those based on in-memory processing), which can feasibly be designed/adapted to execute necessary algorithms
- providing a platform for realizing imprecise computing paradigms such as approximate and stochastic computing, and opening doors to optimization for energy-efficiency.

Now we specify, as future work, a possible extension of one of our works and describe one important direction that research with MTJ-based Neural Network hardware can take.

### 6.1 Ising Graph simplification

Chapter 5 proposed leveraging the Ising model to map and solve NP-hard problems by using MTJs for the hardware realization of Ising spin units. While the architecture proposed by us is non-von Neumann and provides advantages such as parallel computations and reconfigurability of Ising connections, one drawback still remains to be addressed. And that is the explosion in the no. of connections required in a general Ising graph which is quadratic in the no. of Ising units. Although a
quadratic increment is the worst case scenario (since, for eg. an $N$-city TSP with $N^{2}$ Ising units has $\approx 4 N^{3}$ connections), a large-sized problem may find itself unable to be mapped on any Ising-FPGA with reasonable routing capacity. Further, the required no. of Ising cells also grows as $O\left(N^{2}\right)$.

To combat the quadratic growth in hardware resources in the Ising-FPGA, it may be feasible to remove some connections between the Ising units which amounts to doing away with some edges of the Ising graph. That would result in reduced no. of routes between Ising cells and possibly some reduction in the total no. of Ising cells. Recall that the cumulative influence $\beta$ on any Ising spin unit depends on the interaction strengths $J_{i j}$ between its connections. And it is this $\beta$ which governs the state update of Ising spins. We plan on investigating into the best ways to simplify the Ising graph that doesn't much impact the $\beta$ values (and the evolution of the state of the system), while also reducing the hardware usage significantly. The trade-off between resource consumption and solution quality can be analyzed.

### 6.2 Neuromorphic Computing with Spintronics

This thesis has dealt with the use of MTJs as Stochastic Number Generators in an SC-NN architecture by exploiting its probabilistic switching characteristics, and as analog synapses in crossbar NN architectures. Both of these were in the context of Artificial Neural Networks, where the method of representing and communicating information differs significantly from how the brain does it (hence the term "artificial"). An interesting direction to pursue is looking into the role that MTJs and other spintronic devices can play in the efficient realization of Spiking Neural Networks (SNNs), where data is represented in terms of spike trains. SNNs are a
more accurate model of the brain's working and fit better into what is called Neuromorphic Computing. They can very well be implemented with analog crossbar architectures having spintronic devices as synapses. Also, the switching dynamics of the MTJ and domain wall devices can be leveraged to realize a host of neural activation function. Although there are works (such as [110]) that have investigated into this, there are a plethora of opportunities that emerging non-CMOS devices provide directly and indirectly.
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[^0]:    ${ }^{1}$ For solving the optimization problems we use CVX, a package for specifying and solving convex programs [42]. The way in which certain specifications (constraints and expressions) in the procedure are written is guided by the disciplined convex programming rules of CVX

[^1]:    ${ }^{1}$ A tutorial on DBNs, along with code in Theano, can be found in [5] and [10]
    ${ }^{2} \mathrm{MTJ}$ cell dimensions $-35 \mathrm{~nm} \times 35 \mathrm{~nm} \times 1.4 \mathrm{~nm}, R_{P}=4.86 k \Omega, R_{A P}=15.12 k \Omega$, temperature $T=300 \mathrm{~K}$, saturation magnetization $M_{s}=1029 \mathrm{emu} / \mathrm{cm}^{3}$, damping constant $\alpha=0.014$ yielded $\Delta=40, I_{c 0}^{P \rightarrow A P}=64.5 \mu A, I_{c 0}^{A P \rightarrow P}=21.2 \mu A$

[^2]:    ${ }^{1}$ The latch does not indicate a connection from one cell to another and only serves the purpose of marking the end of the combinational circuit.

[^3]:    ${ }^{2}$ Device parameters: MTJ cell dimension $-22 n m \times 22 n m \times 1.5 n m$, damping constant $\alpha=0.01$, simulation time step $\delta_{t}=0.01 \mathrm{~ns}$, saturation magnetization $M_{s}=800 \mathrm{emu} / \mathrm{cm}^{3}$

