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Abstract
The k-Opt and Lin-Kernighan algorithm are two of the most important local search approaches for
the Metric TSP. Both start with an arbitrary tour and make local improvements in each step to get
a shorter tour. We show that for any fixed k ≥ 3 the approximation ratio of the k-Opt algorithm for
Metric TSP is O( k

√
n). Assuming the Erdős girth conjecture, we prove a matching lower bound of

Ω( k
√
n). Unconditionally, we obtain matching bounds for k = 3, 4, 6 and a lower bound of Ω(n

2
3k−3 ).

Our most general bounds depend on the values of a function from extremal graph theory and are
tight up to a factor logarithmic in the number of vertices unconditionally. Moreover, all the upper
bounds also apply to a parameterized version of the Lin-Kernighan algorithm with appropriate
parameter. We also show that the approximation ratio of k-Opt for Graph TSP is Ω

(
log(n)

log log(n)

)
and O

((
log(n)

log log(n)

)log2(9)+ε
)

for all ε > 0.

2012 ACM Subject Classification Theory of computation → Approximation algorithms analysis

Keywords and phrases traveling salesman problem, metric TSP, graph TSP, k-Opt algorithm,
Lin-Kernighan algorithm, approximation algorithm, approximation ratio.

Digital Object Identifier 10.4230/LIPIcs.ESA.2020.83

Related Version A full version of the paper is available at https://arxiv.org/abs/1909.12755.

Funding The author was supported by the Bonn International Graduate School.

Acknowledgements I want to thank Fabian Henneke, Stefan Hougardy, Yvonne Omlor, Heiko Röglin
and Fabian Zaiser for reading this paper and making helpful remarks.

1 Introduction

The traveling salesman problem (TSP) is probably the best-known problem in discrete
optimization. An instance consists of the pairwise distances of n vertices and the task is to
find a shortest Hamiltonian cycle, i.e. a tour visiting every vertex exactly once. The problem
is known to be NP-hard [12]. A special case of the TSP is the Metric TSP. Here the
distances satisfy the triangle inequality. This TSP variant is still NP-hard [15].

Since the problem is NP-hard, a polynomial-time algorithm is not expected to exist. In
order to speed up the calculation of a good tour in practice, several approximation algorithms
are considered. The approximation ratio is one way to compare approximation algorithms.
It is the maximal ratio, taken over all instances, of the output of the algorithm divided
by the optimum solution. The best currently known approximation algorithm in terms of
approximation ratio for Metric TSP was independently developed by Christofides and
Serdjukov [6, 24] with an approximation ratio of 3

2 . However, in practice other algorithms
are usually easier to implement and have better performance and runtime [3, 14, 22]. One
natural approach is the k-Opt algorithm which is based on local search. It starts with an
arbitrary tour and replaces at most k edges by new edges such that the resulting tour is
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shorter. It stops if the procedure cannot be applied anymore. For the 2-Opt algorithm
Plesník showed that there are infinitely many instances with approximation ratio

√
n
8 , where

n is the number of vertices [21]. Chandra, Karloff and Tovey showed that the approximation
ratio of 2-Opt is at most 4

√
n [5]. Levin and Yovel observed that the same proof yields an

upper bound of
√

8n [19]. Recently, Hougardy, Zaiser and Zhong closed the gap and proved
that the approximation ratio of the 2-Opt algorithm is at most

√
n
2 and that this bound

is tight [13]. For general k > 2 Chandra, Karloff and Tovey gave a lower bound of 1
4

2k
√
n

[5], no non-trivial upper bound is known so far. In the case where the instances can be
embedded into the normed space Rd the approximation ratio of 2-Opt is between Ω( log(n)

log log(n) )
and O(log(n)) [5].

Beyond the worst-case analysis there are also results about the average case behavior of the
algorithm. For example the smoothed analysis of the 2-Opt algorithm by Englert, Röglin and
Vöcking [7]. In their model each vertex of the TSP instance is a random variable distributed
in the d dimensional unit cube by a given probability density function fi : [0, 1]d → [0, φ]
bounded from above by a constant 1 ≤ φ <∞ and the distances are given by the Lp norm.
They show that in this case the expected approximation ratio is bounded by O( d

√
φ) for all p.

In the model where any instance is given in [0, 1]d and perturbed by a Gaussian noise with
standard deviation σ the approximation ratio was improved to O(log( 1

σ )) by Künnemann
and Manthey [17].

One of the best practical heuristics by Lin and Kernighan is based on k-Opt [20]. The
Lin-Kernighan algorithm, like the k-Opt algorithm, modifies the tour locally to obtain a new
tour. Instead of replacing arbitrary k edges with new edges, which results in a high runtime
for large k, it searches for specific changes: Changes where the edges to be added and deleted
are alternating in a closed walk, a so called closed alternating walk. Since the Lin-Kernighan
algorithm uses a super set of the modification rules of the 2-Opt algorithm, the same upper
bound as for 2-Opt also applies. Apart from this, no other upper bound was known.

A special case of the Metric TSP is the Graph TSP. In this case an undirected
unweighted graph is given and the distance between two vertices is the distance between
them in the graph. Apart from the upper bounds of the Metric TSP, which also apply to
the special case, only a lower bound of 2(1 − 1

n ) on the approximation ratio of the k-Opt
algorithm is known so far: Rosenkrantz, Stearns and Lewis describe a Metric TSP instance
with this ratio that is also a Graph TSP instance [23].

New results. For fixed k ≥ 3, we show that the approximation ratio of the k-Opt algorithm
is related to the extremal graph theoretic problem of maximizing the number of edges in a
graph with fixed number of vertices and no short cycles. Let ex(n, 2k) be the largest number
of edges in a graph with n vertices and girth at least 2k, i.e. it contains no cycles with less
than 2k edges. For instances with n vertices we show for Metric TSP that:

I Theorem 1. If ex(n, 2k) ∈ O(nc) for some c > 1, the approximation ratio of k-Opt is
O(n1− 1

c ) for all fixed k.

I Theorem 2. If ex(n, 2k) ∈ Ω(nc) for some c > 1, the approximation ratio of k-Opt is
Ω(n1− 1

c ) for all fixed k.

Using known upper bounds on ex(n, 2k) in [1] we can conclude:

I Corollary 3. The approximation ratio of k-Opt is in O( k
√
n) for all fixed k.

If we further assume the Erdős girth conjecture [10], i.e. ex(n, 2k) ∈ Θ(n1+ 1
k−1 ), we have:
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I Corollary 4. Assuming the Erdős girth conjecture, the approximation ratio of k-Opt is in
Ω( k
√
n) for all fixed k.

Using known lower bounds on ex(n, 2k) from [8, 9, 4, 2, 25, 26, 18] we obtain:

I Corollary 5. The approximation ratio of k-Opt is in Ω( k
√
n) for k = 3, 4, 6 and in Ω(n

2
3k−4+ε )

for all fixed k where ε = 0 if k is even and ε = 1 if k is odd.

Comparing our upper and lower bounds we obtain:

I Theorem 6. Our most general upper bound depending on ex(n, 2k) is tight up to a factor
of O(log(n)).

The upper bounds can be carried over to a parameterized version of the Lin-Kernighan
algorithm:

I Theorem 7. The same upper bounds from Theorem 1 and 3 hold for a parameterized
version of the Lin-Kernighan algorithm with appropriate parameter.

Although the Lin-Kernighan algorithm only considers special changes, namely changes
by augmenting a closed alternating walk, we are able to show the same upper bound as for
the general k-Opt algorithm. For the original version of Lin-Kernighan we get an improved
upper bound of O( 3

√
n). Our results solve two of the four open questions in [5], namely:

Can the upper bounds given in [5] be generalized to the k-Opt algorithm, i.e. for increasing
k the performance guarantee improves?
Can we show better upper bounds for the Lin-Kernighan algorithm than the upper bound
obtained from the 2-Opt algorithm?

We also bound the approximation ratio of the k-Opt algorithm for Graph TSP.

I Theorem 8. The approximation ratio of k-Opt with k ≥ 2 for Graph TSP is Ω
(

log(n)
log log(n)

)
.

I Theorem 9. The approximation ratio of 2-Opt for Graph TSP is O
((

log(n)
log log(n)

)log2(9)+ε
)

for all ε > 0.

Note that the same upper bound also applies to the k-Opt algorithm and the Lin-
Kernighan algorithm since they produce 2-optimal tours. Hence, up to a constant factor of
at most log2(9) in the exponent the k-Opt algorithm does not achieve asymptotically better
performance than the 2-Opt algorithm in contrast to the metric case.

Outline of the paper. We start with the basic definitions we need for the analysis in the
preliminaries. Then, an outline of the analysis roughly describes the main ideas for the lower
and upper bounds on the approximation ratio for Metric and Graph TSP. In the main
part of the paper we will only focus on the upper bound on the approximation ratio of the
k-Opt algorithm for Metric TSP. Note that the same analysis can be carried over to the
Lin-Kernighan algorithm by showing that the k-moves we consider can be performed by
augmenting appropriate alternating cycles. For more details on this and the analysis of the
other bounds we refer to the full version of the paper.

ESA 2020
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1.1 Preliminaries

1.1.1 TSP

An instance of Metric TSP is given by a complete weighted graph (Kn, c) where the costs
are non-negative and satisfy the triangle inequality: c({x, z}) + c({z, y}) ≥ c({x, y}) for all
x, y, z ∈ V (Kn). A cycle is a closed walk that visits every vertex at most once. A tour is a
cycle that visits every vertex exactly once. For a tour T , let the length of the tour be defined
as c(T ) :=

∑
e∈T c(e). The task is to find a tour of minimal length. We fix an orientation

of the tour, i.e. we consider the edges of the tour as directed edges such that the tour is a
directed cycle. From now on, let n denote the number of vertices of the instance.

Graph TSP is a special case of the Metric TSP. Each instance arises from an
unweighted, undirected connected graph G. To construct a TSP instance (Kn, c), we set
V (Kn) = V (G). The cost c({u, v}) of the edge connecting any two vertices u, v ∈ V (G) is
given by the length of the shortest u-v-path in G.

An algorithm A for the traveling salesman problem has approximation ratio α(n) ≥ 1 if
for every TSP instance with n vertices it finds a tour that is at most α(n) times as long as
a shortest tour and this ratio is achieved by an instance for every n. Note that we require
here the sharpness of the approximation ratio deviating from the standard definition in the
literature to express the approximation ratio in terms of the Landau symbols. Nevertheless,
the results also hold for the standard definition with more complicated notation.

1.1.2 k-Opt and Lin-Kernighan Algorithm

A k-move replaces at most k edges of a given tour by other edges to obtain a new tour. It
is called improving if the resulting tour is shorter than the original one. A tour is called
k-optimal if there is no improving k-move.

For the 2-Opt algorithm recall the following well known fact: Given a tour T with a fixed
orientation, it stays connected if we replace two edges of T by the edge connecting their
heads and the edge connecting their tails, i.e. if we replace edges (a, b), (c, d) ∈ T by (a, c)
and (b, d).

An alternating walk of a tour T is a walk starting with an edge in T where exactly one
of two consecutive edges is in T . An edge of the alternating walk is called tour edge if it is
contained in T , otherwise it is called non-tour edge. A closed alternating walk and alternating
cycle are alternating walks whose edges form a closed walk and cycle, respectively.

We consider a parameterized version of the Lin-Kernighan algorithm described in Section
21.3 of [16] for the analysis. In this version two parameters p1 and p2 specify the depth
the algorithm is searching for an improvement. Since this extended abstract will focus on
the k-Opt algorithm, we do not describe the Lin-Kernighan algorithm here and refer to the
Section 21.3 of [16] or the full version of the paper.

1.2 Girth and Ex

The girth of a graph is the length of the shortest cycle contained in the graph if it contains
a cycle and infinity otherwise. Let ex(n, 2k) be the maximum number of edges in a graph
with n vertices and girth at least 2k. Moreover, define ex−1(m, 2k) as the minimal number
of vertices of a graph with m edges and girth at least 2k.
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2 Outline of the Analysis

In this section we give an outline of the analysis for the lower and upper bounds of k-Opt for
the Metric TSP and Graph TSP.

2.1 Outline of Lower Bound for Metric TSP
In this subsection we sketch the lower bound of k-Opt for the Metric TSP given by Theorem
2. We use the following lemma from [5]:

I Theorem 10 (Lemma 3.6 in [5]). Suppose there exists a Eulerian unweighted graph Gk,n,m
with n vertices and m edges, having girth at least 2k. Then, there is a Metric TSP instance
with m vertices and a k-optimal tour T such that c(T )

c(T∗) ≥
m
2n , where T

∗ is the optimal tour
of the instance.

For the previous lower bound the theorem was applied to regular Eulerian graphs with
high girth. Instead, we show that for every graph that there is a Eulerian subgraph with
similar edge vertex ratio and apply the theorem to the Eulerian subgraphs of dense graphs
with high girth to get the new bound.

2.2 Outline of Upper Bound for Metric TSP
In this subsection we briefly summarize the ideas for the analysis of the upper bound for
the Metric TSP given by Theorem 1. For a fixed k assume that an instance is given with
a k-optimal tour T . We fix an orientation of T and assume w.l.o.g. that the length of the
optimal tour is 1. To bound the approximation ratio it is enough to bound the length of T .
Our general strategy is to construct an auxiliary graph depending on T and bound its girth.
More precisely, we show that if this graph has a short cycle this would imply the existence
of an improving k-move contradicting the k-optimality of T . Moreover, the auxiliary graph
contains many long edges of T so the bound on its girth also bounds the number of long
edges in the tour and hence the approximation ratio.

Let the graph G consist of the vertices of the instance and the edges of T , i.e. G :=
(V (Kn), T ). We first divide the edges of T in length classes such that the lth length class
consists of the edges with length between cl+1 and cl for some constant c < 1, we call these
edges l-long. For each l ∈ N0 we want get an upper bound on the number of l-long edges
that depends on the number of vertices.

If we performed the complete analysis on G, we would get a bad bound on the number of
l-long edges since G contains too many vertices. To strengthen the result we first construct
an auxiliary graph containing all l-long edges for some fixed l but fewer vertices and bound
the number of l-long edges in that graph: We partition V (G) into classes with help of the
optimal tour such that in each class any two vertices have small distance to each other. We
contract the vertices in each class to one vertex and delete self loops to get the multigraph
Gl1. We can partition V (G) in such a way that Gl1 contains all the l-long edges. Note we did
not delete parallel edges in Gl1 and hence every edge in Gl1 has a unique preimage in G.

Unfortunately, we cannot directly bound the girth of Gl1 since the existence of a short
cycle would not necessarily imply an improving k-move for T . For that we need a property
of the cycles in the graph: The common vertex of consecutive edges in any cycle has to be
head of both or tail of both edges according to the orientation of T . Therefore, we construct
the auxiliary graph Gl2 from Gl1 as follows: We start with Gl2 as a copy of Gl1 and color the
vertices of Gl2 red and blue. We only consider l-long edges in Gl2 from a red vertex to a blue
vertex according to the orientation of T and delete all other edges. We can show that the
coloring can be done in such a way that at least 1

4 of the l-long edges remain in Gl2.

ESA 2020
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We claim that the underlying undirected graph of Gl2 has girth at least 2k. Note that
by construction the graph is bipartite and hence all cycles have even length. Assume that
there is a cycle C with 2h < 2k edges. We call the preimage of the edges of C in G the
C-edges. Our aim is to construct a tour T ′ with the assistance of C that arises from T by an
improving k-move.

For every common vertex w of two consecutive edges e1, e2 of C in Gl2 we consider the
preimage e−1

1 , e−1
2 of e1, e2 in G. Then there have to be endpoints u ∈ e−1

1 and v ∈ e−1
2 such

that the images of u and v after the contraction in Gl2 are both w. We will call the edge
{u, v} a short edge. In fact since both endpoints of a short edge are mapped to the same
vertex in Gl1 after the contraction and we contracted vertices which have small distance to
each other, they are indeed short. Furthermore, we can show that the total length of all the
short edges is shorter than that of any single C-edge. The number of the short edges is equal
to the number of C-edges which is 2h. Now, observe that the cycle C defines an alternating
cycle in G in a natural way: Let the preimages of C in G be the tour edges and the short
edges be the non-tour edges.

To construct a new tour T ′ from T we start by augmenting the alternating cycle.
Afterwards, the tour may split into at most 2h connected components. A key property is that
the coloring of the vertices in Gl2 ensures that every connected component contains at least
two short edges. Since there are 2h short edges, we know that after the augmentation we
actually get at most h connected components. To reconnect and retain the degree condition
we add twice a set L of at most h− 1 different C-edges, i.e. in total at most 2h− 2 edges. In
the end we shortcut to the new tour T ′ in a particular way without decreasing |T ∩ T ′|.

Note that the original tour T contains 2h C-edges, thus T ′ contains at least 2 fewer
C-edges than T . The additional short edges T ′ contains are cheap, therefore T ′ is cheaper
than T . Moreover, T ′ arises from T by replacing at most 2h− |L| C-edges since we deleted
the C-edges and added twice the set L consisting of C-edges. Therefore, we know that
T ′ arises from T by a 2h − |L| ≤ 2h-move. By the k-optimality of T , we have 2h > k or
2h ≥ k + 1. This already gives us a lower bound of k + 1 for the girth of the graph Gl2 as C
contains 2h edges.

In the next step we use the previous result to show that there is actually a cheaper tour
T ′ that arises by an h+ 1-move. This implies that h+ 1 > k or 2h ≥ 2k, i.e. the girth of
Gl2 is at least 2k. As we have seen above the number of edges we have to replace to obtain
T ′ from T depends on |L|, the number of C-edges T ′ contains. Therefore, we modify T ′
iteratively such that the number of C-edges in T ′ increases by 1 after every iteration while
still maintaining the property that T ′ is cheaper than T . We stop when the number of
C-edges in T ′ is h− 1 as then T ′ would arise from T by a 2h− (h− 1) = h+ 1-move.

To achieve this we start with the constructed tour T ′ and iteratively perform 2-moves
that are not necessarily improving but add one more C-edge to T ′. In every iteration we
consider C-edges e not in the current tour T ′. We can show that there is an edge in T ′\T
incident to each of the endpoints of e. Let the two edges be f1 and f2. We want to replace f1
and f2 in T ′ by e1 and the edge connecting the endpoints of f1 and f2 not incident to e. To
ensure the connectivity after the 2-move we need to find edges e such that the corresponding
edges f1, f2 fulfill the following condition: Either both heads or both tails of f1 and f2 have
to be endpoints of e. It turns out that we can find such edges e in enough iterations to
construct T ′ with the desired properties.

In the end we notice that a lower bound on the girth of Gl2 gives us an upper bound on
the number of edges in Gl2 by previous results on extremal graph theory. This implies an
upper bound on the number of l-long edges as Gl2 contains at least 1

4 of the l-long edges in
T . That gives us an upper bound on the length of T and thus also an upper bound on the
approximation ratio as we assumed that the optimal tour has length 1.
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2.3 Outline of Lower Bound for Graph TSP
For the lower bound of Graph TSP given by Theorem 8 let an integer f be given. We
construct an instance with approximation ratio Θ(f) and (c1f)c2f vertices for some constants
c1, c2 > 0. Thus, the approximation ratio is Ω

(
logn

log logn

)
.

The construction starts with a dense 2f -regular Eulerian graph G with high girth. Let
W = (v0, v1, . . . , v|E(G)|−1) be a Eulerian walk of G. Traverse through G according to W
starting at v0 and mark every fth vertex both in G and in W . Whenever we would mark an
already marked vertex v in G, we add a new copy v′ of v adjacent exactly to the neighbors
of v and mark v′ instead. Moreover, we replace this occurrence of v in W by v′ and mark
v′. Let G′ be the graph containing G and all the copies of the vertices we made. After the
traversal of W , we mark for every unmarked vertex in G′ one occurrence of it in W . Since
we only need the property that every vertex of G′ is marked in W it does not matter which
occurrence we mark. The tour T consists of the edges connecting consecutive marked vertices
in W .

The proof that T is k-optimal uses the same basic idea as the lower bound of the
approximation ratio in the metric case in [5]: If there was an improving k-move, it has to
contain an alternating cycle with negative cost. By construction, the length of every edge in
T is bounded by f . Thus, such an alternating cycle would imply the existence of a short
cycle in G′ that can be transformed to a short cycle in G contradicting its high girth.

The constructed instance has approximation ratio Θ(f) since on the one hand, almost
every edge in T has length Θ(f) leading to a total length of approximately f |V (G′)|. On
the other hand, the length of the optimal tour can be bounded by twice the length of the
minimum spanning tree which is at most 2|V (G′)| in the case of Graph TSP.

2.4 Outline of Upper Bound for Graph TSP
This subsection comprises a sketch of the proof of Theorem 9. Assume that an instance of
Graph TSP (Kn, c) is given where c arises from the unweighted graph G. Let a 2-optimal
tour T be given for the instance and fix an orientation.

First, note that every edge with length l corresponds to shortest paths with l edges in
G between the endpoints of the edges. Now, if the corresponding shortest paths of two
edges share a common directed edge, we see that there is an improving 2-move contradicting
the assumed 2-optimality of T (Figure 1). Hence, the directed edges of the corresponding
shortest paths are disjoint. Note that the optimal tour contains n edges and hence has length
at least n. Thus, if the approximation ratio is high, we must have many edges in the union of
the shortest paths corresponding to the edges in T and hence also in G. The main challenge
now is to exploit this fact in a good way since a simple bound of n(n− 1) on the number of
directed edges in G would only give an upper bound of O(n) on the approximation ratio,
which is worse than the upper bound of O(

√
n) for Metric TSP.

To get a better result we use the same idea from the analysis of the upper bound for
Metric TSP: We contract vertices and get a graph with fewer vertices and many edges.
Instead of contracting once, we iteratively partition the vertices into sets and contract each
set to a single vertex to get a new graph. (We note that we actually just contract the vertices
and construct the edges of the new graph in a slightly different way. But let us assume for
simplicity that the edges of the new graph are images of the contraction of edges in the old
graph.) Starting with G in every iteration we ideally want to partition the vertices of the
current graph into sets, contract each set to a vertex and delete self loops such that:
1. The number of vertices decreases much faster than the number of edges.
2. The subgraphs induced by the sets we contract have small diameter.

ESA 2020
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Figure 1 The solid and dashed edges are shortest paths that correspond to two edges in T . If
they share a directed edge, there exists an improving 2-move replacing these two edges. The cost of
the new edges is bounded by the number of the red edges which is less than the total cost of the two
original edges.

The first condition ensures that we get a better bound after every iteration. The second
condition builds the connection between the approximation ratio and the number of edges in
the contracted graph: It ensures that if the shortest paths corresponding to two edges of T
share a directed edge in the contracted graph, then they are also not far away in G, so there
is an improving 2-move replacing these two edges. This means that a high approximation
ratio would imply a high number of edges in the contracted graph.

Unfortunately, it is not easy to ensure both conditions at the same time even if we know
that the graph has many edges as the edges are not equally distributed in the graph. It might
happen that there are many vertices with very low degree. If we contract them while still
ensuring that the subgraphs have small diameter, the number of vertices cannot decrease fast
enough. Therefore, we consider a subset of vertices we call active vertices and only require
that the number of active vertices decreases fast. If an active vertex has low degree, we will
not contract it and consider it as inactive in future iterations. Initially, all vertices are active
and we use the following theorem from [11] to find a good partition of the active vertices:

I Theorem 11 (Theorem 6 in [11]). Given ε > 0 every graph G on n vertices can be edge
partitioned E = E0 ∪ E1 ∪ · · · ∪ El such that |E0| ≤ εn2, l ≤ 16ε−1, and for 1 ≤ i ≤ l the
diameter of Ei is at most 4.

In every iteration we apply the theorem to the subgraph induced by the currently active
vertices. The vertices only incident to edges in E0 become inactive after this iteration. For
each of the sets E1, . . . , El we contract the vertices incident to an edge in the set to a single
vertex. These are the active vertices in the next iteration. By choosing ε appropriately, we
can ensure that the number of vertices decreases significantly and the number of vertices
that become inactive in every iteration is small.

After a fixed number of iterations, we have at least one edge and one active vertex
remaining. Since the number of active vertices decreased much faster than the edges, we can
conclude that G only contains few edges compared to the number of vertices. This implies a
bound on the approximation ratio.

3 Upper Bound for Metric TSP

In this section we give an upper bound on the approximation ratio of the k-Opt algorithm.
Fix a k > 2 and assume that a worst-case instance with n vertices is given. Let T be a

k-optimal tour of this instance. We fix an orientation of the optimal tour and T . Moreover,
let w.l.o.g. the length of the optimal tour be 1. We divide the edges of T into length classes.
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I Definition 12. An edge e is l-long if ( 4k−5
4k−4 )l+1 < c(e) ≤ ( 4k−5

4k−4 )l.

Note that the shortest path between every pair of vertices has length at most 1
2 since the

optimal tour has length 1. Thus, by the triangle inequality every edge with positive length
in T has length at most 1

2 and is l-long for exactly one l. For every l we want to bound the
number of l-long edges. Let us consider from now on a fixed l. In the following we define
auxiliary graphs we need for the analysis and show some useful properties of them.

I Definition 13. We view the optimal tour as a circle with circumference 1. Let the vertices
of the instance lie on that circle in the order of the oriented tour where the arc distance of
two consecutive vertices is the length of the edge between them. Divide the optimal tour circle
into 4(k− 1)d( 4k−4

4k−5 )le consecutive arcs of length 1
4(k−1)d( 4k−4

4k−5 )le . Two vertices are called near
to each other if they lie on the same arc.

I Definition 14. Let the directed graph G := (V (Kn), T ) consist of the vertices of the
instance and the oriented edges of T (an example is shown in Figure 2, the colors of the
edges will be explained later). The directed multigraph Gl1 arises from G by contracting all
vertices near to each other to a vertex and deleting self-loops (Figure 3).

Note that Gl1 may contain parallel edges. Moreover, edges between vertices which are
near to each other are not l-long and hence Gl1 contains all l-long edges.

I Lemma 15. There exists a coloring of the vertices of Gl1 with two colors such that at
least 1

4 of the l-long edges in Gl1 go from a red vertex to a blue vertex according to the fixed
orientation of T .

Proof Sketch. The proof is similar to the standard proof that a maximal cut of a graph
contains at least 1

2 of the edges (see for example Theorem 5.3 in [27]). J

I Definition 16. We obtain the directed multigraph Gl2 by coloring the vertices of Gl1 red
and blue according to Lemma 15 and deleting all edges that are not l-long edges from a red
vertex to a blue vertex according to the fixed orientation of T (Figure 4, the colors of the
edges will be explained later).

Now, we claim that the underlying undirected graph of Gl2 has girth at least 2k. In
particular, it is a simple graph. Assume the contrary, then there has to be a cycle C with
2h < 2k edges since Gl2 is bipartite by construction. We call the preimage of the edges of C
in G the C-edges. Note that the preimages are unique since we do not delete parallel edges
after the contraction.

I Definition 17. Let the connecting paths be the connected components of (V (Kn), T\C),
i.e. the paths in T between consecutive heads and tails of C-edges (the red edges in Figure 2
and 4). Define head and tail of a path p as the head of the last edge and the tail of the first
edge of p according to the orientation of T , respectively. The head and tail of a connecting
path are also called the endpoints of the connecting path.

I Definition 18. For any two endpoints v1, v2 of C-edges in G which are near to each other
we call the edge {v1, v2} a short edge.

The definition of near ensures that the short edges are indeed short. In fact the total
length of all short edges is smaller than that of any C-edge. The number of short edges is 2h
which is equal to the number of C-edges.
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Figure 2 An example instance with a k-
optimal tour, i.e. the directed graph G. The
blue and red edges are the C-edges and con-
necting path edges that arise from the chosen
cycle in Gl2 in Figure 4, respectively.

Figure 3 The directed multigraph Gl1: We
contracted vertices that lie near to each other
in the optimal tour. Note that the optimal
tour is not drawn here, so it is not clear from
the figure which vertices to contract.

Figure 4 The directed multigraphGl2: Col-
oring the vertices and only considering the
l-long edges from red to blue. In this example
the upper left edge is not l-long and hence not
drawn. The blue edges form the undirected
cycle C, the black edges are the remaining
edges of the connecting paths corresponding
to this cycle.

Figure 5 The graph Gl,C3 : The green edges
are the short edges, the red edges are the
connecting paths.

I Definition 19. We construct the graph Gl,C3 as follows: The vertex set of Gl,C3 is that of
G and the edge set consists of the connecting paths and the short edges (Figure 5).

I Lemma 20. E(Gl,C3 ) is the union of at most h disjoint cycles.

Proof Sketch. We can show that the degree of every vertex in Gl,C3 is two. Moreover, we
can see by considering the incident C-edges that the two endpoints of a connecting path are
not near to each other since otherwise the common endpoint of the connecting path in Gl2
has to be colored red and blue. Hence, every connected component consists of at least two
out of 2h connecting paths and we have at most h disjoint cycles. J

Now, we show that the existence of C implies that there is an improving k-move contra-
dicting the k-optimality of T .

I Lemma 21. There is a tour T ′ containing the connecting paths and u− 1 C-edges, where
u is the number of connected components of Gl,C3 .

Proof Sketch. We construct such a tour T ′. Start with a graph G′ with the same vertex set
and edge set as Gl,C3 . First, add a set of C-edges to E(G′) that makes the graph connected.
This is possible since T consists of the C-edges and connecting paths and is connected. We
call these C-edges the fixed C-edges. Next, add another copy of the fixed C-edges (Figure 6).
After shortcutting in a particular way without decreasing |T ∩ T ′|, we get a tour with the
desired properties. J
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Figure 6 Sketch for Lemma 21. The red
curves represent the connecting paths. The
green edges are the short edges, the blue edges
are the fixed C-edges and the pink edges are
the copies of the fixed C-edges. The tour T ′

results from shortcutting the green and pink
edges while leaving the other edges fixed.

e1

e2

f1 f2

Figure 7 Sketch for Lemma 25. The drawn
orientation is that of T ′. The red curves rep-
resent oppositely oriented connecting paths
connected by a C-edge e1. The green edges
f1 and f2 are the non-connecting path edges
of T ′ incident to e1. The edge e2 connects the
other two endpoints of f1 and f2 not incident
to e1.

I Remark 22. The last lemma already gives us a bound on the girth of Gl2: By Lemma 20,
Gl,C3 has at most h connected components. Therefore, we added in the construction above at
most 2h− 2 C-edges and some cheap short edges. As T contains 2h C-edges, we can show
that T ′ is shorter than T . Moreover, T ′ arises from T by replacing at most 2h C-edges, i.e.
by a 2h-move. If 2h ≤ k, this would contradict the k-optimality of T , hence Gl2 has girth at
least k + 1.

Next, we improve this result and show that Gl2 has girth at least 2k. We achieve this
by starting at T ′ and iteratively performing 2-moves that are not necessarily improving but
include one more C-edge in T ′. We stop when the number of C-edges in T ′ is h− 1. Then,
T ′ arises from T by a 2h− (h− 1) = h+ 1 move.

I Definition 23. Given a tour T ′ containing the connecting paths. An ambivalent 2-move
replaces two non-connecting path edges of T ′ to obtain a new tour containing at least one
more C-edge.

I Definition 24. Fix an orientation of T ′, we call a connecting path p wrongly oriented if
the orientation of p in T ′ is opposite to the orientation in T . Otherwise, it is called correctly
oriented.

I Lemma 25. If a tour T ′ contains a short edge and all connecting paths, then there is an
ambivalent 2-move that increases the length of the tour by at most two C-edges.

Proof Sketch. The coloring of the vertices in Gl2 ensures that every short edge e connects
either two heads or two tails of connecting paths. If in addition e ∈ T ′, one of them is
correctly oriented and the other one is wrongly oriented. Thus, as long as there is a short edge
in T ′, there has to be at least one correctly oriented and one wrongly oriented connecting
path. In this case there has to be a C-edge e1 connecting two oppositely oriented connecting
paths since the C-edges connect the connecting paths to the tour T . By definition, every
C-edge connects a head and a tail of two connecting paths. If e1 ∈ T ′, the incident connecting
paths would be both correctly or both wrongly oriented. Thus, e1 is not contained in T ′. Let
e2, f1 and f2 be defined as in Figure 7. Now, we can make a 2-move replacing f1, f2 by e1
and e2 to obtain a new tour with the additional C-edge e1. The property that e1 connects
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two oppositely oriented connecting paths ensures that the tour stays connected after the
2-move. By the triangle inequality, we have c(e2) ≤ c(f1) + c(e1) + c(f2) and thus each of
the 2-moves increases the length of the tour by at most two C-edges. J

I Lemma 26. T is not h+ 1-optimal.

Proof Sketch. By Lemma 21, we can construct a tour T ′ using the connecting paths and
u − 1 C-edges where u is the number of connected components of Gl,C3 . We iteratively
perform ambivalent 2-moves to increase the number of C-edges in T ′. Since after every such
2-move the number of short edges decreases by at most two, we can perform by Lemma 25
a sufficient number of iterations such that we get a tour with h− 1 C-edges. There are in
total 2h C-edges, hence the resulting tour arises by an 2h− (h− 1) = h+ 1-move from T .
As every ambivalent 2-move increases the length of the tour by at most two C-edges, we can
show that in the end the resulting T ′ is still shorter than T . J

Since h < k, this is a contradiction to the assumption that T is k-optimal. Hence, such a
cycle C with less than 2k edges cannot exist and this gives us a lower bound of 2k on the
girth of Gl2. Next, we conclude an upper bound on the length of T :

I Corollary 27. For l∗ := minj{j|
∑j
l=0 4 ex(4(k − 1)d( 4k−4

4k−5 )le, 2k) ≥ n} we have

c(T ) ≤
l∗∑
l=0

4 ex(4(k − 1)d( 4k−4
4k−5 )le, 2k)

( 4k−4
4k−5 )l

.

Proof Sketch. Let ql be the number of l-long edges in T . The definition of near ensures
that two vertices which are near to each other have shorter distance than the length of any
l-long edge. Hence, Gl1 also has ql l-long edges. Since we have chosen a coloring according
to Lemma 15, Gl2 has at least 1

4ql edges. By the k-optimality and Lemma 26, Gl2 has girth
at least 2k and thus at most ex(|V (Gl2)|, 2k) ≤ ex(4(k − 1)d( 4k−4

4k−5 )le, 2k) edges. Therefore,
ql ≤ 4 ex(4(k − 1)d( 4k−4

4k−5 )le, 2k). This leads to a bound on the length of T . J

This is also a bound on the approximation ratio since the length of the optimal tour is 1.
With certain assumptions about the growth of ex(n, 2k), we obtain the main result:

I Theorem 28. If ex(x, 2k) ∈ O(xc) for some c > 1, the approximation ratio of the k-Opt
algorithm is O(n1− 1

c ).

By a rather technical calculation comparing the upper and lower bound, we get:

I Theorem 29. The upper bound from Corollary 27 for the approximation ratio of k-Opt is
tight up to a factor of O(log(n)).

References
1 Noga Alon, Shlomo Hoory, and Nathan Linial. The Moore bound for irregular graphs. Graphs

and Combinatorics, 18(1):53–57, March 2002. doi:10.1007/s003730200002.
2 Clark T. Benson. Minimal regular graphs of girths eight and twelve. Canadian Journal of

Mathematics, 18:1091–1094, 1966. doi:10.4153/CJM-1966-109-8.
3 Jon J. Bentley. Fast algorithms for geometric traveling salesman problems. ORSA Journal on

computing, 4(4):387–411, 1992. doi:10.1287/ijoc.4.4.387.
4 William G. Brown. On graphs that do not contain a thomsen graph. Canadian Mathematical

Bulletin, 9(3):281–285, 1966.

https://doi.org/10.1007/s003730200002
https://doi.org/10.4153/CJM-1966-109-8
https://doi.org/10.1287/ijoc.4.4.387


X. Zhong 83:13

5 Barun Chandra, Howard Karloff, and Craig Tovey. New results on the old k-opt algorithm
for the traveling salesman problem. SIAM Journal on Computing, 28(6):1998–2029, 1999.
doi:10.1137/S0097539793251244.

6 Nicos Christofides. Worst-case analysis of a new heuristic for the travelling salesman problem.
Technical report, Carnegie-Mellon Univ Pittsburgh Pa Management Sciences Research Group,
1976.

7 Matthias Englert, Heiko Röglin, and Berthold Vöcking. Worst case and probabilistic analysis
of the 2-opt algorithm for the TSP. Algorithmica, 68(1):190–264, January 2014. doi:10.1007/
s00453-013-9801-4.

8 Paul Erdős and Alfréd Rényi. On a problem of graph theory. Magyar Tudományos Akadémia
Math. Kuató Int. Közl., 7:623–641, 1962.

9 Paul Erdős, Alfréd Rényi, and Vera T. Sós. On a problem of graph theory. Studia Scientiarum
Mathematicarum Hungarica, 1:215–235, 1966.

10 Paul Erdős. Extremal problems in graph theory. In Proc. Symp. Theory of Graphs and its
Applications, pages 29–36, 1963.

11 Jacob Fox and Benny Sudakov. Decompositions into subgraphs of small diameter. Combinat-
orics, Probability and Computing, 19(5-6):753–774, 2010. doi:10.1017/S0963548310000040.

12 Michael R Garey and David S Johnson. Computers and intractability, volume 174. freeman
San Francisco, 1979.

13 Stefan Hougardy, Fabian Zaiser, and Xianghui Zhong. The approximation ratio of the 2-opt
heuristic for the metric traveling salesman problem. Operations Research Letters, 48(4):401–404,
2020. doi:10.1016/j.orl.2020.05.007.

14 David S. Johnson. Local optimization and the traveling salesman problem. In International
colloquium on automata, languages, and programming, pages 446–461. Springer, 1990. doi:
10.1007/BFb0032050.

15 Richard M. Karp. Reducibility among combinatorial problems. In Complexity of computer
computations, pages 85–103. Springer, 1972. doi:10.1007/978-3-540-68279-0_8.

16 Bernhard Korte and Jens Vygen. Combinatorial Optimization: Theory and Algorithms. Springer
Publishing Company, Incorporated, 4th edition, 2007. doi:10.1007/978-3-642-24488-9.

17 Marvin Künnemann and Bodo Manthey. Towards understanding the smoothed approximation
ratio of the 2-opt heuristic. In International Colloquium on Automata, Languages, and
Programming, pages 859–871. Springer, 2015. doi:10.1007/978-3-662-47672-7_70.

18 Felix Lazebnik, Vasiliy A. Ustimenko, and Andrew J. Woldar. A new series of dense graphs of
high girth. Bulletin of the American mathematical society, 32(1):73–79, 1995. doi:10.1090/
S0273-0979-1995-00569-0.

19 Asaf Levin and Uri Yovel. Nonoblivious 2-opt heuristics for the traveling salesman problem.
Networks, 62(3):201–219, 2013. doi:10.1002/net.21512.

20 Shen Lin and Brian W. Kernighan. An effective heuristic algorithm for the traveling-salesman
problem. Operations research, 21(2):498–516, 1973. doi:10.1287/opre.21.2.498.

21 Ján Plesník. Bad examples of the metric traveling salesman problem for the 2-change heuristic.
Acta Mathematica Universitatis Comenianae, 55:203–207, 1986.

22 Gerhard Reinelt. The traveling salesman: computational solutions for TSP applications.
Springer-Verlag, 1994. doi:10.1007/3-540-48661-5.

23 Daniel J Rosenkrantz, Richard E Stearns, and Philip M Lewis, II. An analysis of several
heuristics for the traveling salesman problem. SIAM journal on computing, 6(3):563–581, 1977.
doi:10.1007/978-1-4020-9688-4_3.

24 A. I. Serdjukov. Some extremal bypasses in graphs [in Russian]. Upravlyaemye Sistemy,
17:76–79, 1978.

25 Robert Singleton. On minimal graphs of maximum even girth. Journal of Combinatorial
Theory, 1(3):306–332, 1966. doi:10.1016/S0021-9800(66)80054-6.

26 Rephael Wenger. Extremal graphs with no C4’s, C6’s, or C10’s. J. Comb. Theory, Ser. B,
52(1):113–116, 1991. doi:10.1016/0095-8956(91)90097-4.

27 David P. Williamson and David B. Shmoys. The Design of Approximation Algorithms.
Cambridge University Press, New York, NY, USA, 1st edition, 2011.

ESA 2020

https://doi.org/10.1137/S0097539793251244
https://doi.org/10.1007/s00453-013-9801-4
https://doi.org/10.1007/s00453-013-9801-4
https://doi.org/10.1017/S0963548310000040
https://doi.org/10.1016/j.orl.2020.05.007
https://doi.org/10.1007/BFb0032050
https://doi.org/10.1007/BFb0032050
https://doi.org/10.1007/978-3-540-68279-0_8
https://doi.org/10.1007/978-3-642-24488-9
https://doi.org/10.1007/978-3-662-47672-7_70
https://doi.org/10.1090/S0273-0979-1995-00569-0
https://doi.org/10.1090/S0273-0979-1995-00569-0
https://doi.org/10.1002/net.21512
https://doi.org/10.1287/opre.21.2.498
https://doi.org/10.1007/3-540-48661-5
https://doi.org/10.1007/978-1-4020-9688-4_3
https://doi.org/10.1016/S0021-9800(66)80054-6
https://doi.org/10.1016/0095-8956(91)90097-4

	Introduction
	Preliminaries
	TSP
	k-Opt and Lin-Kernighan Algorithm

	Girth and Ex

	Outline of the Analysis
	Outline of Lower Bound for Metric TSP
	Outline of Upper Bound for Metric TSP
	Outline of Lower Bound for Graph TSP
	Outline of Upper Bound for Graph TSP

	Upper Bound for Metric TSP

