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—— Abstract
Many real-world problems can be formulated as geometric optimization problems in high dimensions,
especially in the fields of machine learning and data mining. Moreover, we often need to take into
account of outliers when optimizing the objective functions. However, the presence of outliers could
make the problems to be much more challenging than their vanilla versions. In this paper, we study
the fundamental minimum enclosing ball (MEB) with outliers problem first; partly inspired by the
core-set method from Badoiu and Clarkson, we propose a sub-linear time bi-criteria approximation
algorithm based on two novel techniques, the Uniform-Adaptive Sampling method and Sandwich
Lemma. To the best of our knowledge, our result is the first sub-linear time algorithm, which has
the sample size (i.e., the number of sampled points) independent of both the number of input points
n and dimensionality d, for MEB with outliers in high dimensions. Furthermore, we observe that
these two techniques can be generalized to deal with a broader range of geometric optimization
problems with outliers in high dimensions, including flat fitting, k-center clustering, and SVM with
outliers, and therefore achieve the sub-linear time algorithms for these problems respectively.
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1 Introduction

Geometric optimization is a fundamental topic that has been extensively studied in the
community of computational geometry [1]. The minimum enclosing ball (MEB) problem is
one of the most popular geometric optimization problems who has attracted a lot of attentions
in past years, where the goal is to compute the smallest ball covering a given set of points in
the Euclidean space [11, 50, 32]. Though its formulation is very simple, MEB has a number
of applications in real world, such as classification [68, 20, 21], preserving privacy [59, 31],
and quantum cryptography [38]. A more general geometric optimization problem is called
flat fitting that is to compute the smallest slab (centered at a low-dimensional flat) to cover
the input data [42, 60, 71]. Another closely related important topic is the k-center clustering
problem, where the goal is to find £ > 1 balls to cover the given input data and minimize the
maximum radius of the balls [35]; the problem has been widely applied to many areas, such as
facility location [18] and data analysis [67]. Moreover, some geometric optimization problems
are trying to maximize their size functions. As an example, the well known classification
technique support vector machine (SVM) [17] is to maximum the margin separating two
differently labeled point sets in the space.
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Real-world datasets are often noisy and contain outliers. Moreover, outliers could seriously
affect the final optimization results. For example, it is easy to see that even one outlier could
make the MEB arbitrarily large. In particular, as the rapid development of machine learning,
the field of adversarial machine learning concerning about the potential vulnerabilities of
the algorithms has attracted a great amount of attentions [45, 51, 9, 36]. A small set of
outliers could be added by some adversarial attacker to make the decision boundary severely
deviate [8, 48]. Furthermore, the presence of outliers often results in a quite challenging
combinatorial optimization problem; as an example, if m of the input n data items are
outliers (m < n), we have to consider an exponentially large number (::Z) of different possible
cases when optimizing the objective function. Therefore, the design of efficient and robust
optimization algorithms is urgently needed to meet these challenges.

1.1 Qur Contributions

In big data era, the data size could be so large that we cannot even afford to read the
whole dataset once. In this paper, we consider to develop sub-linear time algorithms for
several geometric optimization problems involving outliers. We study the aforementioned
MEB with outliers problem first. Informally speaking, given a set of n points in R? and
a small parameter v € (0,1), the problem is to find the smallest ball covering at least
(1 —v)n points from the input. We are aware of several existing sub-linear time bi-criteria
approximation algorithms based on uniform sampling for MEB and k-center clustering with
outliers [7, 46, 29], where the “bi-criteria” means that the ball (or the union of the k balls) is
allowed to exclude a little more points than the pre-specified number of outliers. Their ideas
are based on the theory of VC dimension [69]. But the sample size usually depends on the
dimensionality d, which is roughly O(ﬁkd . polylog(%)), if allowing to discard (1 4 &)yn
outliers with 6 € (0,1) (k = 1 in the complexity for the MEB with outliers problem). A
detailed overview on previous works is shown in Section 1.2.

Since many optimization problems in practice need to consider high-dimensional datasets,
especially in the fields of machine learning and data mining, the above sample size from [7,
46, 29] could be very large. Partly inspired by the core-set method from Badoiu and
Clarkson [11] for computing MEB in high dimensions, we are wondering that whether
it is possible to remove the dependency on d in the sample size for MEB with
outliers and other related high dimensional geometric optimization problems.
Given a parameter € € (0, 1), the method of [11] is a simple greedy algorithm that selects %
points (as the core-set) for constructing a (1 + €)-approximate MEB, where the resulting
radius is at most 1+ € times the optimal one. A highlight of their method is that the core-set
size % is independent of d. However, there are several substantial challenges when applying
their method to design sub-linear time algorithm for MEB with outliers. First, we need to
implement the “greedy selection” step by a random sampling manner, but it is challenging
to guarantee the resulting quality especially when the data is mixed with outliers. Second,
the random sampling approach often yields a set of candidates for the ball center (e.g., we
may need to repeatedly run the algorithm multiple times for boosting the success probability,
and each time generates a candidate solution), and thus it is necessary to design an efficient
strategy to determine which candidate is the best one in sub-linear time.

To tackle these challenges, we propose two key techniques, the novel “Uniform-Adaptive
Sampling” method and “Sandwich Lemma”. Roughly speaking, the Uniform-Adaptive
Sampling method can help us to bound the error induced in each “randomized greedy
selection” step; the Sandwich Lemma enables us to estimate the objective value of each
candidate and select the best one in sub-linear time. To the best of our knowledge, our result
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is the first sub-linear time approximation algorithm for the MEB with outliers problem with
sample size being independent of the number of points n and the dimensionality d, which
significantly improves the time complexities of existing algorithms.

Moreover, we observe that our proposed techniques can be used to solve a broader
range of geometric optimization problems. We define a general optimization problem called
minimum enclosing “x” (MEX) with Outliers, where the “x” stands for a specified
kind of shape (e.g., the shape is a ball for MEB with outliers). We prove that it is able
to generalize the Uniform-Adaptive Sampling method and Sandwich Lemma to adapt the
shape “x”, as long as it satisfies several properties. In particular we focus on the MEX with
outlier problems including flat fitting, k-center clustering, and SVM with outliers; a common
characteristic of these problems is that each of them has an iterative algorithm based on
greedy selection for its vanilla version (without outliers) that is similar to the MEB algorithm
of [11]. Though these problems have been widely studied before, the research in terms of
their sub-linear time algorithms is still quite limited.

1.2 Related Work

Sub-linear time algorithms. The research on sub-linear time algorithms design has a long
history [63, 25]. For example, a number of sub-linear time clustering algorithms have been
studied in [47, 56, 57, 24]. Another important application of sub-linear time algorithms is
property testing on graphs or probability distributions [34].

As mentioned before, the uniform sampling idea can be used to design sub-linear time
algorithms for the problems of MEB and k-center clustering with outliers [7, 46, 29], but
the sample size depends on the dimensionality d that could be very large in practice. Note
that Alon et al. [7] presented another sub-linear time algorithm, which has the sample
size independent of d, to test whether an input point set can be covered by a ball with a
given radius; however, it is difficult to apply their method to solve the MEB with outliers
problem as the algorithm relies on some nice properties of minimum enclosing ball, but these
properties are not easy to be utilized when inliers and outliers are mixed. In [26], we proposed
a notion of stability for MEB and developed the sub-linear time MEB algorithms for stable
instance. Clarkson et al. [21] developed an elegant perceptron framework for solving several
optimization problems arising in machine learning, such as MEB. For a set of n points in
R¢, their framework can solve the MEB problem in O( o+ g) ! time. Based on a stochastic
primal-dual approach, Hazan et al. [44] provided an algorithm for solving the SVM problem
in sub-linear time.

MEB and k-center clustering with outliers. Core-set is a popular technique to reduce the
time complexities for many optimization problems [2, 61]. The core-set idea has also been
used to compute approximate MEB in high dimensional space [20, 13, 50, 60, 49]. Badoiu
and Clarkson [11] showed that it is possible to find a core-set of size [2/€] that yields a
(1 + ¢)-approximate MEB. There are also several exact and approximation algorithms for
MEB that do not rely on core-sets [32, 64, 6]. Streaming algorithms for computing MEB
were also studied before [4, 16].

Béadoiu et al. [13] extended their core-set idea to the problems of MEB and k-center
clustering with outliers, and achieved linear time bi-criteria approximation algorithms (if
k is assumed to be a constant). Several algorithms for the low dimensional MEB with

1 The asymptotic notation O(f) = O(f ~polylog(%d))‘
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outliers problem have been also developed [5, 30, 39, 54]. A 3-approximation algorithm for
k-center clustering with outliers in arbitrary metrics was proposed by Charikar et al. [18];
Chakrabarty et al. [15] proposed a 2-approximation algorithm for k-center clustering with
outliers. These algorithms often have high time complexities (e.g., 2(n?d)). Recently, Ding
et al. [29] provided a linear time greedy algorithm for k-center clustering with outliers based
on the idea of the Gonzalez’s algorithm [35]. Furthermore, there exist a number of works on
streaming and distributed algorithms, such as [19, 55, 72, 53, 37, 14, 52].

Flat fitting with outliers. Given an integer j > 0 and a set of points in R, the flat fitting
problem is to find a j-dimensional flat having the smallest maximum distance to the input
points [41]; obviously, the MEB problem is a special case with j = 0. In high dimensions,
Har-Peled and Varadarajan [42] provided a linear time algorithm if j is assumed to be fixed;
their running time was further reduced by Panigrahy [60] based on a core-set approach. There
also exist several methods considering flat fitting with outliers but only for low-dimensional
case [43, 3].

SVM with outliers. Given two point sets P, and P, in R?, the problem of Support Vector
Machine (SVM) is to find the largest margin to separate Py and P, (if they are separable) [17].
SVM can be formulated as a quadratic programming problem, and a number of efficient
techniques have been developed in the past, such as the soft margin SVM [22, 62], v-
SVM [65, 23], and Core-SVM [68, 20]. There also exist a number of works on designing
robust algorithms of SVM with outliers [70, 40, 66, 28].

2 Definitions and Preliminaries

In this paper, we let |A| denote the number of points of a given point set A in R?, and
||z — y|| denote the Euclidean distance between two points = and y in R%. We use B(c,r) to
denote the ball centered at a point ¢ with radius » > 0. Below, we give several definitions
used throughout this paper.

» Definition 1 (Minimum Enclosing Ball (MEB)). Given a set P of n points in R?, the MEB
problem is to find a ball with minimum radius to cover all the points in P. The resulting ball
and its radius are denoted by M EB(P) and Rad(P), respectively.

A ball B(e, r) is called a A-approximation of M EB(P) for some A > 1, if the ball covers
all points in P and has radius r < ARad(P).

» Definition 2 (MEB with Outliers). Given a set P of n points in R and a small parameter
v € (0,1), the MEB with outliers problem is to find the smallest ball that covers (1 —~)n
points. Namely, the task is to find a subset of P with size (1 —y)n such that the resulting
MERB is the smallest among all possible choices of the subset. The obtained ball is denoted by
MEB(P,7).

For convenience, we use Py, to denote the optimal subset of P with respect to M EB(P, 7).
That is, Popy = argg min {Rad(Q) |QC PQ|=(1- v)n} From Definition 2, we can see
that the main issue is to determine the subset of P. Actually, solving such combinatorial
problems involving outliers are often challenging. In Section A.1, we present an example
to show that it is impossible to achieve an approximation factor less than 2 for MEB with
outliers, if the time complexity is required to be independent of n. Therefore, we consider
finding the bi-criteria approximation. Actually, it is also a common way for solving other
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optimization problems with outliers. For example, Mount et al. [58] and Meyerson et al. [56]
studied the bi-criteria approximation algorithms respectively for the problems of linear
regression and k-median clustering with outliers before.

» Definition 3 (Bi-criteria Approximation). Given an instance (P,v) for MEB with outliers
and two small parameters 0 < €,0 < 1, a (1 + €,1 + 8)-approximation of (P,~y) is a ball that
covers at least (1 — (14 6)y)n points and has radius at most (1 + €)Rad(Ppyp).

When both € and § are small, the bi-criteria approximation is very close to the optimal
solution with only slight changes on the number of covered points and the radius.

We also extend Definition 2 to the problem called minimum enclosing “x” (MEX)
with Outliers, where the “x” could be any specified shape. To keep the structure of
our paper more compact, we state the formal definition of MEX with outliers and the
corresponding results in Section 5.

2.1 A More Careful Analysis for Core-set Construction in [11]

Before presenting our main results, we first revisit the core-set construction algorithm for
MEB of Badoiu and Clarkson [11], since their method will be used in our algorithms for
MEB with outliers.

Let 0 < € < 1. The algorithm in [11] yields an MEB core-set of size 2/¢ (for convenience,
we always assume that 2/e is an integer). However, there is a small issue in their paper.
The analysis assumes that the exact MEB of the core-set is computed in each iteration,
but in fact one may only compute an approximate MEB. Thus, an immediate question is
whether the quality is still guaranteed with such a change. Kumar et al. [50] fixed this
issue, and showed that computing a (1 + O(e?))-approximate MEB for the core-set in each
iteration still guarantees a core-set with size O(1/¢€), where the hidden constant is larger
than 80. Clarkson [20] systematically studied the Frank- Wolfe algorithm [33], and showed
that the greedy core-set construction algorithm of MEB, as a special case of the Frank-Wolfe
algorithm, yields a core-set with size slightly larger than 4/e. Note that there exist several
other methods yielding even lower core-set size [12, 49], but their construction algorithms
are more complicated and thus not applicable to our problems. Increasing the core-set size
from 2/e to a/e (for some o > 2) is neglectable in asymptotic analysis. But in Section 4, we
will show that it could cause serious issue if outliers exist. Hence, a core-set of size 2/¢ is still
desirable. For this purpose, we provide a new analysis which is also interesting
in its own right.

For the sake of completeness, we first briefly introduce the idea of the core-set construction
algorithm in [11]. Given a point set P C R, the algorithm is a simple iterative procedure.
Initially, it selects an arbitrary point from P and places it into an initially empty set 7. In
each of the following 2/e iterations, the algorithm updates the center of M EB(T) and adds
to T the farthest point from the current center of M EB(T). Finally, the center of M EB(T)
induces a (1 + ¢)-approximation for M EB(P). The selected set of 2/¢ points (i.e., T) is
called the core-set of MEB. To ensure the expected improvement in each iteration, [11]
showed that the following two inequalities hold if the algorithm always selects the farthest
point to the current center of M EB(T):

Ti+1 2 (1 + e)Rad(P) - L“ Ti+1 Z \/7"2»2 + L,LQ, (1)

where r; and r;11 are the radii of M EB(T) in the i-th and (i 4+ 1)-th iterations, respectively,
and L; is the shifting distance of the center of M EB(T) from the i-th to (i + 1)-th iteration.
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Ci+1
<7riq1

> (1+€)Rad(P) o,

Figure 1 An illustration of (2).

As mentioned earlier, we often compute only an approximate M EB(T) in each iteration.
In the i-th iteration, we let ¢; and o; denote the centers of the exact and the approximate
MEB(T), respectively. Suppose that ||c; — o;]| < &ry, where § € (0, 1%) (we will see why
this bound is needed later). Using another algorithm proposed in [11], one can obtain the
point o; in O(g%\ﬂd) time. Note that we only compute o; rather than ¢; in each iteration.
Hence we can only select the farthest point (say ¢q) to o;. If ||g — 0;]| < (1 4 €)Rad(P), we
are done and a (1 + €)-approximation of MEB is already obtained. Otherwise, we have

(1 + e)Rad(P) < g = oil| < lg = cipall + [leivr = el + [lei = oil| < ria + Li + &ri (2)

by the triangle inequality (see Figure 1). In other words, we should replace the first inequality
of (1) by ri41 > (1 4+ €)Rad(P) — L; — &r;. Also, the second inequality of (1) still holds since
it depends only on the property of the exact MEB (see Lemma 2.1 in [11]). Thus, we have

riy1 > Max {\/rf +L?,(14+¢)Rad(P) — L; — §ri}. (3)

This leads to the following theorem whose proof can be found in Section A.2.

» Theorem 4. In the core-set construction algorithm of [11], if one computes an approximate
MEB for T in each iteration and the resulting center o; has the distance to c¢; less than
&r; = sﬁri for some s € (0,1), the final core-set size is bounded by z = (135)5' Also, the
bound could be arbitrarily close to 2/e when s is small enough.

» Remark 5. We want to emphasize a simple observation on the above core-set construction
procedure, which will be used in our algorithms and analysis later on. The algorithm always
selects the farthest point to o; in each iteration. However, this is actually not necessary. As
long as the selected point has distance at least (1 + €)Rad(P), the inequality (2) always holds
and the following analysis is still true. If no such a point exists (i.e., P\B(o;, (1-+¢)Rad(P)) =
0), a (1 + €)-approximate MEB (i.e., B(o;, (1 + €)Rad(P))) has already been obtained.

3 Two Key Lemmas for Handling Outliers

In this section, we introduce two important techniques, Lemma 6 and 7, for solving the
problem of MEB with outliers in sub-linear time; the proofs are placed in Section 3.1 and
3.2, respectively. The algorithms are presented in Section 4. Moreover, these techniques can
be generalized to solve a broader range of optimization problems, and we show the details in
Section 5.

To shed some light on our ideas, consider using the core-set construction method in
Section 2.1 to compute a bi-criteria (1 + €, 1 + ¢)-approximation for an instance (P,~y) of
MEB with outliers. Let o; be the obtained ball center in the current iteration, and () be the
set of (14 §)yn farthest points to o; from P. A key step for updating o; is finding a point
in the set P,,; N Q (the formal analysis is given in Section 4). Actually, this can be done
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Figure 2 The red points are the sampled n” points in Lemma 7, and the ((1 +8)%yn” + 1)—th

farthest point is in the ring bounded by the spheres B(o0;,[;) and B(o;, ;).

by performing a random sampling from (). However, it requires to compute the set ) in
advance, which takes an Q(nd) time complexity. To keep the running time to be sub-linear,
we need to find a point from P,,; N @ by a more sophisticated way.

Since P,y is mixed with outliers in the set (), simple uniform sampling cannot realize
our goal. To remedy this issue, we propose a “two level” sampling procedure which is called
“Uniform-Adaptive Sampling” (see Lemma 6). Roughly speaking, we take a random
sample A of size n’ first (i.e., the uniform sampling step), and then randomly select a point
from @Q’, the set of the farthest %(1 + §)yn' points from A to o; (i.e., the adaptive sampling

)

step). According to Lemma 6, with probability at least (1 — nl)m, the selected point

belongs to P,,; N Q; more importantly, the sample size n’ is independent of n and d. The key

to prove Lemma 6 is to show that the size of the intersection Q' N (Popt N Q) is large enough.

By setting an appropriate value for n/, we can prove a lower bound of |Q’' N (Pop: N Q)]

» Lemma 6 (Uniform-Adaptive Sampling). Let m1 € (0,1). If we sample n' = O(%log 7711)
points independently and uniformly at random from P and let Q' be the set of farthest
%(1 + 8)yn' points to o; from the sample, then, with probability at least 1 — ny, the following
holds

‘Q/Q(Popth)‘ - K}
Q'] T 3(1+4)

The Uniform-Adaptive Sampling procedure will result in a “side-effect”. To boost the
overall success probability, we have to repeatedly run the algorithm multiple times and each
time the algorithm will generate a candidate solution (i.e., the ball center). Consequently we
have to select the best one as our final solution. With a slight abuse of notation, we still
use o; to denote a candidate ball center; to achieve a (1 + €, 1 + §)-approximation, its radius
should be the ((1 + 0)yn + 1)—th largest distance from P to o;, which is denoted as [;. A
straightforward way is to compute the value “I;” in linear time for each candidate and return

(4)

the one having the smallest [;. In this section, we propose the “Sandwich Lemma” to
estimate /; in sub-linear time (see Lemma 7). Let B be the set of n” sampled points from P
in Lemma 7, and [; be the ((1+ &)2yn" + 1)-th largest distance from B to 0;. The key idea
is to prove that the ball B(o;, ;) is “sandwiched” by two balls B(o;, 1) and B(o;,!;), where I

is a carefully designed value satisfying (i) I} < I; <; and (ii) ’P \ B(0;, Z)’ < (14 0(9))yn.

See Figure 2 for an illustration. These two conditions of lz can imply the inequalities (5)
and (6) of Lemma 7. Further, the inequalities (5) and (6) jointly imply that [; is a qualified
estimation of I;: if B(0;,1;) is a (14 ¢, 1 + §)-approximation, the ball B(o;,[;) should be a
(14 €,1+ O(0))-approximation. Similar to Lemma 6, the sample size n” is also independent

of n and d.
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» Lemma 7 (Sandwich Lemma). Let no € (0,1) and assume 6 < 1/3. If we sample
n' = O(ﬁ log 77%) points independently and uniformly at random from P and let I; be the
((1 +0)%yn” + 1)—th largest distance from the sample to o;, then, with probability 1 — ng, the
following holds

l;
‘P\B(Oijz')

IN

li; (5)
< (140(0))yn. (6)

3.1 Proof of Lemma 6

Let A denote the set of sampled n' points from P. First, we know |Q| = (1 + §)yn and
|Popt N Q] > dyn (since there are at most yn outliers in @)). For ease of presentation, let
A= W > 7. Let {z; | 1 <i<n'} ben' independent random variables with x; = 1
if the ¢-th sampled point of A belongs to P, N Q, and z; = 0 otherwise. Thus, E[z;] = A
for each i. Let o be a small parameter in (0,1). By using the Chernoff bound, we have

Pr(zﬁ;l v ¢ (1+ or))\n’) < =0 ) That is,

Pr(|A N (P N Q)| € (1% U))\n’) > 1 — O™, (7)
Similarly, we have

Pr(|A NQle(+o)(1+ 5)m’) > 1 — ¢ OW (+e)m), 8)

Note that n’ = O(% log 7711) By setting o < 1/2 in (7) and (8), we have

‘A N (Pope N Q)‘ > %Mn’ and ’A N Q’ < g(l +0)yn’ (9)

with probability 1 —7;. Note that @ contains all the farthest (1 + §)yn points to o;. Denote
by l; the ((1+ 6)yn + 1)-th largest distance from P to o;. Thus

AﬂQz{p€A|||p—0iH>li}. (10)

Also, since Q' is the set of the farthest %(1 + 8)yn' points to o; from A, there exists some
I/ > 0 such that

Q ={pecAlllp—oaill > 1} (11)

(10) and (11) imply that either (AN Q) C Q" or Q' € (AN Q). Since |[ANQ| < (1 + 8)yn/
and |Q'| = 3(1 + 6)yn/, we know (A N Q) C @'. Therefore,

(40 (P Q) = (P N (4NQ)) € Q. (12)
Obviously,

(4N (P 1Q)) € (PN Q). (13)
The above (12) and (13) together imply

(A N (Pope N Q)) C (Q’ N (Popt N Q)). (14)

Moreover, since Q' C A, we have

(@0 (PwnQ)) € (4N (P nQ)), (15)
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Consequently, (14) and (15) together imply Q' N (Pop N Q) = AN (Pope N Q) and hence

@ Ewn@| AN EmnQ] 4
@ )

(16)

where the final inequality comes from the first inequality of (9) and the fact |Q'| = 2(146)yn/.

3.2 Proof of Lemma 7

Let B denote the set of sampled n” points from P. For simplicity, let ¢ = (1 + §)yn. Assume
I} > 0 is the value such that ‘P \ B(o;, 1})| = %vn. Recall that I; is the (¢ + 1)-th largest

2 ~
distance from P to o;. Since (1 + §)yn < %’yn, it is easy to know [, < ;. Below, we aim

to prove that the ((1+ 8)?yn” + 1)-th farthest point from B is in the ring bounded by the

spheres B(o;,1}) and B(o;,1;) (see Figure 2).

(2

Again, using the Chernoff bound (let o = §/2) and the same idea for proving (9), since
|B|=n" = O(ﬁ log n%)’ we have

2 2
B\BOuD)| = - SE ws 0- EE s~ s )
BnQ| < a+ 5/2)%71” <(1+ 5)%71" — (14 6)*n", (18)

with probability 1 — .. Suppose that (17) and (18) both hold. Recall that [; is the
((1 +6)%2yn” + 1)—th largest distance from the sampled points B to o;, so ‘B \ B(os,1;)
(1+6)2yn”, and thus [; > I} by (17).

The inequality (18) implies that the ((1+ &§)2yn” + 1)-th farthest point (say g,) from B

to 0; is not in Q. Then, we claim that B(o;,/;) N Q = (. Otherwise, let qy € B(o;, L)NQ.

Then we have
llgy —oill <1i = llgz — oill. (19)
Note that @ is the set of farthest ¢ points to o; of P. So ¢, ¢ @ implies

|lge — 0| <min|lg — oif| < [lgy — 04| (20)
q€Q

which is in contradiction to (19). Therefore, B(o;, 1;)NQ = 0. Further, since B(o;, 1;) excludes
exactly the farthest ¢ points (i.e., Q), B(o;, l;) NQ = 0 implies I; < ;.

Overall, we have [; € [I},1], i.e., the ((1+6)?yn” + 1)-th farthest point from B locates
in the ring bounded by the spheres B(0;,1;) and B(o;,[;) as shown in Figure 2. Also, I; > I
implies
(1+46)2

= S n = (1+ 0, (21)

‘P \ B(os, ;)

< |[P\B(oT)

where the last equality comes from the assumption ¢ < 1/3. So (5) and (6) are true in
Lemma 7.

4  Sub-linear Time Algorithm of MEB with Outliers

Recall the remark following Theorem 4. As long as the selected point has a distance to the
center of M EB(T) larger than (1 + €) times the optimal radius, the expected improvement

will always be guaranteed. Following this observation, we investigate the following approach.
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Suppose we run the core-set construction procedure decribed in Theorem 4 (we should
replace P by P,y in our following analysis). In the i-th step, we add an arbitrary point from
Popt \ B(04, (1 4 €)Rad(Popt)) to T. We know that a (1 + €)-approximation is obtained after
at most ﬁ steps, that is, P,y C B(Oi, (1+ E)Rad(Popt)) for some ¢ < ﬁ

However, we need to solve two key issues in order to implement the above approach:
(i) how to determine the value of Rad(P,p;) and (ii) how to correctly select a point from
Popt \ B(04, (1 + €)Rad(Pppt)). Actually, we can implicitly avoid the first issue via replacing
(1 4+ €)Rad(P,p) by the t-th largest distance from the points of P to o;, where we set
t = (1 + d)yn for achieving a (1 + ¢€,1 4 d)-approximation in the following analysis. For the
second issue, we randomly select one point from the farthest ¢ points of P to o;, and show
that it belongs to Popy \ B(0;, (1 + €)Rad(P,,:)) with a certain probability.

Based on the above idea, we present a sub-linear time (1+e¢, 1+0)-approximation algorithm
in this section. To better understand the algorithm, we show a linear time algorithm first
(Algorithm 1 in Sections 4.1). Note that Bddoiu et al. [13] also achieved a (1 + €,1 + J)-
approximation algorithm but with a higher complexity. Please see more details in our
analysis on the running time at the end of Sections 4.1. More importantly, we
improve the running time of Algorithm 1 to be sub-linear. For this purpose, we need to
avoid computing the farthest ¢ points to o;, since this operation will take linear time. Also,
Algorithm 1 generates a set of candidates for the solution and we need to select the best one.
This process also costs linear time. By using the techniques proposed in Section 3, we can
remedy these issues and develop a sub-linear time algorithm that has the sample complexity
independent of n and d, in Section 4.2.

4.1 A Linear Time Algorithm

Algorithm 1 (1 +¢,1 + §)-approximation Algorithm for MEB with Outliers.

Input: A point set P with n points in R, the fraction of outliers v € (0,1), and the

parameters 0 < ¢,0 < 1, z € ZT.

1 Let t = (14 0)yn.

2: Initially, randomly select a point p € P and let T' = {p}.

3: © = 1; repeat the following steps until ¢ > z:
(1) Compute the approximate MEB center o; of T
(2) Let @ be the set of farthest ¢ points from P to o;; denote by [; the (¢t + 1)-th largest

distance from P to o;.

(3) Randomly select a point ¢ € @, and add it to T.
(4) i=i+1.

4: Output the ball B(o;, ;) where 7 = arg; min{l; | 1 <i < z}.

In this section, we present our linear time (14 ¢, 1 + §)-approximation algorithm for MEB
with outliers (see Algorithm 1). For convenience, denote by ¢; and r; the exact center and
radius of M EB(T) respectively in the i-th round of Step 3 of Algorithm 1. In Step 3(1), we
compute the approximate center o; with a distance to ¢; of less than {Rad(T') = s1$ Rad(T),
where s € (0, 1) as described in Theorem 4 (we will determine the value of s in our following
analysis on the running time). The following theorem shows the success probability of

Algorithm 1.

» Theorem 8. If the input parameter z = ﬁ (we assume it is an integer for convenience),

then with probability (1 — ’y)(%é)z, Algorithm 1 outputs a (14 €,1+ d)-approzimation for

the MEB with outliers problem.
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Before proving Theorem 8, we present the following two lemmas first.
» Lemma 9. With probability (1 — 7)(%)2, after running z rounds in Step 3, the set
T C P,y in Algorithm 1.

Proof. Initially, because |Ppp|/|P| = 1 — ~, the first selected point in Step 2 belongs to P,
with probability 1 —«. In each of the z rounds in Step 3, the selected point belongs to Py
with probability %, since

|Popth| _ 17‘Q\Popt| 217|P\Popt|:17 mn —_ g ) (22)
Q) Q| Q| (I+0)yn 1496
Therefore, T' C P,,; with probability (1 — 7)(%)? |

» Lemma 10. In the i-th round of Step 3 for 1 < i < z, at least one of the following
two events happens: (1) o; is the ball center of a (1 + €,1 4+ §)-approzimation; (2) rir1 >
(14 €)Rad(Popt) — ||ci — ciya]| — &mi.

Proof. If I; < (1 + €)Rad(P,pt), then we are done. That is, the ball B(o;,l;) covers (1 —
(1 + 8)y)n points with radius I; < (1 + €)Rad(P,,:) (the first event happens). Otherwise,
l; > (14 €)Rad(P,p) and we consider the second event. Let ¢ be the point added to T in
the i-th round. Using the triangle inequality, we have

lloi = all < [loi = cill + |lei = civall + [cirr — all < &ri+ [lei — cigall + riga. (23)
Since l; > (14 €)Rad(P,p:) and g lies outside of B(o;,1;), i.e, ||0; —¢|| > 1; > (14 €)Rad(Popt),
(23) implies that the second event happens and the proof is completed. |

Proof of Theorem 8. Suppose that the first event of Lemma 10 never happens. As a
consequence, we obtain a series of inequalities for each pair of radii r;41 and ry, i.e., r;41 >
(1 + ¢)Rad(P,pt) — |lc;i — cit1l|| — &ri. Assume that T C P,y in Lemma 9, i.e., each time the
algorithm correctly adds a point from P, to T. Using the almost identical idea for proving
Theorem 4 in Section 2.1, we know that a (1 + €)-approximate MEB of P, is obtained after
at most z rounds. The success probability directly comes from Lemma 9. Overall, we obtain
Theorem 8. <

Moreover, Theorem 8 implies the following corollary.

» Corollary 11. If one repeatedly runs Algorithm 1 O(ﬁ(l + %)z) times, with constant

probability, the algorithm outputs a (1+ €,1+ §)-approximation for the problem of MEB with
outliers.

Running time. In Theorem 8, we set z = ﬁ and s € (0,1). To keep z small, according

to Theorem 4, we set s = 2-6+
€

For each round of Step 3, we need to compute an approximate center o; that has a distance
to the exact one less than &r; = st5_r; = O(€®)r;. Using the algorithm proposed in [11], this

can be done in O(g%\T|d) = O(%d) time. Also, the set Q can be obtained in linear time by
the algorithm in [10]. In total, the time complexity for obtaining a (1+e¢, 14 d)-approximation
in Corollary 11 is

O(%(nJre%)d)’ (24)

where C' = O(ﬁ(l + 1)%41). As mentioned before, Bidoiu et al. [13] also achieved
a linear time bi-criteria approximation. However, the hidden constant of their running
time is exponential in @(}“) (where p is defined in [13], and should be §v to ensure a
(14 €,1+ &)-approximation) that is much larger than 2 4 1.

so that z = 2 + 1 (only larger than the lower bound 2 by 1).
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4.2 Improvement on Running Time

In this section, we show that the running time of Algorithm 1 can be further improved to
be independent of the number of points n. First, we observe that it is not necessary to
compute the set @) of the farthest ¢ points in Step 3(2) of the algorithm. Actually, as long
as the selected point ¢ is part of P,y N Q in Step 3(3), a (1 + ¢,1 + §)-approximation is
still guaranteed. The Uniform-Adaptive Sampling procedure proposed in Section 3 can help
us to obtain a point ¢ € Pyp N @ without computing the set (). Moreover, in Lemma 7,
we show that the radius of each candidate solution can be estimated via random sampling.
Overall, we achieve a sub-linear time algorithm (Algorithm 2). Following the analysis in
Section 4.1, we set s = 54 SO that z = ﬁ = % + 1. We present the results in Theorem 12
and Corollary 13. Comparing with Theorem 8, we have an extra (1 —71)(1 — n2) in the

success probability in Theorem 12, due to the probabilities from Lemmas 6 and 7.

Algorithm 2 Sub-linear Time (1 + ¢, 1 4+ O(d))-approximation Algorithm for MEB with Outliers.

Input: A point set P with n points in R, the fraction of outliers v € (0,1), and the
parameters €,11,72 € (0,1), 6 € (0,1/3), and z € Z™.
1: Let n’ = O(% log %), n' = O(ﬁlog 77%), t'=3(1+6)yn/, and t” = (1 + 6)*yn”.
2: Initially, randomly select a point p € P and let T = {p}.
3: i = 1; repeat the following steps until j = z:
(1) Compute the approximate MEB center o; of T'.
(2) Sample n’ points uniformly at random from P, and let Q' be the set of farthest ¢’
points to o; from the sample.
(3) Randomly select a point ¢ € @', and add it to T'.
(4) Sample n” points uniformly at random from P, and let [; be the (¢ + 1)-th largest
distance from the sampled points to o;.
(5) i=i+1.
4: Output the ball B(o;,1;) where i = arg; min{l; | 1 <14 < z}.

» Theorem 12. If the input parameter z = 2 + 1, then with probability (1 —~)((1 —m)(1 —
ng)ﬁ)z, Algorithm 2 outputs a (1 + €,1+ O(0))-approxzimation for the problem of MEB
with outliers.

To boost the success probability in Theorem 12, we need to repeatedly run Algorithm 2
and output the best candidate. However, we need to be careful on setting the parameters.
The success probability in Theorem 12 consists of two parts, P; = (1 —7)((1 — nl)ﬁ)z
and Py = (1 — n2)#, where Py indicates the probability that {o1,---,0,} contains a qualified
candidate, and Ps indicates the success probability of Lemma 7 over all the z rounds.
Therefore, if we run Algorithm 2 N = O(p%) times, with constant probability (by taking
the union bound), the set of all the generated candidates contains at least one that yields a
(1+ €1+ O(d))-approximation; moreover, to guarantee that we can correctly estimate the
resulting radii of all the candidates via the Sandwich Lemma with constant probability, we
need to set 7, = O(-%) (because there are O(zN) candidates).

» Corollary 13. If one repeatedly runs Algorithm 2 N = O(ﬁ(l_lm 3+ %))Z) times with

setting 1y = O(Z%), with constant probability, the algorithm outputs a (1 +¢,1 + O(5))-
approximation for the problem of MEB with outliers.
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The calculation of running time is similar to (24) in Section 4.1. We just replace n by

max{n’,n"} = O(ﬁ log 77%) = O(ﬁ log(2N)) = 0(52175) 2 and change the value of C' to

2
be O(ﬁ ( 1—1n1 3+ %)) ¢ H). So the total running time is independent of n. Also, to covert
the result from (1 + €, 1+ O(d))-approximation to (1 + €, 1 4 §)-approximation, we just need

to reduce the value of § in the input of Algorithm 2 appropriately.

5 The Extension: MEX with Qutliers

In this section, we extend Definition 2 and define a more general problem called minimum
enclosing “x” (MEX) with Outliers. We observe that the ideas of Lemma 6 and 7 can
be further extended to deal with MEX with outliers problems, as long as the shape “x”
satisfies several properties. To describe a shape “x”, we need to clarify three basic
concepts: center, size, and distance function.

Let X be the set of specified shapes in R?. In this paper, we require that each shape
x € X is uniquely determined by the following two components: “c(z)”, the center of z, and
“s(z) > 07, the size of x. For any two shapes z1,x2 € X, x1 = x5 if and only if ¢(x1) = ¢(x2)
and s(z1) = s(x2). Moreover, given a center oy and a value [y > 0, we use x(0g, lp) to denote
the shape x with ¢(z) = og and s(z) = ly. For different shapes, we have different definitions
for the center and size. For example, if x is a ball, ¢(x) and s(z) should be the ball center and
the radius respectively; given oy € R? and Iy > 0, x(0g,lp) should be the ball B(og,l). As a
more complicated example, consider the k-center clustering with outliers problem, which is to
find & balls to cover the input point set excluding a certain number of outliers and minimize
the maximum radius (w.l.0.g., we can assume that the k balls have the same radius). For
this problem, the shape “x” is a union of k balls in R%; the center ¢(z) is the set of the k
ball centers and the size s(z) is the radius.

For any point p € R? and any shape z € X, we also need to define a distance function
f(e(x),p) between the center ¢(x) and p. For example, if = is a ball, f(c(z),p) is simply
equal to ||p — ¢(z)||; if = is a union of k balls with the center c¢(z) = {c1,c2, -+ ,ck}, the
distance should be minj<,< ||p — ¢;||. Note that the distance function is only for ranking
the points to ¢(z), and not necessary to be non-negative (e.g., we define a distance function
fle(x),p) <0 for SVM). By using this distance function, we can define the set “Q” and the
value “l;” when generalizing Lemma 6 and 7 below. To guarantee their correctnesses, we
also require X to satisfy the following three properties.

» Property 1. For any two shapes x1 # x9 € X, if c¢(x1) = ¢(x2), then

s(x1) < s(x2) <= x1 is covered by x2, (25)
where “xy is covered by xo” means “for any point p ERY, p e xy = p € ay”
» Property 2. Given any shape x € X and any point py € x, the set

{p|peR? and f(c(x),p) < fle(x),po)} C . (26)

» Property 3. Given any shape center oy and any point py € R%, they together determine
a value ro = min{r | r > 0,py € z(0p,)}; that is, po € z(0g,7r0) and py ¢ x(0o,r) for any
r <rg. (Note: usually the value rq is just the distance from py to the shape center oy; but
for some cases, such as the SVM problem, the shape size and distance function have different
meanings).

2 The asymptotic notation O(f) = O(f . polylog(m»‘
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Intuitively, Property 1 shows that s(z) defines an order of the shapes sharing the same
center c¢(x). Property 2 shows that the distance function f defines an order of the points to a
given shape center ¢(z). Property 3 shows that a center oy and a point py can define a shape
just “touching” py. We can take X = {all d-dimensional balls} as an example. For any two
concentric balls, the smaller one is always covered by the larger one (Property 1); if a point
po is inside a ball z, any point p having the distance ||p — ¢(z)|| < ||po — ¢(z)|| should be
inside = too (Property 2); also, given a ball center oy and a point po, po € B(0o, ||po — 00l])
and pg ¢ B(og,r) for any r < ||pop — op|| (Property 3).

Now, we introduce the formal definitions of the MEX with outliers problem and its
bi-criteria approximation.

» Definition 14 (MEX with Outliers). Suppose the shape set X satisfies Property 1, 2, and 3.
Given a set P of n points in R and a small parameter v € (0,1), the MEX with outliers
problem is to find the smallest shape x € X that covers (1 — y)n points. Namely, the task
is to find a subset of P with size (1 —~)n such that its minimum enclosing shape of X is

the smallest among all possible choices of the subset. The obtained solution is denoted by
MEX(P,7).

» Definition 15 (Bi-criteria Approximation). Given an instance (P,~y) for MEX with outliers
and two small parameters 0 < €,6 <1, a (1 +¢,1+ §)-approzimation of (P,7) is a solution
x € X that covers at least (1 — (1 + 0)y)n points and has the size at most (1 + €)s(zopt),
where Topt 15 the optimal solution.

It is easy to see that Definition 2 of MEB with outliers actually is a special case
of Definition 14. Similar to MEB with outliers, we still use P,p;, where P,,; C P and
| Popt| = (1 —)n, to denote the subset covered by the optimal solution of MEX with outliers.

Now, we provide the generalized versions of Lemma 6 and 7. Similar to the core-set
construction method in Section 2.1, we assume that there exists an iterative algorithm I" to
compute MEX (without outliers); actually, this is an important prerequisite to design the
sub-linear time algorithms under our framework (we will discuss the iterative algorithms
for the MEX with outliers problems considered in our paper, including flat fitting, k-center
clustering, and SVM, in the appendix). In the i-th iteration of I, it maintains a shape center
0;. Also, let @ be the set of (1 + d)yn farthest points from P to o; with respect to the
distance function f. First, we need to define the value “I;” by @ in the following claim.

> Claim 16. There exists a value {; > 0 satisfying P \ z(0;,1;) = Q.

Proof. The points of P can be ranked based on their distances to 0;. Without loss of generality,
let P = {p1,p2, -+ ,pn}t with f(o;,p1) > f(oi,p2) > -+ > f(0i,pn) (for convenience, we
assume that any two distances are not equal; if there is a tie, we can arbitrarily decide their
order to 0;). Therefore, the set @ = {p,; | 1 <j < (1+0)yn}. Moreover, from Property 3, we
know that each point p; € P corresponds to a value r; that p; € z(o;,7;) and p; ¢ x(0;,7) for
any r < r;. Denote by z; the shape x(0;,7;). We select the point p;, with jo = (1+0)yn+ 1.
From Property 2, we know that p; € z;, for any j > jo, i.e., (a) P\ Q C z;,. We also need
to prove that p; ¢ x;, for any j < jo. Assume there exists some p;, € z;, with j1 < jo.
Then we have r;, < r;, and thus p;, ¢ z;, (by Property 3). By Property 2, p;, ¢ x;, implies
f(0i,pjo) > f(04i,pj, ), which is in contradiction to the fact f(o;,pj,) < f(0i,pj,). So we have
(b) Q N Tjy = @

From the above (a) and (b), we know P \ =, = Q. Therefore, we can set the value
l; =rj, and then P\ z(0;,{;) = Q. <
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» Lemma 17 (Generalized Uniform-Adaptive Sampling). Let n € (0,1). If we sample n’ =
O(% log 7711) points independently and uniformly at random from P and let Q' be the set of
farthest %(1 + 8)yn' points to o; from the sample, then, with probability at least 1 — ny, the
following holds

@n(Pwn@)|

> . 27
@ T 0
Proof. Let A denote the set of sampled n’ points from P. Similar to (9), we have
1 3
‘Am (Pome)‘ >0’ and ‘AmQ’ <30+’ (28)

with probability 1 — 7. Similar to (10), we have

ANQ=A{pe Al f(oi,p) > f(oi,pjo)}, (29)

where pj;, is the point selected in the proof of Claim 16. By using the same manner of
Claim 16, we also can select a point p;; € A with

Then, we can prove
(A N (Pope N Q)) = (Q’ N (Popt N Q)). (31)
by using the same idea of (14). Hence,
@ (P Q)| A0 (P Q) 5 )
= > ,
Q| Q'] ~3(1+9)
where the final inequality comes from the first inequality of (28) and the fact |Q'| =
31+ 6. <

» Lemma 18 (Generalized Sandwich Lemma). Let 0z € (0,1) and assume § < 1/3. 1; is the
value from Claim 16. We sample n” = O(ﬁ log n%) points independently and uniformly at
random from P and let q be the ((1+ &)2yn” + 1)-th farthest one from the sampled points to
0;. If l; = min{r | r > 0,q € x(0;,7)} (similar to the way defining “ro” in Property 3), then,
with probability 1 — na, the following holds

l;
‘P \ (01, 1;)

A

< I (33)
< (1+0(03))n. (34)

Proof. Let B denote the set of sampled n” points from P. By using the same manner

of Claim 16, we know that there exists a value I} > 0 satisfying ‘P \ z(0;,1})

Similar to the proof of Lemma 7, we can prove that I; € [I},1;]. Due to Property 1, we know

that x(o0;,1;) is “sandwiched” by the two shapes x(0;,1}) and z(o;,!;). Further, since z(o;,})
is covered by z(o0;,1;), we have
(140)?

=S n = (14 00, (35)

‘P \ (01, 1;)

< [P\a(on 1)

where the last equality comes from the assumption § < 1/3. So (33) and (34) are true. <

14-6)2
:7(1:3 yn.
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Due to the space limit, we place other parts to the full version of our paper [27]. We

propose the sub-linear time bi-criteria approximation algorithms for three different MEX
with outlier problems: k-center clustering, flat fitting, and SVM with outliers. All of these
problems have important applications in real world, and our results significantly reduce their

time complexities comparing with existing approaches.
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A Appendix
A.1 The Lower Bound of Sample Size for MEB with QOutliers

Actually, it is easy to obtain a sub-linear time randomized 2-approximation algorithm for
MEB with outliers (if only returning the center): one can randomly select one point p € P,
and it belongs P,,; with probability 1 — +y; thus, with probability 1 — , the point p yields a
2-approximation by using the triangle inequality. Below, we consider an example and show
that it is impossible to achieve a single-criterion A-approximation for any A < 2, if the time
complexity is required to be independent of n.

Let qa, g, and g. be three colinear points in R?, where ||q, — q|| = = and ||gs — ¢.|| = ¥
(see Figure 3). Let v € (0,1) and the point set P = P, U P, U P, where P, contains a single
point located at ¢,, P, contains (1 —v)n — 1 points overlapping at ¢, and P, contains yn
points overlapping at ¢.. Consider the instance (P,~) for the problem of MEB with outliers.
Suppose r < y. Consequently, the optimal subset F,,; should be P, U P, and the optimal
radius is x/2.
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Figure 3 ||go — @]| = = and [[gp — gc|| = y.

If we take a random sample S of size m = o(n) from P, with high probability, P, NS =}
(even if we repeat our sampling a constant number of times, the single point P, will still be
missing with high probability). Therefore, S only contains the points from P, and P.. If we
run an existing algorithm on S, the resulting ball center, say o, should always be inside the
convex hull of S, i.e., the segment Gpg.. Let B(o,r) be the ball covering (1 — y)n points of P.
We consider two cases: (1) ¢, € B(o,r) and (2) q, & B(o,7). For case (1), since 0 € §pqq, it is
easy to know that the radius r > ||g, — ¢»|| = « and therefore the approximation ratio is at
least 2. For case (2), since |Py| = (1 — y)n — 1, B(o, r) must cover some point from P, and
therefore r = y/2; because = < y, the approximation ratio is also larger than 2.

A.2 Proof of Theorem 4

Similar to the analysis in [11], we let \; = {7 Baarp) - Because 7; is the radius of MEB(T)
and T' C P, we know r; < Rad(P) and then \; < 1/(1 + €). By simple calculation, we know
((1+e) Rad(P)—¢r,) " —r2
2((1+¢) Rad(P)—¢r; )
value. Plugging this value of L; into (3), we have

that when L; = the lower bound of ;41 in (3) achieves the minimum

((L—6x)? - 22)°

M > N2 36
i+1 = g + 4(1 _ 6)\1)2 ( )
To simplify inequality (36), we consider the function g(z) = %, where 0 < x < . Its
derivative ¢'(z) = —1 — (137336)2 is always negative, thus we have
(1-6>- N
o) 2 o) = T (37)

Because § < 5 and A\; < 1/(1 +€), we know that the right-hand side of (37) is always

non-negative. Using (37), the inequality (36) can be simplified to

2
)‘i—i-l

V

> N+ (0©)
(1-97-2)"

2
Af+ 118y (38)
(38) can be further rewritten as
Air1 )2 1 A 12)2
(1-5) 2 Z(1+<1—§))
Ait1 1 Ai o
i1 < 5(1+(1—§))' (39)

Now, we can apply a similar transformation of A\; which was used in [11]. Let v; = o
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We know ~; > 1 (note 0 < \; < %JFE and { < 1%). Then, (39) implies that

1+
Vit1 2 1%1
_2’)’1‘
1 1
= (1 24 ...
il +2%+(2%) )
1

where the equation comes from the fact that «; > 1 and thus 2%“ € (0, %) Note that \g =0
and thus 79 = 1. As a consequence, we have ~; > 1+ % In addition, since \; < 1%-57 that is,
¥ < #, we have

aroa-9

2 2
e—&—€f (1—1g)e

Consequently, we obtain the theorem.

1<

(41)
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