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Abstract
Let G = (V, E) be an undirected graph and let B ⊆ V × V be a set of terminal pairs. A node/edge
multicut is a subset of vertices/edges of G whose removal destroys all the paths between every
terminal pair in B. The problem of computing a minimum node/edge multicut is NP-hard and
extensively studied from several viewpoints. In this paper, we study the problem of enumerating
all minimal node multicuts. We give an incremental polynomial delay enumeration algorithm
for minimal node multicuts, which extends an enumeration algorithm due to Khachiyan et al.
(Algorithmica, 2008) for minimal edge multicuts.

Important special cases of node/edge multicuts are node/edge multiway cuts, where the set
of terminal pairs contains every pair of vertices in some subset T ⊆ V , that is, B = T × T . We
improve the running time bound for this special case: We devise a polynomial delay and exponential
space enumeration algorithm for minimal node multiway cuts and a polynomial delay and space
enumeration algorithm for minimal edge multiway cuts.
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1 Introduction

Let G = (V,E) be an undirected graph and let B be a set of pairs of vertices of V . We
call a pair in B a terminal pair and the set of vertices in B is denoted by T (B). A node
multicut of (G,B) is a set of vertices M ⊆ V \ T (B) such that there is no path between any
terminal pair of B in the graph obtained by removing the vertices in M . A edge multicut of
(G,B) is defined as well: the set of edges whose removal destroys all the paths between every
terminal pair. The minimum node/edge multicut problem is of finding a smallest cardinality
node/edge multicut of (G,B). When B = T ×T for some T ⊆ V , the problems are called the
minimum node/edge multiway cut problems, and a multicut of (G,B) is called a multiway
cut of (G,T ).

These problems are natural extensions of the classical minimum s-t separator/cut problems,
which can be solved in polynomial time using the augmenting path algorithm. Unfortunately,
these problems are NP-hard [11] even for planar graphs and for general graphs with fixed |T | ≥
3. Due to numerous applications (e.g. [14,23,36]), a lot of efforts have been devoted to solving
these problems from several perspectives such as approximation algorithms [1,9,17,18,24],
parameterized algorithms [10,20,30,32,40], and restricting input [3, 6, 11,21,27,31].
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60:2 Efficient Enumerations for Minimal Multicuts and Multiway Cuts

In this paper, we tackle these problems from yet another viewpoint. Our focus is
enumeration. Since the problems of finding a minimum node/edge multicut/multiway cut
are all intractable, we rather enumerate minimal edge/node multicuts/multiway cuts instead.
We say that a node/edge multicut M of (G,B) is minimal if M ′ is not a node/edge multiway
cut of (G,B) for every proper subset M ′ ⊂M , respectively. Minimal node/edge multiway
cuts are defined accordingly. Although finding a minimal node/edge multicut is easy, our
goal is to enumerate all the minimal edge/node multicuts/multiway cuts of a given graph G
and terminal pairs B. In this context, there are several results related to our problems.

There are linear delay algorithms for enumerating all minimal s-t (edge) cuts [33, 38],
which is indeed a special case of our problems, where T contains exactly two vertices s and
t. Here, an enumeration algorithm has delay complexity f(n) if the algorithm outputs all
the solutions without duplication and for each pair of consecutive two outputs (including
preprocessing and postprocessing), the running time between them is upper bounded by f(n),
where n is the size of the input. For the node case, the problem of enumerating all minimal
s-t (node) separators has received a lot of attention and numerous efforts have been done for
developing efficient algorithms [28,35,37] due to many applications in several fields [4,13,15].
The best known enumeration algorithm for minimal s-t separators was given by Tanaka [37],
which runs in O(nm) delay and O(n) space, where n and m are the number of vertices and
edges of an input graph, respectively.

Khachiyan et al. [25] studied the minimal edge multicut enumeration problem. They
gave an efficient algorithm for this problem, which runs in incremental polynomial time [22],
that is, ifM is a set of minimal edge multicuts of (G,B) that are generated so far, then the
algorithm decides whether there is a minimal edge multicut of G not included inM in time
polynomial in |V |+|E|+|M|. Moreover, if such a minimal edge multicut exists, the algorithm
outputs one of them within the same running time bound. As we will discuss in the next
section, this problem is a special case of the node counterpart and indeed a generalization of
the minimal edge multiway cut enumeration problem. Therefore, this algorithm also works
for enumerating all minimal edge multiway cuts. However, there can be exponentially many
minimal edge multicuts in a graph. Hence, the delay of their algorithm cannot be upper
bounded by a polynomial in terms of input size. To the best of our knowledge, there is no
known non-trivial enumeration algorithm for minimal node multiway cuts.

Let (G = (V,E), B) be an instance of our enumeration problems. In this paper, we give
polynomial delay or incremental polynomial delay algorithms.

I Theorem 1. There is an algorithm which enumerates all the minimal node and edge
multiway cuts of (G,B) in O(|T (B)| · |V | · |E|) and O

(
|T (B)| · |V | · |E|2

)
delay, respectively.

The algorithm in Theorem 1 requires exponential space to avoid redundant outputs. For
the edge case, we can simultaneously improve the time and space consumption.

I Theorem 2. There is an algorithm which enumerates all the minimal edge multiway cuts
of (G,B) in O(|T (B)| · |V | · |E|) delay in polynomial space.

For the most general problem among them (i.e., the minimal node multicut enumeration
problem), we give an incremental polynomial time algorithm.

I Theorem 3. There is an algorithm of finding, given a set of minimal node multicutsM
of (G,B), a minimal node multicut M of (G,B) with M /∈M if it exists and runs in time
O(|M| · poly(n)).

The first and second results simultaneously improve the previous incremental polynomial
running time bound obtained by applying the algorithm of Khachiyan et al. [25] to the edge
multiway cut enumeration and extends enumeration algorithms for minimal s-t cuts [33,38]
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and minimal a-b separators [37]1. The third result extends the algorithm of Khachiyan
et al. to the node case. Since enumerating minimal node multicuts is at least as hard as
enumerating minimal node multiway cuts and enumerating minimal node multiway cuts is
at least as hard as enumerating minimal edge multiway cuts (See Proposition 4 for details),
this hierarchy directly reflects on the running time of our algorithms.

The basic idea behind these results is that we rather enumerate a particular collection
of partitions/disjoint subsets of V than directly enumerating minimal edge/node multicut-
s/multiway cuts of (G,B). It is known that an s-t edge cut of G is minimal if and only
if the bipartition (V1, V2) naturally defined from the s-t cut induces connected subgraphs
of G, that is, G[V1] and G[V2] are connected [12]. For minimal a-b separators, a similar
characterization is known using full components (see [19], for example). These facts are
highly exploited in enumerating minimal s-t cuts [33, 38] or minimal a-b separators [37], and
can be extended for our cases (See Sections 3, 4, and 5). To enumerate such a collection
of partitions/disjoint subsets of V in the claimed running time, we use three representative
techniques: the proximity search paradigm due to Conte and Uno [8] for the exponential
space enumeration of minimal node multiway cuts, the reverse search paradigm due to Avis
and Fukuda [2] for polynomial space enumeration of minimal edge multiway cuts, and the
supergraph approach, which appeared implicitly and explicitly in the literature [7,8, 25,34],
for the incremental polynomial time enumeration of minimal node or edge multicuts. These
approaches basically define a (directed) graph on the set of solutions we want to enumerate. If
we appropriately define some adjacency relation among the vertices (i.e. the set of solutions)
so that the graph is (strongly) connected, then we can enumerate all solutions from a specific
or arbitrary solution without any duplication by traversing this (directed) graph. The key to
designing the algorithms in Theorem 1 and 2 is to ensure that every vertex in the graphs
defined on the solutions has a polynomial number of neighbors.

We also consider a generalization of the minimal node multicut enumeration, which we
call the minimal Steiner node multicut enumeration. We show that this problem is at least
as hard as the minimal transversal enumeration on hypergraphs.

Due to the space limitation, proofs (marked F) are omitted and can be found in the full
version [29].

2 Preliminaries

In this paper, we assume that a graph G = (V,E) is connected and has no self-loops and
no parallel edges. Let X ⊆ V . We denote by G[X] the subgraph of G induced by X. The
neighbor set of X is denoted by NG(X) (i.e. NG(X) = {y ∈ V \X : x ∈ X ∧{x, y} ∈ E} and
the closed neighbor set of X is denoted by NG[X] = N(X)∪X. When X consists of a single
vertex v, we simply write NG(v) and NG[v] instead of NG({v}) and NG[{v}], respectively. If
there is no risk of confusion, we may drop the subscript G. For a set of vertices U ⊆ V (resp.
edges F ⊆ E), the graph obtained from G by deleting U (resp. F ) is denoted by G−U (resp.
G− F ).

Let B be a set of pairs of vertices in V . We denote by T (B) = {s, t : {s, t} ∈ B}. A
vertex in T (B) is called a terminal, a pair in B is called a set of terminal pairs, and T (B) is
called a terminal set or terminals. When no confusion can arise, we may simply use T to
denote the terminal set. A set of edges M ⊆ E is an edge multicut of (G,B) if no pair of
terminals in B is connected in G −M . When B is clear from the context, we simply call

1 However, our algorithm requires exponential space for minimal node multiway cuts, whereas Takata’s
algorithm [37] runs in polynomial space.
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M an edge multicut of G. An edge multicut M is minimal if every proper subset M ′ ⊂M
is not an edge multicut of G. Note that this condition is equivalent to that M \ {e} is not
an edge multicut of G for any e ∈ M . Analogously, a set of vertices X ⊆ V \ T is a node
multicut of G if there is no paths between any terminal pair of B in G−X. The minimality
for node multicuts is defined accordingly.

The demand graph for B is a graph defined on T (B) in which two vertices s and t are
adjacent to each other if and only if {s, t} ∈ B. When B contains a terminal pair {s, t} for
any distinct s, t ∈ T (B), that is, the demand graph for B is a complete graph, a node/edge
multicut is called a node/edge multiway cut of G.

Let G = (V,E) be a graph and let B be a set of terminal pairs. Let G′ be the graph
obtained from the line graph of G by adding a terminal t′ for each t ∈ T and making t′
adjacent to each vertex corresponding to an edge incident to t in G.

I Proposition 4. Let M ⊆ E. Then, M is an edge multicut of G if and only if M is a node
multicut of G′.

By Proposition 4, designing an enumeration algorithm for minimal node multicuts/multi-
way cuts, it allows us to enumerate minimal edge multicuts/multiway cuts as well. However,
the converse does not hold in general.

3 Incremental polynomial time enumeration of minimal node
multicuts

In this section, we design an incremental polynomial time enumeration algorithm for minimal
node multicuts. Let G = (V,E) and let B be a set of terminal pairs.

For a (not necessarily minimal) node multicut M of G, there are connected components
C1, C2, . . . , C` in G −M such that each component contains at least one terminal but no
component has a terminal pair in B. Note that there can be components of G −M not
included in {C1, · · · , C`}. The following lemma characterizes the minimality of node multicut
in this way.

I Lemma 5 (F). A set of vertices M ⊆ V \ T of G is a minimal node multicut if and
only if there are ` connected components C1, C2, . . . , C` in G−M , each of which includes
at least one terminal of T , such that (1) there is no component which includes both vertices
in a terminal pair and (2) for any v ∈ M , there is a terminal pair (si, ti) such that both
components including si and ti have a neighbor of v.

From a minimal node multicut M of G, we can uniquely determine the set C of `
components satisfying the conditions in Lemma 5, and vice-versa. Given this, we denote
by CM the set of components corresponding to a minimal multicut M . From now on, we
may interchangeably use M ⊆ V \ T and CM as a minimal node multicut of G. For a (not
necessarily minimal) node multicut M of G, we also use CM to denote the set of connected
components {C1, . . . , C`} of G−M such that each component contains at least one terminal
but no component has a terminal pair.

We enumerate all the minimal node multicuts of G using the supergraph approach [7, 8,
25, 26]. To this end, we define a directed graph on the set of all the minimal node multicuts
of G, which we call a solution graph. The outline of the supergraph approach is described
in Algorithm 1. The following “distance” function plays a vital role for our enumeration
algorithm: For (not necessarily minimal) node multicuts M and M ′ of G,

dist(M,M ′) =
∑

C′∈CM′

|C ′ \ mcc (C ′,M)| ,
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Algorithm 1 Traversing a solution graph G using a breadth-first search.

1 Procedure Traversal(G)
2 S ← an arbitrary solution
3 Q,U ← {S}, ∅
4 while Q 6= ∅ do
5 Let S be a solution in Q
6 Output S //We do not output here for minimal node multicuts
7 Delete S from Q
8 for S′ ∈ Neighborhood(S,U) do
9 if S′ /∈ U then Q,U ← Q∪ {S′},U ∪ {S′}

where mcc (C ′,M) is the component C of G −M minimizing |C ′ \ C|. If there are two or
more components C minimizing |C ′ \ C|, we define mcc (C ′,M) as the one having a smallest
vertex with respect to some prescribed order on V among those components. It should be
mentioned that the function dist is not the actual distance in the solution graph which we
will define later. Note moreover that this value can be defined between two non-minimal
node multicuts as CM is well-defined for every node multicut M of G. Let M , M ′, and M ′′
be (not necessarily minimal) node multicuts of G. Then, we say that M is closer than M ′ to
M ′′ if dist(M,M ′′) < dist(M ′,M ′′).

I Lemma 6 (F). Let M and M ′ be minimal node multicuts of G. Then, M is equal to M ′
if and only if dist(M,M ′) = 0.

From a node multicut M of G, a function µ maps M to an arbitrary minimal node
multicut µ (M) ⊆M . In this paper, we define µ (M) as follows: If there is a vertex v such
that M \ {v} is a node multicut, we remove v. When there are two or more such vertices,
we pick a vertex with the minimum index. Clearly, this function computes a minimal node
multicut of G in polynomial time.

I Lemma 7 (F). Let M be a node multicut of G and M ′ a minimal node multicut of G.
Then, dist(µ (M),M ′) ≤ dist(M,M ′) holds.

To complete the description of Algorithm 1, we need to define the neighborhood of each
minimal node multicut of G. To enumerate all the minimal node multicut of G, we want to
ensure that the solution graph is strongly connected. To do this, we exploit dist as follows.
Let M and M ′ be distinct minimal node multicuts of G. We will define the neighborhood of
M in such a way that it should contain at least one minimal node multiway cut M ′′ of G
that is closer than M to M ′. This allows to eventually have M ′ from M with Algorithm 1.
The main difficulty is that the neighborhood of M contains such M ′′ for every M ′, which
will be described in the rest of this section.

To make the discussion simpler, we use the following two propositions. Here, for an edge
e of G, we let G/e denote the graph obtained from G by contracting edge e. We use ve to
denote the newly introduced vertex in G/e.

I Proposition 8. Let t1 be a terminal adjacent to another terminal t2 in G. Suppose {t1, t2}
is not included in B. Then, M is a minimal node multicut of (G,B) if and only if it is a
minimal node multicut of (G/e,B′), where e = {t1, t2} and B′ is obtained by replacing t1
and t2 in B with the new vertex ve in G/e.

If G has an adjacent terminal pair in B, then obviously there is no node multicut of G.
By Proposition 8, G has no adjacent terminals.

MFCS 2020
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Figure 1 This figure illustrates an example of Lemma 10. White circles represent vertices in
node multicuts and pairs of stars, squares, and triangles represent terminal pairs. The left and right
pictures depict a minimal node multicut M and a node multicut M ′′.

I Proposition 9. If there is a vertex v of G such that N(v) contains a terminal pair {s, t},
then for every node multicut M of G, we have v ∈ M . Moreover, M is a minimal node
multicut of (G,B) if and only if M \ {v} is a minimal node multicut of (G− {v} , B).

From the above two propositions, we assume that there is no pair of adjacent terminals
and no vertex including a terminal pair in B as its neighborhood. To define the neighborhood
of M , we distinguish two cases.

I Lemma 10 (F). Let M and M ′ be distinct minimal node multicuts of G, let C ′ ∈ CM ′ ,
and let C = mcc (C ′,M). Suppose there is a vertex v ∈ N(C) ∩ C ′ ⊆M such that N [v] ∪ C
has no terminal pair in B. Let Tv = N(v) ∩ T . Then M ′′ = (M \ {v}) ∪ (N(Tv ∪ {v}) \ C)
is a node multicut of G. Moreover, µ (M ′′) is closer than M to M ′.

Figure 1 illustrates an example of M and M ′′ in Lemma 10.
If there is a terminal pair {s, t} ∈ B in G[C ∪N [v]], M ′′ defined in Lemma 10 is not a

node multicut of G since s and t are contained in the connected component C ∪ Tv ∪ {v} of
G−M ′′ (see Figure 2). In this case, we have to separate all terminal pairs in this component.

I Lemma 11 (F). Let M and M ′ be two distinct minimal node multicuts of G, let C ′ ∈ CM ′ ,
and let C = mcc (C ′,M). Suppose there is a vertex v ∈ N(C) ∩ C ′ ⊆M such that N [v] ∪ C
contains some terminal pair in B. Let Tv = N(v) ∩ T . Then, M ′′ = (M \ {v}) ∪ (N(Tv ∪
{v}) \ C) ∪ (C ∩M ′) is a node multicut and µ (M ′′) is closer than M to M ′.

Now, we formally define the neighborhood of a minimal node multicut M in the solution
graph. Our goal is to ensure the strong connectivty of the solution graph. For each component
C and v ∈ N(C), the neighborhood ofM contains µ ((M \ {v}) ∪ (N(Tv ∪ {v}) \ C)) ifN [v]∪
C has no terminal pair in B and µ ((M \ {v}) ∪ (N(Tv ∪ {v}) \ C) ∪ (C ∩M ′)) otherwise.
By Lemmas 10 and 11, this neighborhood relation ensures that the solution graph is strongly
connected, which allows us to enumerate all the minimal node multicuts of G from an
arbitrary one using Algorithm 1. However, there is an obstacle: We have to generate the
neighborhood without knowing M ′ for the case where N [v] ∪ C has a terminal pair. To this
end, we show that computing the neighborhood for this case can be reduced to enumerating
the minimal a-b separators of a graph.

Suppose that N [v] ∪ C has a terminal pair. Let M ′ be an arbitrary node multicut of G.
An important observation is that C ∩M ′ is a node multicut of (G[C ∪ Tv ∪ {v}], {{s, t} :
{s, t} ∈ B, s ∈ Tv, t ∈ C}). Since C is a component of G−M , by Proposition 9, one of the
terminals in each terminal pair contained in N [v]∪C belongs to N(v)∩ T and the other one
belongs to C. Thus, every path between those terminal pairs pass through v in G[C∪Tv∪{v}]
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C1 = C
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Figure 2 This figure illustrates an example of Lemma 11. (M \ {v})∪ (N(Tv ∪ {v}) \C1)) is not
a node multicut of G, and then we additionally have to separate a pair of terminals (represented by
stars) in the component C′

1 = C1 ∪ Tv ∪ {v}.

and v /∈ M ′. It implies that C ∩M ′ is a node multicut of (G[C ∪ {v}], {{v, t} : {s, t} ∈
B, t ∈ C}). Let H = G[C ∪ {v}] and let B′ = {{v, t} : {s, t} ∈ B, t ∈ C}). Moreover, if we
have two distinct minimal node multicuts M1 and M2 of (H,B′), minimal node multicuts
µ ((M \ {v}) ∪ (N(Tv ∪ {v}) \ C) ∪ (C ∩Mi)), for i = 1, 2, are distinct since function µ does
not remove any vertex in M1 and M2.

Now, our strategy is to enumerate minimal node multicuts µ (C ∩M ′) of (H,B′) for
all M ′. This subproblem is not easier than the original problem at first glance. However,
this instance (H,B′) has a special property that the demand graph for B′ forms a star.
From this property, we show that this problem can be reduced to the minimal a-b separator
enumeration problem.

I Lemma 12 (F). Let H = G[C ∪ {v}] and let B′ = {{v, t} : {s, t} ∈ B, t ∈ C}. Let H ′ be
the graph obtained from H by identifying all the vertices of T (B′) \ {v} into a single vertex
vt. Then, M ⊆ (C ∪ {v}) \ T (B′) is minimal node multicut of (H,B′) if and only if M is a
minimal v-vt separator of H ′.

By Lemma 12, we can enumerate µ (C ∩M ′) for every minimal node multicut M ′ of G
by using the minimal a-b separator enumeration algorithm of Takata [37]. Moreover, as
observed above, for any distinct minimal v-vt separators S1 and S2 in H ′, we can generate
distinct minimal node multicuts µ ((M \ {v}) ∪ (N(Tv ∪ {v}) \ C) ∪ Si) of G.

The algorithm generating the neighborhood of M is described in Algorithm 2.

I Theorem 13 (F). Algorithm 1 with Neigborhood in Algorithm 2 enumerates all the
minimal multicuts of G in incremental polynomial time.

Note that, in Algorithm 2, we use Takata’s algorithm to enumerating minimal v-vt

separators of H ′. To bound the delay of our algorithm, we need to process lines 13-14 for
each output of Takata’s algorithm.

4 Polynomial delay enumeration of minimal node multiway cuts

This section is devoted to designing a polynomial delay and exponential space enumeration
algorithm for minimal node multiway cuts. Let G = (V,E) be a graph and let T be a set of
terminals. We assume hereafter that k = |T |. We begin with a characterization of minimal
node multiway cuts as Lemma 5.

I Lemma 14 (F). A node multiway cut M ⊆ V \ T is minimal if and only if there are k
connected components C1, C2, . . . , Ck of V \M such that (1) for each 1 ≤ i ≤ k, Ci contains
ti and (2) for every v ∈M , there is a pair of indices 1 ≤ i < j ≤ k with N(v) ∩ Ci 6= ∅ and
N(v) ∩ Cj 6= ∅.

MFCS 2020
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Algorithm 2 Computing the neighborhood of a minimal node multicut M of (G, B).

1 Function Neigborhood(M,M)
2 S ← ∅
3 for v ∈M do
4 for C ∈ CM do
5 Tv ← N(v) ∩ T
6 M ′′ ← (M \ {v}) ∪ (N(Tv ∪ {v}) \ C))
7 if G[C ∪N [v]] has no terminal pairs then
8 if µ (M ′′) 6∈ M then Output µ (M ′′)
9 S ← S ∪ {µ (M ′′)}

10 else
11 Run Takata’s algorithm [37] for (H ′, v, vt) in Lemma 12
12 foreach Output M ′ of minimal v-vt separator in H ′ do
13 if µ (M ′′ ∪M ′) 6∈ M then Output µ (M ′′ ∪M ′)
14 S ← S ∪ {µ (M ′′ ∪M ′)}
15 return S

From a minimal node multiway cut M of G, one can determine a set of k connected
components C1, . . . , Ck in Lemma 14. Conversely, from a set of connected components
C1, . . . , Ck satisfying (1) and (2), one can uniquely determine a minimal node multiway cut
M . Given this, we denote by CM a set of k connected components associated to M .

The basic strategy to enumerate minimal node multiway cuts is the same as one used
in the previous section: We define a solution graph that is strongly connected. Let M be
a minimal node multiway cut of G and let CM = {C1, . . . , Ck}. For 1 ≤ i ≤ k, v ∈M with
N(v)∩ (T \ {ti}) = ∅, let M i,v = (M \ {v})∪ (

⋃
j 6=i N(v)∩Cj). Intuitively, M i,v is obtained

from M by moving v to Ci and then appropriately removing vertices in N(v) from Cj . The
key to our polynomial delay complexity is the size of the neighborhood of each M is bounded
by a polynomial in n, whereas it can be exponential in the case of minimal node multicut.

I Lemma 15 (F). If M is a minimal node multiway cut of G, then so is M i,v.

Now, we define the neighborhood of M in the solution graph. The neighborhood of M
consists of the set of minimal node multiway cuts µ

(
M i,v

)
for every 1 ≤ i ≤ k and v ∈M

with N(v) ∩ (T \ {ti}) = ∅. To show the strong connectivity of the solution graph, we define

dist(M,M ′) =
∑

1≤i≤k

|C ′i \ Ci| ,

where CM = {C1, . . . , Ck} and CM ′ = {C ′1, . . . , C ′k}. Note that the definition of dist is
slightly different from one used in the previous section. Each component of a node multicut
may be have a several terminals. It is difficult to provide one-to-one correspondence between
connected components in the two solutions. However, in a node multiway cut, each connected
component has just one terminal. The fact makes it easy to provide appropriate one-
to-one correspondence between connected components in the two solutions. Let M , M ′,
M ′′ be minimal node multiway cuts of G. We say that M is closer than M ′′ to M if
dist(M,M ′) < dist(M ′′,M ′).

I Lemma 16 (F). LetM andM ′ be minimal node multiway cuts of G. Then, dist(M,M ′)=
0 if and only if M = M ′.
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Algorithm 3 Computing the neighborhood of a minimal node multiway cut M of G.

1 Function Neighborhood(M,M)
2 S ← ∅
3 for v ∈M do
4 for Ci ∈ CM do
5 if N(v) \ Ci has no terminals then S ← S ∪ µ

(
M i,v

)
6 return S

I Lemma 17 (F). Let M and M ′ be distinct minimal node multiway cuts of G. Then, there
is a minimal node multiway cut M ′′ of G in the neighborhood of M such that M ′′ is closer
than M to M ′.

Similarly to the previous section, by Lemma 17, we can conclude that the solution graph
is strongly connected. From this neighborhood relation, our enumeration algorithm is quite
similar to one in the previous section, which is described in Algorithm 3. To bound the delay
of Algorithm 3, we need to bound the time complexity of computing µ (M).

I Lemma 18 (F). Let M be a node multiway cut of G. Then, we can compute µ (M) in
O(n+m) time.

I Theorem 19 (F). Algorithm 1 with Neigborhood in Algorithm 3 enumerates all the
minimal node multiway cuts of G in O(knm) delay and exponential space.

5 Polynomial space enumeration for minimal edge multiway cuts

In the previous section, we have developed a polynomial delay enumeration for both node
multiway cuts. Proposition 4 and the previous result imply that the minimal edge multiway
cut enumeration problem can be solved in polynomial delay and exponential space. In this
section, we design a polynomial delay and space enumeration for minimal edge multiway
cuts. Let G = (V,E) be a graph and let T be a set of terminals.

I Lemma 20 (F). Let M ⊆ E be an edge multiway cut of G. Then, M is minimal if and
only if G−M has exactly k connected components C1, . . . , Ck, each Ci of which contains ti.

Note that the lemma proves in fact that there is a bijection between the set of minimal
multiway cuts of G and the collection of partitions of V satisfying the condition in the
lemma. In what follows, we also regard a minimal multiway cut M of G as a partition
PM = {C1, C2, . . . Ck} of V satisfying the condition in Lemma 20. We write Pi<

M , P<i
M , and

P≤i
M to denote

⋃
i<j Cj ,

⋃
j<i Cj , and

⋃
j≤i Cj , respectively. For a vertex v ∈ V , the position

of v in PM , denoted by PM (v), is the index 1 ≤ i ≤ k with v ∈ Ci.
The bottleneck of the space complexity for enumeration algorithms in the previous sections

is to use a dictionary to avoid duplication. To overcome this bottleneck, we propose an
algorithm based on the reverse search paradigm [2]. Fix a graph G = (V,E) and a terminal
set T ⊆ V . In this paradigm, we also define a graph on the set of all minimal edge multiway
cuts of G and a specific minimal edge multiway cut, which we call the root, denoted by
R ⊆ V . By carefully designing the neighborhood of each minimal edge multiway cut of G,
the solution graph induces a directed tree from the root, which enables us to enumerate those
without duplication in polynomial space.
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To this end, we first define the root PR = {Cr
1 , . . . , C

r
k} as follows: Let Cr

i be the
component in G− (P<i

R ∪ {ti+1, . . . , tk}) including ti. Note that P<1
R is defined as the empty

set and hence Cr
1 is well-defined.

I Lemma 21 (F). The root R is a minimal edge multiway cut of G.

Next, we define the parent-child relation in the solution graph. As in the previous sections,
we define a certain measure for minimal edge multiway cuts M of G: The depth of M as

depth(M) =
∑
v∈V

(PM (v)− PR(v)).

Intuitively, the depth of M is the sum of a “difference” of the indices of blocks in PM and
PR that v belongs to. For two minimal edge multiway cuts M and M ′ of G, we say that
M is shallower than M ′ if depth(M) < depth(M ′). Note that the depth of M is at most
kn for minimal edge multiway cut M of G. One may think that the depth of M or more
specifically PM (v) − PR(v) can be negative. The following two lemmas ensure that it is
always non-negative.

I Lemma 22 (F). Let M be a minimal edge multiway cut of G and let PM = {C1, . . . , Ck}.
Then, Ci ⊆ P≤i

R holds for every 1 ≤ i ≤ k.

I Lemma 23 (F). Let M be a minimal edge multiway cut of G and let PM = {C1, . . . , Ck}.
Then, depth(M) = 0 if and only if M = R.

Let M be a minimal edge multiway cut of G. To ensure that the solution graph forms a
tree, we define the parent of M which is shallower than M . Let PM = {C1, . . . , Ck}. We say
that a vertex v ∈ (N(Ci) ∩ Pi<

M ) \ T is shiftable into Ci (or simply, shiftable). In words, a
vertex is shiftable into Ci if it is non-terminal, adjacent to a vertex in Ci, and included in Cj

for some j > i.

I Lemma 24 (F). Let M be a minimal node multiway cut of G with M 6= R and let
PM = {C1, . . . , Ck}. Then, there is at least one shiftable vertex in V \M .

Let PM = {C1, . . . , Ck} with M 6= R. By Lemma 24, V \M has at least one shiftable
vertex. The largest index i of a component Ci into which there is a shiftable vertex is denoted
by ` (M). There can be more than one vertices that are shiftable into C`(M). We say that a
vertex v is the pivot of M if v is shiftable into C`(M), and moreover, if there are more than
one such vertices, we select the pivot in the following algorithmic way:
1. Let Q be the set of vertices, each of which is shiftable into C`(M).
2. If Q contains more than one vertices, we replace Q by Q := Q ∩ Cs, where s is the

maximum index with Q ∩ Cs 6= ∅.
3. If Q contains more than one vertices, we compute the set of cut vertices of G[Cs]. If

there is at least one vertex in Q that is not a cut vertex of G[Cs], remove all the cut
vertices of G[Cs] from Q. Otherwise, that is, Q contains cut vertices only, remove a cut
vertex v ∈ Q from Q if there is another cut vertex w ∈ Q of G[Cs] such that every path
between w and ts hits v.

4. If Q contains more than one vertices, remove all but arbitrary one vertex from Q.
Note that if we apply this algorithm to Q, Q contains exactly one vertex that is shiftable into
C`(M). We select the remaining vertex in Q as the pivot of M . Now, we define the parent of
M for each M 6= R, denoted by par (M), as follows: Let Ppar(M) = {C ′1, . . . , C ′k} such that

C ′i =


Ci (i 6= ` (M),PM (p))
Ci ∪ (CPM (p) \ C) (i = ` (M)))
C (i = PM (p)),
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Algorithm 4 Enumerating the minimal multiway cuts of G in O(knm) delay and O
(
kn2)

space.

1 Procedure EMC(G,M, d)
2 if d is even then Output M
3 for Ci ∈ PM do
4 for v ∈ B(Ci) with v 6= ti do
5 P ′ ← P // P ′ = {C ′1, . . . , C ′k}
6 C ′i ← the component including ti in G[Ci \ {v}]
7 C ← Ci \ C ′i
8 for j with j > i and N(v) ∩ Cj 6= ∅ do
9 C ′j ← Cj ∪ C

10 if par (M ′) = M then EMC(G,M ′, d+ 1)
11 C ′j ← Cj

12 if d is odd then Output M

where p is the pivot of M and C is the component in G[CPM (p) \ {p}] including terminal
tPM (p). Since p has a neighbor in C`(M), G[C ′`(M)] is connected, and hence par (M) is a
minimal edge multiway cut of G as well. If M = par (M ′) for some minimal edge multiway
cut M ′ of G, M ′ is called a child of M . The following lemma shows that par (M) is shallower
than M .

I Lemma 25 (F). Let M be a minimal edge multiway cut of G with M 6= R. Then, par (M)
is shallower than M .

This lemma ensures that for every minimal edge multiway cut M of G, we can eventually
obtain the root R by tracing their parents at most kn times.

Finally, we are ready to design the neighborhood of each minimal edge multiway cut M
of G. The neighborhood of M is defined so that it includes all the children of M and whose
size is polynomial in n. Let C be a set of vertices that induces a connected subgraph in G.
The boundary of C, denoted by B(C), is the set of vertices in C that has a neighbor outside
of C.

I Lemma 26 (F). Let M and M ′ be minimal edge multiway cuts of G with par (M ′) = M .
Let PM = {C1, . . . , Ck}. Then, the pivot p of M ′ belongs to the boundary of C`(M ′) and is
adjacent to a vertex in CPM′ (p).

The above lemma implies every pivot of a child of M is contained in a boundary of Ci for
some 1 ≤ i ≤ k. Thus, we define the neighborhood of M as follows. Let PM = {C1, . . . , Ck}.
For each Ci, we pick a vertex v ∈ B(Ci) with v 6= ti. Let C be the set of components in
G[Ci \ {v}] which does not include ti. Note that C can be empty when v is not a cut vertex
in G[Ci]. For each 1 ≤ i < j ≤ k and N(v) ∩ Cj 6= ∅, PM ′ = {C ′1, . . . , C ′k} is defined as:

C ′` =


C` (` 6= i, j)
C` ∪ (C ∪ {v}) (` = j)
C` \ (C ∪ {v}) (` = i).

The neighborhood of M contains such M ′ if par (M ′) = M for each choice of Ci, v ∈
B(Ci) \ {ti}, and Cj . The heart of our algorithm is the following lemma.

I Lemma 27 (F). Let M be a minimal edge multiway cut of G. Then, the neighborhood of
M includes all the children of M .
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Based on Lemma 27, Algorithm 4 enumerates all the minimal edge multiway cuts of G.
Finally, we analyze the delay and the space complexity of this algorithm. To bound the
delay, we use the alternative output method due to Uno [39].

I Theorem 28 (F). Let G be a graph and T be a set of terminals. Algorithm 4 runs in
O(knm) delay and O

(
kn2) space, where n is the number of vertices, m is the number of

edges, and k is the number of terminals.

6 Minimal Steiner node multicuts enumeration

We have developed efficient enumeration algorithms for minimal multicuts and minimal
multiway cuts so far. In this section, we consider a generalized version of node multicuts,
called Steiner node multicuts, and discuss a relation between this problem and the minimal
transversal enumeration problem on hypergraphs.

Let G = (V,E) be a graph and let T1, T2, . . . Tk ⊆ V . A subset S ⊆ V \ (T1∪T2∪· · ·∪Tk)
is called a Steiner node multicut of G if for every 1 ≤ i ≤ k, there is at least one pair of
vertices {s, t} in Ti such that s and t are contained in distinct components of G − S. If
|Ti| = 2 for every 1 ≤ i ≤ k, S is an ordinary node multicut of G. This notion was introduced
by Klein et al. [27] and the problem of finding a minimum Steiner node multicut was studied
in the literature [5, 27].

Let H = (U, E) be a hypergraph. A transversal of H is a subset S ⊆ U such that for
every hyperedge e ∈ E , it holds that e ∩ S 6= ∅. The problem of enumerating inclusion-wise
minimal transversals, also known as dualizing monotone boolean functions, is one of the
most challenging problems in this field. There are several equivalent formulations of this
problem and efficient enumeration algorithms developed for special hypergraphs. However, the
current best enumeration algorithm for this problem is due to Fredman and Khachiyan [16],
which runs in quasi-polynomial time in the size of outputs, and no output-polynomial time
enumeration algorithm is known. In this section, we show that the problem of enumerating
minimal Steiner node multicuts is as hard as this problem.

Let H = (U, E) be a hypergraph. We construct a graph G and sets of terminals as follows.
We begin with a clique on U . For each e ∈ E , we add a pendant vertex ve adjacent to v for
each v ∈ e and set Te = {ve : v ∈ e}. Note that G is a split graph, that is, its vertex set can
be partitioned into a clique U and an independent set {ve : e ∈ E , v ∈ e}.

I Lemma 29 (F). S ⊆ U is a transversal of H if and only if it is a Steiner node multicut
of G.

This lemma implies that if one can design an output-polynomial time algorithm for
enumerating minimal Steiner node multicuts in a split graph, it allows us to do so for
enumerating minimal transversals of hypergraphs. For the problem of enumerating minimal
Steiner edge multicuts, we could neither develop an efficient algorithm nor prove some
correspondence as in Lemma 29. We leave this question for future work.
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