
Invariants for Continuous Linear Dynamical
Systems
Shaull Almagor
Department of Computer Science, Technion, Haifa, Israel
shaull@cs.technion.ac.il

Edon Kelmendi
Department of Computer Science, Oxford University, UK
edon.kelmendi@cs.ox.ac.uk

Joël Ouaknine
Max Planck Institute for Software Systems, Saarland Informatics Campus, Saarbrücken, Germany
Department of Computer Science, Oxford University, UK
joel@mpi-sws.org

James Worrell
Department of Computer Science, Oxford University, UK
jbw@cs.ox.ac.uk

Abstract
Continuous linear dynamical systems are used extensively in mathematics, computer science, physics,
and engineering to model the evolution of a system over time. A central technique for certifying
safety properties of such systems is by synthesising inductive invariants. This is the task of finding a
set of states that is closed under the dynamics of the system and is disjoint from a given set of error
states. In this paper we study the problem of synthesising inductive invariants that are definable
in o-minimal expansions of the ordered field of real numbers. In particular, assuming Schanuel’s
conjecture in transcendental number theory, we establish effective synthesis of o-minimal invariants
in the case of semi-algebraic error sets. Without using Schanuel’s conjecture, we give a procedure
for synthesizing o-minimal invariants that contain all but a bounded initial segment of the orbit
and are disjoint from a given semi-algebraic error set. We further prove that effective synthesis of
semi-algebraic invariants that contain the whole orbit, is at least as hard as a certain open problem
in transcendental number theory.
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1 Introduction

A continuous linear dynamical system (CDS) is a system whose evolution is governed by a
differential equation of the form ẋ(t) = Ax(t), where A is a matrix with real entries. CDSs
are ubiquitous in mathematics, physics, and engineering; they have been extensively studied
as they describe the evolution of many types of systems (or abstractions thereof) over time.
More recently, CDSs have become central in the study of cyber-physical systems (see, e.g.,
the textbook [4]).

In the study of CDSs, particularly from the perspective of control theory, a fundamental
problem is reachability – namely whether the orbit {x(t) : t ≥ 0} intersects a given target
set Y ⊆ Rd. For example, when x(t) describes the state of an autonomous car (i.e., its
location, velocity, etc.). Y may describe situations where the car is not able to stop in time
to respond to a hazard.

When Y is a singleton set, reachability is decidable [14, Theorem 2]. However, already
when Y is a half-space it is open whether or not reachability is decidable. The latter decision
problem is known in the literature as the continuous Skolem problem. Some partial positive
results were given in [6] and [10]. The continuous Skolem problem is related to notoriously
difficult problems in the theory of Diophantine approximation: specifically a procedure for
the continuous Skolem problem would yield one for computing to arbitrary precision the
Diophantine-approximation types of all real algebraic numbers [10].

In lieu of an algorithm to decide reachability, a popular approach to certifying non-
reachability is by finding an inductive invariant, that is, a set X that is closed under the
dynamics of the system and disjoint from the target Y . For such a set, it is immediate that
the orbit of any point in X does not reach Y . In order to make this approach effective
it is natural to seek invariants among suitably tame classes of sets (e.g., polyhedra, semi-
algebraic sets, etc). In this work we take a very general approach – we consider o-minimal
invariants, that is, invariants definable in some o-minimal expansion of the ordered set of real
numbers. The class of o-minimal invariants includes those defined by Boolean combinations
of inequalities involving polynomials, the real exponential function, and bounded versions
of the trigonometric functions. One can potentially use many other functions to define
o-minimal invariants, but the key to our approach is to show that the ingredients just listed
suffice in the case of a CDS and semi-algebraic target Y .

The papers [2, 1] study o-minimal invariants for discrete linear dynamical systems. There
it is proved that when the target Y is a semi-algebraic set, the question of whether there exists
an o-minimal invariant disjoint from Y is decidable. Furthermore, if there is an o-minimal
invariant then there is in fact a semi-algebraic invariant which can moreover be constructed
effectively. The present paper uses similar ideas, although the case of continuous linear
dynamical systems differs in several important ways.

Main Contributions. We consider the following problem: given a CDS by means of a
matrix A with rational entries, an initial point x0 = x(0), and a semi-algebraic set Y of error
states, decide whether there exists a set that is definable in some o-minimal expansion of
the ordered real field and is (1) disjoint from Y , (2) invariant under the dynamics of the
system, and (3) contains the initial point x0. We show that in searching for such invariants
it suffices to look among sets definable in the expansion of the reals with the real exponential
function and trigonometric functions restricted to bounded domains. Moroever, assuming
Schanuel’s conjecture (a unifying conjecture in transcendental number theory), we prove
that the existence of such an invariant is decidable, and that invariants can effectively be
constructed when they exist.
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Without assuming Schanuel’s conjecture we can decide a related problem, namely the
question of whether there exists a set that is definable in an o-minimal expansion of the
real field and is (1) disjoint from Y , (2) invariant under the dynamics of the system, and
(3) meets the orbit of the initial point x0. Notice that such a set – which could be called
an eventual invariant – must contain all but a bounded initial segment of the orbit. We
show that when such a set exists, it can be effectively constructed and moreover that it can
be chosen to be a semi-algebraic set. Such an invariant can serve as a certificate that the
orbit does not enter the error set Y infinitely often. The latter is a very difficult problem to
decide, even when the target set is a half-space [9].

As mentioned earlier, for discrete linear dynamical systems the question of whether there
exists a semi-algebraic invariant that contains the whole orbit is decidable [2, 1]. We provide
an explanation of why the analogous result for continuous systems is not easy to prove;
this is by way of a reduction from a difficult problem that highlights the complications of
continuous systems. The problem asks whether a given exponential polynomial of the form

f(t) = a1e
b1t + · · ·+ ane

bnt

has zeros in a bounded interval, where ai, bi are real algebraic numbers. Deciding whether
f has zeros in a bounded region seems to be difficult because all the zeros have to be
transcendental (a consequence of Hermite-Lindemann Theorem), and they can be tangential,
i.e., f never changes its sign, yet it has a zero.

Related Work. Invariant synthesis is a central technique for establishing safety properties
of hybrid systems. It has long been known how to compute a strongest algebraic invariant [20]
(i.e., a smallest algebraic set that contains the collection of reachable states) for an arbitrary
CDS. Here an algebraic invariant is one that is specified by a conjunction of polynomial
equalities. If one moves to the more expressive setting of semi-algebraic invariants, which
allow inequalities, then there is typically no longer a strongest (or smallest) invariant, but
one can still ask to decide the existence of an invariant that avoids a given target set of
configurations. This is the problem that is addressed in the present paper.

Partial positive results are known, for example when strong restrictions on the matrix A
are imposed, such as when all the eigenvalues are real and rational, or purely imaginary with
rational imaginary part [15].

A popular approach in previous work has been to seek invariants that match a given
syntactic template, which allows to reduce invariant synthesis to constraint solving [13, 23, 16].
While this technique can be applied to much richer classes of systems than those considered
here (e.g., with discrete control modes and non-linear differential equations), it does not
appear to offer a way to decide the existence of arbitrary semi-algebraic invariants. An
alternative to the template approach for invariant generation involves obtaining candidate
invariants from semi-algebraic abstractions of a system [21]. Another active area of current
research lies in developing powerful techniques to check whether a given semi-algebraic set is
actually an invariant [12, 16].

Other avenues for analysing dynamical systems in the literature include bisimulations [7],
forward/backward reach-set computation [5], and methods for directly proving liveness
properties [22]. The latter depends on constructing staging sets, which are essentially
semi-algebraic invariants.

Often, questions about dynamical systems can be reduced to deciding whether a sentence
belongs to the elementary theory of an appropriate expansion of the ordered field of real
numbers. While the latter is typically undecidable, there are partial positive results, namely
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quasi-decidability in bounded domains, see [11] and the references therein. This can be used
to reason about the dynamics of a system in a bounded time interval, under the assumption
that it does not tangentially approach the set that we want to avoid. However, it seems
unlikely that such results can be easily applied to the problems considered here.

The rest of the paper is organised as follows. In Section 2, we give the necessary
definitions and terminology. In Section 3, we define cones, which are over-approximations of
the orbit, and prove that they are in a certain sense canonical. The positive results assuming
Schanuel’s conjecture are subsequently given in this section. Section 4 is devoted to the
effective construction of the semi-algebraic invariants which allows us to state and prove
the unconditional positive results. In Section 5, we give the aforementioned reduction, from
finding zeros of exponential polynomials.

See [3] for the complete proofs.

2 Preliminaries

A continuous-time linear dynamical system is a pair

〈A,x0〉

where A ∈ Qd×d and x0 ∈ Qd. The system evolves in time according the function x(t) which
is the unique solution to the differential equation ẋ(t) = Ax(t) with x(0) = x0. Explicitly
this solution can be written as:

x(t) = eAtx0.

The orbit of 〈A,x0〉 from time t0 is the set O(t0) = {eAtx0 : t ≥ t0}. An invariant for
〈A,x0〉 from time t0 is a set I ⊆ Rd that contains eAt0x0 and is stable under applications
of eAt, i.e., eAtI ⊆ I for every t ≥ 0. Note that an invariant from time t0 contains O(t0).
Given a set Y ⊆ Rd (referred to henceforth as an error set), we say that the invariant I
avoids Y if the two sets are disjoint.

We denote by R0 the structure 〈R, 0, 1,+, ·, <〉. This is the ordered field of real numbers
with constants 0 and 1. A sentence in the corresponding first-order language is a quantified
Boolean combination of atomic propositions of the form P (x1, . . . , xn) > 0, where P is a
polynomial with integer coefficients and x1, . . . , xn are variables. In addition to R0, we also
consider its following expansions:

Rexp, obtained by expanding R0 with the real exponentiation function x 7→ ex.
RRE, obtained by expanding R0 with the restricted elementary functions, namely x 7→
ex|[0,1], x 7→ sin x|[0,1], and x 7→ cosx|[0,1].
RRE

exp, obtained by expanding Rexp with the restricted elementary functions.

Tarski famously showed that the first-order theory of R0 admits quantifier elimination,
moreover the elimination is effective and therefore the theory is decidable [24, Theorem 37].

It is an open question whether the theory of the reals with exponentiation (Rexp) is
decidable; however decidability was established subject to Schanuel’s conjecture by MacIntyre
and Wilkie [18, Theorem 1.1]. MacIntyre and Wilkie further showed in [18, Section 5] that
decidability of the theory of Rexp implies a weak form of Schanuel’s conjecture.

Similarly, it is an open question whether RRE and RRE
exp are decidable, but they are also

known to be decidable subject to Schanuel’s conjecture [17, Theorem 3.1]1.

1 More precisely, the decidability of Rexp requires Schanuel’s conjecture over R, whereas that of RRE
exp

requires it over C.
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Let R be an expansion of the structure R0. A set S ⊆ Rd is definable in R if there exists
a formula φ(x1, . . . , xd) in R with free variables x1, . . . , xd such that S = {(c1, . . . , cd) ∈ Rd |
R |= φ(c1, . . . , cd)}. For R = R0, the ordered field of real numbers, R0-definable sets are
known as semi-algebraic sets.
I Remark 2.1. There is a natural first-order interpretation of the field of complex numbers C
in the field of real numbers R. We shall say that a set S ⊆ Cd is R-definable if the image
{(x, y) ∈ Rd × Rd | x+ iy ∈ S} of S under this interpretation is R-definable.

A totally ordered structure 〈M,<, . . .〉 is said to be o-minimal if every definable subset
of M is a finite union of intervals. Tarski’s result on quantifier elimination implies that R0
is o-minimal. The o-minimality of Rexp and RRE is shown in [27], and the o-minimality of
RRE and RRE

exp is due to [25, 26].
A semi-algebraic invariant is one that is definable in R0. An o-minimal invariant is one

that is definable in an o-minimal expansion of Rexp.

3 Orbit Cones

In this section we define orbit cones, an object that plays a central role in the subsequent
results. They can be thought of as over-approximations of the orbit that has certain desirable
properties, and moreover it is canonical in the sense that any other invariant must contain a
cone.

3.1 Jordan Normal Form
Let 〈A,x0〉 be a continuous linear dynamical system. The exponential of a square matrix A
is defined by its formal power series as

eA
def=

∞∑
n=0

An

n! .

Let λ1, . . . , λk be the eigenvalues of A, and recall that when A ∈ Qd×d, all the eigenvalues
are algebraic. We can write A in Jordan Normal Form as A = PJP−1 where P ∈ Cd×d is an
invertible matrix with algebraic entries, and J = diag(B1, . . . , Bk) is a block-diagonal matrix
where each block Bl is a Jordan block that corresponds to eigenvalue λl, and it has the form

Bl =


λl 1 0 · · · 0
0 λl 1 · · · 0
...

...
...

...
...

0 0 0 · · · λl

 ∈ Cdl×dl

with
∑k
l=1 dl = d.

From the power series, we can write eAt = PeJtP−1. Further, eJt = diag(eB1 , . . . , eBk ).
For each 1 ≤ l ≤ k, write Bl = Λl+Nl, where Λl is the dl×dl diagonal matrix diag(λl, . . . , λl)
and Nl is the dl × dl matrix diag2(1, . . . , 1); where diagj(·) is the j-th diagonal matrix, with
other entries zero.

The matrices Λl and Nl commute, since the former is a diagonal matrix. A fundamental
property of matrix exponentiation is that if matrices A,B commute, then eA+B = eAeB.
Thus, we have

eJt = ediag(Λ1t+N1t,...,Λkt+Nkt) = diag(eλ1t, . . . , eλkt)ediag(N1t,...,Nkt),

ICALP 2020
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where by diag(eλ1t, . . . , eλkt) we mean the d × d diagonal matrix that has the entry eλ1t

written d1 times, the entry eλ2t written d2 times and so on. It will always be clear from the
context whether we repeat the entries because of their multiplicity or not.

Matrices Nl are nilpotent, so its power series expansion is a finite sum, i.e. a polynomial
in Nlt. More precisely, one can verify that:

eNlt = I + diag2(t, . . . , t) + diag3( t
2

2 , . . . ,
t2

2 ) + . . .+ diagdl

(
t(dl−1)

(dl − 1)!

)
.

SetQ(t) def= diag(eN1t, . . . , eNkt). From the equation above, the entries ofQ(t) are polynomials
in t with rational coefficients.

Write the eigenvalues as λl = ρl + iωl, so that

diag(eλ1t, . . . , eλkt) = diag(eρ1t, . . . , eρkt)︸ ︷︷ ︸
E(t)

·diag(eω1it, . . . , eωkit)︸ ︷︷ ︸
R(t)

We have in this manner decomposed the orbit

O(t0) = {P E(t) R(t) Q(t) P−1x0 : t ≥ t0},

into an exponential E(t), a rotation R(t), and a simple polynomial Q(t) matrices that
commute with one another. Having the orbit in such a form will facilitate the analysis done
in the sequel.

3.2 Cones as Canonical Invariants
In a certain sense, the rotation matrix R(t) is the most complicated, because of it, the orbit
is not even definable in Rexp. The purpose of cones is to abstract away this matrix by a
much simpler subgroup of the complex torus

T def= {z ∈ Ck : |zi| = 1, 1 ≤ i ≤ k}.

To this end, consider the group of additive relations among the frequencies ω1, . . . , ωk:

S
def= {a ∈ Zk : a1ω1 + · · ·+ akωk = 0}.

The subgroup of the torus of interest, respects the additive relations as follows:

Tω
def= {(τ1, . . . , τk) ∈ T : for all a ∈ S, τa1

1 · · · τ
ak

k = 1}.

Its desirable properties are summarised in the following proposition:

I Proposition 3.1. For algebraic numbers ω1, . . . , ωk,
1. Tω is semi-algebraic,
2. diagonals of {R(t) : t ≥ 0} form a dense subset of Tω.

Proof. Being an Abelian subgroup of Zk, S has a finite basis, moreover this basis can be
computed because of effective bounds, [19, Section 3]. To check that (τ1, . . . , τk) belongs to
Tω, it suffices to check that τa1

1 · · · τ
ak

k = 1 for (a1, . . . , ak) in the finite basis. This forms a
finite number of equations, therefore Tω is semi-algebraic. The fact that this is a subset of
vectors of complex numbers is not problematic in this case because of the simple first-order
interpretation in the theory of reals, see Remark 2.1.

The second statement of the proposition is a consequence of Kronecker’s theorem on
inhomogeneous simultaneous Diophantine approximations, see [8, Page 53, Theorem 4]. The
proof of a slightly stronger statement can also be found in [9, Lemma 4]. Examples can be
found where the set of diagonals of {R(t) : t ≥ 0} is a strict subset of Tω. J
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The orbit cone can now be defined by replacing the rotations with the subgroup of the
torus. As it turns out, for our purposes this approximation is not too rough.

I Definition 3.2. The orbit cone from t0 ≥ 0 is

Ct0
def=
{
P E(t) diag(τ ) Q(t) P−1x0 : τ ∈ Tω, t ≥ t0

}
.

We prove that the cone is an inductive invariant and also a subset of Rd.

I Lemma 3.3. For all δ, t0 ≥ 0, eAδCt0 ⊆ Ct0 .

Proof. Fix t ≥ t0 and τ ∈ Tω, and consider the point

v = P E(t) diag(τ ) Q(t) P−1x0 ∈ Ct0 ,

then we can write eAδv as

eAδv = P E(δ)R(δ)Q(δ) · E(t)diag(τ )Q(t) P−1x0

= P E(δ + t) R(δ)diag(τ ) Q(δ)Q(t) P−1x0.

The matrix R(δ)diag(τ ) is equal to diag(τ ′) for some τ ′ ∈ Tω. Otherwise said, the vector
(eδω1iτ1, . . . , e

δωkiτk) belongs to Tω. Indeed this is the case because for any a ∈ S we have

ea1δω1iτa1
1 · · · eakδωkiτak

k = eδi (a1ω1+···+akωk) · τa1
1 · · · τ

ak

k = 1.

Finally, by induction on the dimension d one can verify that Q(δ)Q(t) = Q(δ + t). J

The fact that cones are subsets of Rd comes as a corollary of the following proposition
whose proof can be found in Appendix A of the full version of the paper [3].

I Proposition 3.4. Let A = PJP−1 as above, and let Ci ∈ Cdi×di for i = 1, . . . , k, with
dimensions compatible to the Jordan blocks of A, and such that for every i1, i2, if Bi1 = Bi2 ,
then Ci1 = Ci2 . Then Pdiag(C1, . . . , Ck)P−1 has real entries.

The matrix E(t)diag(τ)Q(t) can be written as diag(C1, . . . , Ck) where the Ci matrices
satisfy the conditions of Proposition 3.4, hence the following corollary.

I Corollary 3.5. For all t0 ≥ 0 we have Ct0 ⊆ Rd.

It is surprising that, already, the cones are a complete characterisation of o-minimal inductive
invariants in the following sense.

I Theorem 3.6. Let I be an o-minimal invariant that contains the orbit O(u) from some
time u ≥ 0, then there exists t0 ≥ u such that:

Ct0 ⊆ I.

Proof sketch. Conceptually, the proof follows along the lines of its analogue in [1]. There are
a few differences, namely that the entries of the matrix A in [1] are assumed to be algebraic,
while this is not true for the entries of eA.

We define rays of the cone, which are subsets where τ ∈ Tω is fixed. Then we prove
that for every ray, all but a finite part of it, is contained in the invariant. This is done by
contradiction: if a ray is not contained in the invariant, a whole dense subset of the cone
can be shown not to be contained in the invariant, leading to a contradiction, since the
invariant is assumed to contain the orbit. We achieve this using some results on the topology
of o-minimal sets.

The complete proof can be found in Appendix B of [3]. J
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Another desirable property of cones is that they are Rexp-definable. Also, one can observe
that for every t0, the set {eAtx0 : 0 ≤ t ≤ t0} is definable in RRE

exp (as we only need bounded
restrictions of sin and cos to capture e.g. eiωi up to time t0). As an immediate corollary of
Theorem 3.6, we have the following theorems.

I Theorem 3.7. Let 〈A,x0〉 be a CDS. For every t0 ≥ 0, the set Ct0 ∪ {eAtx0 : 0 ≤ t ≤ t0}
is an invariant that contains the whole orbit of 〈A,x0〉. Moreover, this invariant is definable
in RRE

exp (and in particular is o-minimal).

I Theorem 3.8. Let 〈A,x0〉 be a CDS and let Y ⊆ Rd be an error set. There exists an
o-minimal invariant I that contains the orbit and is disjoint from Y if and only if there
exists t0 such that Ct0 ∪ {eAtx0 : 0 ≤ t ≤ t0} is such an invariant.

Theorem 3.8 now allows us to provide an algorithm for deciding the existence of an
invariant, subject to Schanuel’s conjecture:

I Theorem 3.9. Assuming Schanuel’s conjecture, given a CDS 〈A,x0〉 and an RRE
exp definable

error set Y , it is decidable whether there exists an o-minimal invariant for 〈A,x0〉 that avoids
Y . Moreover, if such an invariant exists, we can compute a representation of it.

Proof. By Theorem 3.8, there exists an o-minimal invariant I that avoids Y if and only if
there exists some t0 ∈ R such that Ct0 ∪ {eAtx0 : 0 ≤ t ≤ t0} is such an invariant. Thus, the
problem reduces to deciding the truth value of the following RRE

exp sentence:

∃t0 : (Ct0 ∪ {eAtx0 : 0 ≤ t ≤ t0}) ∩ Y = ∅

The theory of RRE
exp is decidable subject to Schanuel’s conjecture, and therefore we can

decide the existence of an invariant. Moreover, if an invariant exists, we can compute a
representation of it by iterating over increasing values of t0, until we find a value for which
the sentence

(
Ct0 ∪ {eAtx0 : 0 ≤ t ≤ t0}

)
∩ Y = ∅ is true. J

4 Semi-algebraic Error Sets and Fat Trajectory Cones

In this section, we restrict attention to semi-algebraic invariants and semi-algebraic error
sets, in order to regain unconditional decidability.

Substitute s = et in the definition of the cone to get:

Ct0 =
{
P E(log s) diag(τ ) Q(log s) P−1x0 : τ ∈ Tω, s ≥ et0

}
.

Written this way, observe that E(log s) = diag(sρ1 , . . . , sρk ), which is almost semi-algebraic,
apart from the fact that the exponents need not be rational.

4.1 Unconditional Decidability
We give the final, yet crucial property of the cones. When the error set is semi-algebraic, it is
possible to decide, unconditionally, whether there exists some cone that avoids the error set.
Moreover the proof is constructive, it will produce the cone for which this property holds.

I Theorem 4.1. For a semi-algebraic error set Y , it is (unconditionally) decidable whether
there exists t0 ≥ 0 such that Ct0 ∩ Y = ∅. Moreover, such a t0 can be computed.
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Proof. Define the set

U
def=
{
V ∈ Rd×d : ∀τ ∈ Tω, P V diag(τ ) P−1x0 ∈ Rd \ Y

}
.

The set U can be seen to be semi-algebraic and thus is expressed by a quantifier-free formula
that is a finite disjunction of formulas of the form

∧m
l=1Rl(V) ∼l 0, where each Rl is a

polynomial with integer coefficients, over d × d variables of the entries of the matrix V,
and∼l∈ {>,=}. Define the matrix

Λ(s) def= diag(sρ1 , . . . , sρk )Q(log s) ∈ Rd×d,

and notice that Ct0 ∩ Y = ∅ if and only if Λ(s) ∈ U for every s ≥ et0 . Thus, it is enough to
decide whether there exists s0 ≥ 1 such that for every s ≥ s0, at least one of the disjuncts∧m
l=1Rl(Λ(s)) ∼l 0 is satisfied.
Since Rl(Λ(s)) are polynomials in entries of the form sρi and log(s), there is an effective

bound s0 such that for all s ≥ s0, none of the values Rl(Λ(s)) change sign for any 1 ≤ l ≤ m.
Hence we only need to decide whether there exists some s′0 ≥ s0 such that for all s ≥ s′0 we
have Rl(Λ(s)) ∼l 0 for every 1 ≤ l ≤ m.

Fix some l. The polynomial Rl(v1, . . . , vD) has the form
∑
i aiv

ni,1
1 · · · vni,D

D . After
identifying the matrix Λ(s) with a vector in RD for D = d2, we see that Rl(Λ(s)) is a sum of
terms of the form

ais
n′

i,1ρ1+...n′
i,kρk ·Qi,1(log s) · · ·Qi,D(log s)

where the n′i,j are aggregations of the ni,j for identical entries of diag(sρ1, . . . , s
ρ
k), and

Qi,j(log s) are polynomials obtained from the entries of Q(log s) under Rl. We can join the
polynomials Q1, . . . , QD into a single polynomial fi, which would also absorb ai. Thus, we
rewrite Rl in the form

∑
i s
n′

i,1ρ1+...n′
i,kρkfi(log s) where each fi is a polynomial with rational

coefficients (as the coefficients in Q(log s) are rational).
In order to reason about the sign of this expression as s→∞, we need to find the leading

term of Rl(Λ(s)). This, however, is easy: the exponents n′i,1ρ1 + . . .+ n′i,kρk are algebraic
numbers, and are therefore susceptible to effective comparison. Thus, we can order the terms
by magnitude. Then, we can determine the asymptotic sign of each coefficient fi(log s) by
looking at the leading term in fi.

We can thus determine the asymptotic behaviour of each Rl(Λ(s)), to conclude whether∧m
l=1Rl(Λ(s)) ∼l 0 eventually holds. Moreover, for rational s, every quantity above can be

computed to arbitrary precision, therefore it is possible to compute a threshold s′0, after
which, for all s ≥ s′0,

∧m
l=1Rl(Λ(s)) ∼l 0 holds. This completes the proof. J

I Theorem 4.2. For a semi-algebraic set Y , it is decidable whether there exists a o-minimal
invariant, disjoint from Y , that contains the orbit O(u) after some time u ≥ 0. Moreover in
the positive instances an invariant that is Rexp-definable can be constructed.

Proof. If there is an invariant I that contains O(u), for some u ≥ 0, then Theorem 3.6
implies that there exists some t0 ≥ u such that Ct0 is contained in I. Consequently, the
question that we want to decide is equivalent to the question of whether there exists a t0, such
that Ct0 ∩ Y = ∅. The latter is decidable thanks to Theorem 4.1. The effective construction
follows from the fact that such a t0 is computable and that the cone is Rexp-definable. J

ICALP 2020



107:10 Invariants for Continuous Linear Dynamical Systems

4.2 Effectively Constructing the Semi-algebraic Invariant
We now turn to show that in fact, for semi-algebraic error sets Y , we can approximate Ct0
with a semi-algebraic set such that if Ct0 avoids Y , so does the approximation. Intuitively,
this is done by relaxing the “non semi-algebraic” parts of Ct0 in order to obtain a fat cone.
This relaxation has two parts: one is to “rationalize” the (possibly irrational) exponents
ρ1, . . . , ρk, and the other is to approximate the polylogs in Q(log s) by polynomials.

Relaxing the exponents. We start by approximating the exponents ρ1, . . . , ρk with rational
numbers. We remark that naively taking rational approximations is not sound, as the
approximation must also adhere to the additive relationships of the exponents.

Let ` = (`1, . . . , `k) and u = (u1, . . . , uk) be tuples of rational numbers such that
`i ≤ ρi ≤ ui for i = 1, . . . , k. Define S ⊆ Rk as:

S def=
{

(q1, . . . , qk) ∈ Rk : ∀n1, . . . , nk ∈ Z,

(
k∑
i=1

niρi = 0⇒
k∑
i=1

niqi = 0
)}

Thus, S captures the integer additive relationships among the ρi. Define

Box(`,u) def= {diag(q) : ` ≤ q ≤ u,q ∈ S}.

Approximating polylogs. Let ε, δ > 0. We simply replace log s by r such that δ ≤ r ≤ sε.
Note that it is not necessarily the case that δ ≤ log s ≤ sε, so this replacement is a-priori
not sound. However, for large enough s the inequalities do hold, which will suffice for our
purposes.

We can now define the fat cone. Let ε, δ > 0 and ` = (`1, . . . , `k) and u = (u1, . . . , uk) as
above, the fat orbit cone Fs0,ε,δ,`,u is the set:{

P diag(sq1 , . . . , sqk )diag(τ ) Q(r)P−1x0 : τ ∈ Tω, s ≥ s0, δ ≤ r ≤ sε, q ∈ Box(`,u)
}
.

That is, the fat cone is obtained from Ct0 with the following changes:
R(log s) = diag(sρ1 , . . . , sρk ) is replaced with diag(sq1 , . . . , sqk ), where the qi are rational
approximations of the ρi, and maintain the additive relationships.
Q(log s) is replaced with Q(r) where δ ≤ r ≤ sε.
The variable s starts from s0 (as opposed to et0).

We first show that the fat cone is semi-algebraic (the proof is in [3] Appendix C), then
proceed to prove that if there is a cone that avoids the error set, then there is a fat one that
avoids it as well.

I Lemma 4.3. Fs0,ε,δ,`,u is definable in R0, and we can compute a representation of it.

I Lemma 4.4. Let Y ⊆ Rd be a a semi-algebraic error set such that Ct0 ∩ Y = ∅ for some
t0 ∈ R, then there exists δ, ε, s0, `,u as above such that
1. Fs0,ε,δ,`,u ∩ Y = ∅, and
2. for every t ≥ 0 it holds that eAt · Fs0,ε,δ,`,u ⊆ Fs0,ε,δ,`,u.

The result is constructive, so when t0 is given, the constants s0, ε, δ, `,u can be computed.
It follows that a corollary of this lemma, and Lemma 4.3, is a stronger statement than that
of Theorem 4.2, namely one where Rexp is replaced by R0. We state it here before moving
on with the proof of Lemma 4.4.
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I Theorem 4.5. For a semi-algebraic set Y , it is decidable whether there exists a o-minimal
invariant, disjoint from Y , that contains the orbit O(u) after some time u ≥ 0. Moreover in
the positive instances an invariant that is R0-definable can be constructed.

The proof of Lemma 4.4 is given by the two corresponding steps. The second step, proving
the invariance of the fat cone, can be found in [3]. We turn our attention to the first step.

I Lemma 4.6. Let Y ⊆ Rd be a semi-algebraic error set, and let t0 ∈ R be such that
Ct0 ∩ Y = ∅, then there exists δ, ε, s0, `,u as above such that Fs0,ε,δ,`,u ∩ Y = ∅.

Proof. We use the same analysis and definitions of U , Rl, ∼l, Λ(s) as in the proof of
Theorem 4.1 and focus on a single polynomial Rl. Recall that we had

Rl(Λ(s)) =
∑
i

sni,1ρ1+...ni,kρkfi(log s) (1)

where each fi is a polynomial with rational coefficients.
Denote ρ = (ρ1, . . . , ρk). We show, first, how to replace the exponents vector ρ by any

exponents vector in Box(`,u) for appropriate `,u, and second, how to replace log s by r
where δ ≤ r ≤ sε for some appropriate δ and ε, while maintaining the inequality or equality
prescribed by ∼l.

Denote by N the set of vectors ni = (ni,1, . . . , ni,k) of exponents in (1). Let µ > 0, such
that for every n,n′ ∈ N , if ρ · (n − n′) 6= 0 then |ρ · (n − n′)| > µ. That is, µ is a lower
bound on the minimal difference between distinct exponents in (1). Observe that we can
compute a description of µ, as the exponents are algebraic numbers.

Let M = maxn,n′∈N ‖n− n′‖ (where ‖·‖ is the Euclidean norm in Rk).

B Claim 4.7. Let c ∈ Rk be such that ‖ρ− c‖ ≤ µ
2M , then, for all n,n′ ∈ N , if ρ·(n−n′) > 0

then c · (n− n′) > µ
2 .

Proof of Claim 4.7. Suppose that ρ · (n−n′) > 0, then by the above we have ρ · (n−n′) > µ,
and hence

c · (n−n′) = ρ · (n−n′) + (c−ρ) · (n−n′) ≥ µ−‖c− ρ‖ · ‖n− n′‖ ≥ µ− µ

2MM = µ

2 .J

We can now choose ` and u such that ui − `i ≤ µ

2M
√
k
and for all c ∈ Box(`,u) we have

‖ρ− c‖ ≤

√√√√ k∑
i=1

(ui − `i)2 ≤

√
µ2

(2M)2 = µ

2M .

It follows from Claim 4.7 and from the definition of Box(`,u) that, intuitively, every c ∈
Box(`,u) maintains the order of magnitude of the monomials sni,1·ρ1+...+ni,k·ρk in Rl(Λ(s)).

More precisely, let Λ′(s) = diag(sc1 , . . . , sck )Q(log s) for some c ∈ Box(`,u), then the
exponent of the ratio of every two monomials in Rl(Λ′(s)) has the same (constant) sign as
the corresponding exponent in Rl(Λ(s)). Moreover, the exponents of distinct monomials in
Rl(Λ(s)) differ by at least µ

2 in Rl(Λ′(s)).
We now turn our attention to the log s factor. First, let s0 be large enough that fi(log s)

has constant sign for every s ≥ s0. We can now let δ be large enough such that for every
r ≥ δ, the sign of fi(log s) coincides with the sign of fi(r) for every s ≥ s0. It remains to
give an upper bound on r of the form sε such that plugging fi(r) instead of fi(log s) does
not change the ordering of the terms (by their magnitude) in Rl(Λ′(s)).

ICALP 2020



107:12 Invariants for Continuous Linear Dynamical Systems

Let B be the maximum degree of all polynomials fi in (1), and define ε = µ
3B (in fact,

any ε < µ
2B would suffice), then we have that, for s ≥ s0, fi(r) has the same sign as fi(log s)

for every δ ≤ r ≤ sε (by our choice of δ), and guarantees that plugging sε instead of s does
not change the ordering of the terms (by their magnitude) in Rl. Since the exponents of the
monomials in Rl(Λ′(s)) differ by at least µ

2 , it follows that their order is maintained when
replacing log s by δ ≤ r ≤ sε.

Let Λ′′(s) = diag(sc1 , . . . , sck )Q(r) for some c ∈ Box(`,u) and δ ≤ r ≤ sε, then by our
choice of ε, the dominant term in Rl(Λ′′(s)) is the same as that in Rl(Λ(s)). Therefore, for
large enough s, the signs of Rl(Λ′′(s)) and Rl(Λ(s)) are the same.

Note that since Ct0 ∩ Y = ∅, then w.l.o.g. Rl(Λ(s)) ∼l 0 for every l. Thus, by repeating
the above argument for each Rl, we can compute s0 ∈ R, ε > 0, δ ∈ R, and `,u ∈ Qk such
that Fs0,ε,δ,`,u ∩ Y = ∅, and we are done. J

5 A Reduction from Zeros of an Exponential Polynomial

In Theorem 4.5, we showed unconditional decidability for the question of whether there exists
an invariant containing the orbit O(u), for some u ≥ 0. Even though we construct such an
invariant, it cannot be used as a certificate proving that the orbit never enters the error set;
however it is a certificate that the orbit of the system does not enter Y after time u.

In this section we give indications that deciding whether there exists an invariant that
takes into account the orbit ≤ u is difficult. More precisely, we will reduce a problem
about zeros of a certain exponential polynomial to the question of whether there exists a
semi-algebraic invariant disjoint from Y containing O(0).
I Remark 5.1. In the setting of discrete linear dynamical systems, the existence of a semi-
algebraic invariant from time t0 immediately implies the existence of one from time 0. This
is because the system goes through finitely many points from 0 to t0, which can be added
one by one to the semi-algebraic set. In this respect CDSs are more complicated to analyse.

The problem that we reduce from, can be stated as follows. We are given as input
real algebraic numbers a1, . . . , an, ρ1, . . . , ρn, and t0 ∈ Q, and asked to decide whether the
exponential function:

f(t) def= a1e
ρ1t + · · ·+ ane

ρnt,

has any zeros in the interval [0, t0]. This is a special case of the so-called Continuous Skolem
Problem [6, 10].

While there has been progress on characterising the asymptotic distribution of complex
zeros of such functions, less is known about the real zeros, and we lack any effective
characterisation, see [6, 10] and the references therein. The difficulty of knowing whether f
has a zero in the specified region is because (a) all the zeros have to be transcendental (a
consequence of Hermite-Lindemann Theorem) and (b) there can be tangential zeros, that is
f has a zero but it never changes its sign. See the discussion in [6, Section 6]. Finding the
zeros of such a polynomial is a special case of the bounded continuous Skolem problem. We
note that when ρi are all rational the problem is equivalent to a sentence of R0 (and hence
decidable) by replacing t = log s.

The rest of this section is devoted to the proof of the following theorem.

I Theorem 5.2. For every exponential polynomial f we can construct a CDS 〈A,x0〉 and
semi-algebraic set Y such that the following two statements are equivalent:

there exists a semi-algebraic invariant disjoint from Y that contains O(0),
f does not have a zero in [0, t0].
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Fix the function f , i.e. real algebraic numbers a1, . . . , an, ρ1, . . . , ρn and t0 ∈ Q. Without
loss of generality we can assume that ρ1, . . . , ρn are all nonnegative, since eρtf(t) = 0 if and
only if f(t) = 0 where ρ is larger than all ρ1, . . . , ρn.

Since every ρi is algebraic, there is a minimal polynomial pi, that has ρi as a simple root.
Let A be the d×d companion matrix of the polynomial p1(x) · · · pn(x)x2. The numbers ρi are
eigenvalues A of multiplicity one, and the latter also has zero as an eigenvalue of multiplicity
two. In addition to those, the matrix A generally has other (complex) eigenvalues as well.
We put A in Jordan normal form, P−1AP = J where J is made of two block diagonals: Ã
and B, where

Ã
def=

diag(ρ1, . . . , ρn)
0 1
0 0

 ,

and B is some (d− n− 2)× (d− n− 2) matrix. Define:

x̃0
def= (1, . . . , 1︸ ︷︷ ︸

n+2

, 0, . . . , 0),

the vector that has n+ 2 ones and the rest, d− (n+ 2) zeros, whose purpose is to ignore the
contribution of the eigenvalues in matrix B in the system. To simplify notation, since x̃0 is
ignoring the contribution of the matrix B, the dynamics of the system 〈J, x̃0〉 can be assume
to be the same as:

eÃt(1, . . . , 1) = (eρ1t, . . . , eρnt, t).

Focus on a single eigenvalue, i.e. on the graph {(eρt, t) : t ≥ 0}, as the analysis will
easily generalise to the CDS in question. This is itself a CDS, so terminology such as orbits
etc. make sense. The challenge is to find a family of tubes around this exponential curve
such that (a) all the tubes together with {(y, t) : t ≥ t0} are invariants and (b) the tubes
are arbitrarily close approximations of the curve.

We achieve this by the following families of polynomials:
under-approximations are given by the family indexed by n ∈ N:

Pn(t) def=
n∑
k=0

(ρt)k

k! .

over-approximations are given by a family indexed by n ∈ N and µ > 1:

Qn,µ(t) def= Pn(µt).

Define:

In,µ
def= {(y, t) : Pn(t) ≤ y ≤ Qn,µ(t) and 0 ≤ t ≤ t0} .

It is clear from Taylor’s theorem and the assumption that ρ > 0, that by taking n→∞,
and µ→ 1+ the sets In,µ are arbitrary precise approximations of the graph {(eρt, t) : t ≥ 0},
what remains to show is that they are invariant.

I Lemma 5.3. For every µ > 1 there exists n0 ∈ N such that for all n ≥ n0 the set

In,µ ∪ {(y, t) : t > t0}

is an invariant containing the whole orbit, i.e. {(eρt, t) : t ≥ 0}.
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The proof is in Appendix D of [3].
We can construct such invariants for every curve eρit, and thus build Ĩn,µ for{

(eρ1t, . . . , eρnt, t) : t ≥ 0
}
.

To prove Theorem 5.2 we define Ỹ by the formula

Φ(x1, . . . , xn, xn+1) def= a1x1 + · · ·+ anxn = 0 and 0 ≤ xn+1 ≤ t0.

Since the analysis was done on the CDS 〈J, x̃0〉, whose entries are not rational in general,
before proceeding with the proof of Theorem 5.2, we need the following lemma to say that
changing basis does not have an effect in the decision problem at hand:

I Lemma 5.4. For every Ỹ semi-algebraic, there exists another semi-algebraic set Y and
x0 with rational entries such that the following two statements are equivalent:
〈J, x̃0〉 has a semi-algebraic invariant disjoint from Ỹ , containing the whole orbit,
〈PJP−1,x0〉 has a semi-algebraic invariant disjoint from Y , containing the whole orbit.
The proof can be found in [3]. Thanks to this lemma, we can prove Theorem 5.2 for the

CDS 〈J, x̃0〉 and the set Ỹ instead. This is done as follows. The direct implication is trivial.
For the converse, observe that f(t) does not have a zero in [0, t0] if and only if the O(0) and
Ỹ are disjoint. Since both O(0) and Ỹ are closed sets, we can find a tube that contains O(0)
and is disjoint from Ỹ , i.e. there exists some µ > 1 and n ∈ N such that

Ĩn,µ ∪ {(y, t) : t > t0},

is an invariant that is disjoint from Ỹ but contains O(0).
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