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Abstract

In this article, we address the problem of reconstructing an element
in a Hilbert space from its samples by means of a weighted least square
approximation. We show how this problem is linked with the notions of
weighted inverses, weighted projections and an angle condition known
as compatibility. In addition, we study perfect reconstruction opera-
tors and their relationship with the previous problem. Finally, since
the reconstructions through these approaches may not be unique, we
propose different criteria for choosing an optimal one among all of
them.

1 Introduction

Generalized sampling in separable Hilbert spaces deals with the problem of
reconstructing an unknown element f € H, where H is a separable Hilbert
space, through a collection of samples of f. Mathematically, the generalized
sampling and reconstruction framework can be described as follows: let
f € H and U, T be two closed subspaces of H called, respectively, the
sampling and reconstruction subspaces. Given a frame {uy,}nen for the
subspace U the samples of f are {(f, un) }nen. On the other hand, let {t, }nen
be a frame for the subspace 7. Then, the problem is to approximate f by
a series expansion of the form f = > hen Cntn from its samples. In this
article we assume that the approximation f is obtained by a bounded linear
operator G : (> — H with range in 7 (in symbols, G € L(¢?,H) with
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R(G) C T), called a reconstruction operator. Thus, if U € L£L(¢? H) is the
synthesis operator associated to {uy,}nen then the samples of f are U*f
and f = GU*f. Clearly, in this framework, the reconstructed element is
constrained to lie in 7. As a consequence, f cannot be perfectly recovered
under this scheme if f ¢ 7. Accordingly, we must select an appropriate
reconstruction operator Gy € £(¢2,H) such that the reconstruction obtained
by Gq verifies some optimal criterion. Different reconstruction techniques
or criteria have been developed during the last decades. In what follows, we
summarize some of these criteria:

a)

b)

a)

Perfect reconstruction:

GoU*f = f

for all f € T, i.e., f is perfectly recovered if f € 7. This kind of
reconstructions has been studied in [8] and [25], among others works.

Consistent reconstruction:
UGoU*f =U*f

for all f € H, i.e., the samples of the reconstructed element and those
of the original f are equal. This reconstruction condition was intro-
duced by Unser and Aldroubi in [33] and developed later in abstract
Hilbert spaces in [24], [26], [18], [5] among others sources.

Least squares approximation:

U*God — d||> = min||U*g — d||?
|U* Gy I rglg};\l g —d||%,

for all d € £2. We refer the reader to [8] for this approach. In addition,
we recommend [3] and [5] for the particular case in which d = U* f.

Weighted least squares approzimation:

|U*God — d||} = min||U*g — d||%, (1)
geT

for all d € (2. Here A € L1 ({?), ie., A is a semi-definite positive
operator on £2, and ||z 4 := ||AY2z]|| for all z € £2. Notice that || - |4
defines a norm if A is an invertible operator. Under this hypothesis,
problem d) is studied in [3]. In the general case, | - || 4 is a semi-norm
and so the problem must be studied with different techniques. In [8]
this problem is studied for A = (U*U)T.



The use of weights is a useful strategy when, for example, there is prior
information on the original signal that suggests that some parts of the sig-
nal to be recovered are more relevant than others. In most applications the
operator weight is considered to be an invertible or diagonal operator, how-
ever, there are some problems in which the use of a more general weight may
be more convenient. For instance, we refer the reader to [9], [10], [11], [34],
among other sources, for applications to image processing and some algo-
rithmical results which use non-invertible or non-diagonal weights. There-
fore, our main goal in this article is to study problem d) for a general weight
A € LF(£?) and its relationship with problem a). For this purpose, the notion
of weighted inverse introduced by Rao and Mitra in [29] and later extended
for operators in Hilbert spaces in [14] plays a fundamental role. This notion
which naturally emerges when studying weighted least squares problems, is
completely described in [14] in terms of weighted projections and compati-
bility. An operator A € LT(H) and a closed subspace S of H are said to be
compatible if there exists a projection @ € L£(#) with range S which is Her-
mitian with respect to the semi-inner product (z,y) 4 := (Az,y),Vz,y € H.
This concept was defined in [20] and studied later in a series of papers
(among them, [14], [17], [21]). We point out that compatibility theory has
several applications in splines [16], [7], sampling and approximation theory
[3], [18], [15], frame theory [4], and so on. For instance, concerning sampling
problems, in [18] compatibility is linked with consistent reconstructions. On
the other hand, in [15] the compatibility theory is applied to study in a more
general context the approximation problem stated by Sard in [30]. In this
article we provide new results regarding sampling problems a) and d) by
means of the notion of compatibility and weighted inverses. We believe that
this general approach will be useful in different applications.

We briefly describe the contents of the paper. In Section 2 we summarize
the notions and results about angles between subspaces, frames, weighted
projections and weighted inverses that we shall use along this work. Section
3 is devoted to the study of perfect reconstruction operators. Here, the main
contributions are Theorem 3.3 where some new characterizations of perfect
reconstruction operators are presented, and Proposition 3.5 and Corollary
3.8 where we describe, in two different senses, optimal perfect reconstruc-
tion operators. In Section 4 we explore the set of reconstruction operators
that satisfy the minimum (1). The first result in this direction is Theorem
4.1, where the existence of reconstruction operators solving (1) is character-
ized by means of the compatibility of certain pair (A4,S). In addition, the
corresponding reconstruction operators are described in terms of weighted
projections. The main part of this result follows from [14]. Clearly, since



the reconstruction obtained by a weighted least squares approximation is
sensitive to the operator weight A, it would be useful to have a selection
criterion for this operator weight. In this sense, we present two results.
On one hand, we propose to choose the weight so that the weighted least
squares approximation also be perfect. In Theorem 4.6 we consider this
scenario and we prove that the existence of such operators is equivalent to
a certain compatibility condition, and we express such reconstruction’s op-
erators in terms of the projections associated to the compatibility. On the
other hand, in Theorem 4.9 we provide conditions on the operator weight
so that the previous optimal reconstruction operators also have the smallest
quasi-optimality constant (see Definition 3.6 ). Finally, for a fixed weight A,
the rest of the section is devoted to providing different criteria for choosing
an optimal one from the previous reconstruction operators. We refer the
reader to Proposition 4.4 and Theorem 4.9 for these results.

2 Preliminaries

Throughout G, H and K denote separable complex Hilbert spaces. By
L(H,K) we denote the space of all bounded linear operators from #H to
K. The algebra L£(H,H) is abbreviated by £(H). By L (H) we denote the
cone of positive (semidefinite) operators of L(H) i.e., T € LT (H) if and only
if (Tx,z) > 0 for all x € H. Given T' € L(H,K), R(T') denotes the range or
image of T', N(T) the nullspace of T, T* the adjoint of T and T the Moore-
Penrose inverse of T. Recall that TT € £(K,H) if and only if R(T) is closed.
We shall denote by Q = {Q € L(H): Q=Q*}and P={P € Q: P = P*}.
Moreover, the symbol Ps stands for the operator in P with range S. Given
T € L(H) we write Pp to denote PW‘ In addition, we denote by S + T
the direct sum of the subspaces S and 7 and S©T = SN (SNT)*. If
S+ T = H, then (Qs//7 represents the operator in Q with range S and
nullspace T.

2.1 Angles between subspaces

A notion which is relevant in this paper is that of angle between subspaces.
There are many different ways, most of them related, to define the angle
between subspaces in a Hilbert space. Here, we shall consider the Friedrichs
angle and Dixmier angle (see [28] and [22]). The Friedrichs angle between
two closed subspaces S and T of H is the angle 6(S,T) € [0, 5] whose cosine



is defined by
(S, T) =sup{| (&) | : € € SN(SNT) ", € TN(SNT) ™, €] <1, [|nl| < 13,

The Dizmier angle between S and T is the angle 6o(S,7) € [0, 5] whose
cosine is defined by

co(S,T) =sup{[(&m |: £ €Sne T, [lEl <1, |l <1}

Clearly, if SNT = {0} then both angles coincide.

Another frequently used definition of angle between subspaces is the
following: the angle 01(S,7T) € [0, 5] between S and T is the angle whose
cosine is defined by

(S, T) inf || Prg]].

- ges,lell=1

However, it is straightforward that ¢3(S,7T) = 1 — (S, T+), see [32].
In the sequel we repeatedly use the following facts about angles between
subspaces whose proofs can be found in [28] and [22].

Proposition 2.1.  a) LetS,T be two closed subspaces of H. Then, S+T
is a closed subspace if and only if ¢(S,T) < 1. Moreover, S + T is a
closed subspace if and only if co(S,T) < 1.

b) Let A, B € L(H) with closed ranges, then R(AB) is closed if and only
if R(B) +N(A) is closed.

Finally, the next result due to Douglas [23] will be used several times
along this note:

Theorem 2.2. Let B € L(H,K) and C € L(G,K). The following conditions

are equivalent:
a) There exists D € L(G,H) such that BD = C.
b) R(C) C R(B).

Moreover, if the conditions of Douglas’ theorem hold then D € L(G,H)
solves the operator equation BX = C' if and only if D = B'C + Z for some
Z € L(G,H) with R(Z) C N(B). See, for instance, [7, Lemma 2.1].



2.2 Frames

A fundamental tool for dealing with sampling problems is the theory of
frames for Hilbert spaces. Essentially, a frame is an overcomplete system
and, as a consequence, they are useful in practical problems where, for exam-
ple, robustness and noise suppression play a vital role. Here, we introduce
some basic facts about frames in Hilbert spaces. For a complete survey on
this theory the reader is referred to [35] and [12], among other sources.

Definition 2.3. Let T be a closed subspace of H. A sequence {t,}nen in T
is called a frame for T if there exist numbers A, B > 0 such that, for every
f €T, it holds:

AJIfIP <Y 1< fota > P < BISIP

neN

The main operators associated with a frame are the analysis, synthesis
and frame operators. Given a frame {t, },en for the subspace T, the asso-
ciated synthesis operator T : ¢ — H is defined by Tec = > nen Cntn. That
is to say, {tn}nen = {Ten}tnen, where {ey,}nen is the canonical orthonor-
mal basis in ¢2. The adjoint of the synthesis operator is referred to as the
analysis operator T* : H — (2 which is T*r = {< x,t, >}nen. By the
frame condition, it is straightforward that 7% € £(H, ¢?) and it has closed
range. Moreover, T € L({?,H) and R(T) = T = span{t, nen. Finally, the
frame operator is S = TT*. The sequence {STt,},cn is called the canoni-
cal dual frame of {t,}nen, and every t € T possesses the frame expansions
t=> nen <t STty > t, = Yonen < titn > Stt,. Observe that the synthesis
operator of the dual frame {S't,},en is given by (T%)1.

2.3 Weighted projections and inverses

In this subsection, we summarize the results concerning weighted projec-
tions, compatibility and weighted inverses which we shall apply in the study-
ing of certain sampling and reconstruction problems. Here, A € L1(H),
S, M are closed subspaces of H and B € L(H) is a closed range operator
such that B(M) is closed. By || -||4 we denote the semi-norm induced by
A, e, ||z]|a = ||AY2x||, for z € H.

Definitions 2.4. a) We shall say that the pair (A,S) is compatible if
there exists QQ € Q with range S such that AQ = Q*A. Thus, the pair
(A, S) is compatible if the following set P(A,S) is not empty:

P(A,S) ={Q € L(H): Q* = Q,R(Q) = 5,4Q = Q" A}.



In such case, Pas denotes the element in P(A,S) with nullspace
(AS)t & N, where N = N(A)NS.

b) An operator T € L(H) is called an A-projection into S if R(T) C S
and

lly — Tylla < ||y — s|la, for ally € H and s € S.

From now on, we denote by
II(A,S):={T € L(H) : T is an A-projection into S}.

The relationship between these two concepts was studied in [14]. In the
next proposition we compile the results about this topic which will be needed
in the sequel. For the proof, we refer the reader to [14, Propositions 4.14,
4.17, 4.22 and Corollary 4.12], [17, Theorem 2.6] and [16, Proposition 4.3].

Proposition 2.5. The pair (A,S) is compatible if and only if there exists
an A-projection into S. In such case, if N = N(A) NS then the following
properties hold:

a) P(A,8) CTI(A,S).
b) TI(A,S) = Pas + L(H,N).

¢) P(A,8) = Pas+{W e LH):RIW)CN and S C N(W)}.
d) If N = {0} then TI(A,S) = P(A,8) = {Pas}.

e) ||Pasl| < ||TI|, for all T € TI(A, S).

f) Pas = Pasen + Py.

Since the compatibility condition given in Definition 2.4 may be difficult
to verify, the following list contains examples and equivalent conditions to
this notion. For the proofs of these facts and some examples we recommend
[20] and [21].

Lemma 2.6. a) The pair (A,S) is compatible if and only if co(S*, AS) <
1 or, equivalently, H = S + (AS)™ .
b) If A = (;k ZC)) is the matriz representation of A with respect to the

Hilbert decomposition H = S @ St then, (A,S) is compatible if and
only if R(b) C R(a).



¢) If A has closed range, then (A,S) is compatible if and only if N (A)+S
is closed. In particular, if H is finite dimensional or A is invertible
then (A,S) is compatible.

d) If A is an injective operator, then (A,S) is compatible if and only if
St CR(A + APsy) for some (and then for any) A > 0.

Definition 2.7. An operator G € L(H) is called an A-inverse of B re-
stricted to M if R(G) € M and for each y € H, it holds that

lly = BGyl||a < ||ly — Bz a,

for all x € M. If M =H we simply say that G € L(H) is an A-inverse of
B.

From now on we denote by
Zam={G € L(H): G is an A-inverse of B restricted to M}.

In the following result we collect some properties of Z4 p -
Proposition 2.8.
a) G € Ly g.m if and only if R(G) € M and Pp(B*ABG — B*A) = 0.

b) Za.p,m is not empty if and only if the pair (A, B(M)) is compatible.
In such case,

IA,B,M = {PMX X € E(H),BPMX S H(A, B(M))}

Proof. a) See [14, Remark 5.13].

b) For the first part, the reader is referred to [14, Corollary 5.15]. Hence,
let us assume that 74 p a¢ is not empty and let us prove that Zy g pm =
{PuX : BPyX € II(A, B(M))}. Thus, let G € T4 g pm. Then, by item
a), PuB*(ABPyG — A) = 0. So that, R(ABPuG — A) C N(PuB*) =
B(M)* = N(Pg(pm))- Then Ppuy(ABPMG — A) = 0 and therefore, by
[14, Corollary 4.13] it holds that BPyG € II(A, B(M)). Conversely, let
T e II(A, B(M)) and X € L(H) such that BP\X = T. By Proposition 2.5,
T = Py v +Z, where Z € L(H, N (A)NB(M)). Then Pp(B* ABPuX —
B*A) = PuB*A(Pypm) + Z — I) = PuB*A(Pa gay — I) = 0. So that,
by item a) it holds that PpX € Za B . O



3 Perfect reconstruction operators

We start this section by formulating the sampling problem that we shall
treat in this paper. Let f € H be the original (unknown) element and let us
assume that we are given a sequence of samples {(f,u;)}jen where {u;} en
is a frame for the subspace U = span{u;}jen. We call U the sampling
space. In others words, if U € L£(¢2,H) is the synthesis operator associated
to the frame {u;};en, then the sequence of samples is U* f. On the other
hand, let T be a closed subspace of H, called the reconstruction space, and
let {tj}jen be a frame of 7. Our goal is to approximate f by a series
expansion f = Y ¢;t; € T obtained as f = GU*f for some G € L((,H)
with R(G) C 7. The operator G is called a reconstruction operator.

Clearly, if T € L(¢2,H) is the synthesis operator associated to the frame
{t;}jen we get that R(G) C T = R(T).

In this section we shall focus on reconstruction operators that are exact
on the given reconstruction subspace. More precisely:

Definition 3.1. We shall say that a reconstruction operator G € L({?*,H)
is perfect if GU*g = g for all g € R(T).

The following characterization of the existence of a perfect reconstruction
operator was proven in [8, Theorem 2.2 and Lemma 2.6]. Here we present
an alternative proof.

Proposition 3.2. The following assertions are equivalent:

a) There exists a perfect reconstruction operator;
b) co(R(T),N(U*)) < 1.

Proof. a) — b). Let G € L(¢2,H) be a perfect reconstruction operator.
Then, as R(G) C R(T), (GU*)?h = GU*h for all h € H. Thus (GU*)? =
GU*. Further, as GU*g = g for all g € R(T), then R(T) C R(GU*) C
R(G) C R(T), i.e., R(GU*) = R(T). Thus, as N(U*) C N(GU*), we get
that co(R(T),N(U*)) < ¢o(R(T),N(GU*)) < 1, where ¢y(R(T), N (GU*)) <
1 because GU* is an idempotent operator with R(GU*) = R(T).

a) < b). If co(R(T),N(U*)) < 1 or, equivalently, R(T) + N(U*) is
a closed subspace then there exists a closed subspace S such that S +
N(U*) =H and R(T) € S. Then, Qs//n ) is well defined and the equa-
tion Qs//nw+) = XU* has a solution in £(¢?,H) , denoted by Xo. Define
G = PrXy. Hence, R(G) € R(T) and GU*g = PrXoU*g = PrQs;/nw+)9 =
g for all g € R(T'). Therefore G is a perfect reconstruction operator. O



Observe that the existence of perfect reconstruction operators is related
to the notion of rich data introduced in reproducing kernel Hilbert spaces
by Smale and Zhou [31] and later extended for arbitrary Hilbert spaces by
Antezana and Corach in [3]. Given two frames with synthesis operators F, G,
respectively, G provides rich data with respect to F' if inf{||G*Fz|| : ||z|| =
1, z € N(F)*} > 0. Now, by [3, Proposition 3.2], G provides rich data with
respect to F if and only if co(R(F), R(G)*) < 1. Therefore, by Proposition
3.2, there exists a perfect reconstruction operator for the sampling space
U and the reconstruction space 7 if and only if U provides rich data with
respect to 7.

From now on, we denote by Rp the set of perfect reconstruction oper-
ators. Our goal is to study this set and to obtain, in some sense explained
later, optimal operators in Rp. For this purpose, in the following result we
list some characterizations of the operators in Rp in terms of idempotent
operators, inner inverses and frames. Concerning this last point, notice that
if G € Rp then R(G) = T, i.e., G is the synthesis operator of some frame
for 7. In the next result we fully describe those frames.

Theorem 3.3. Let co(R(T),N(U*)) <1 and G € L({?,H) be a reconstruc-
tion operator. The following conditions are equivalent:

a) G e Rp.
b) GU* is an idempotent operator with R(GU*) = R(T).
¢) GU*G =G and R(G) = R(T).

d) U*G is an idempotent operator with N(U*G) = N(G) and R(G) =
R(T).

e) G is the synthesis operator of the canonical dual frame of { PrU Pg+e;} jen
where R(GU*) = R(T) and co(R(UG*),R(T)*+) < 1.

Proof. a) — b). The conclusion follows immediately from the proof of a) —
b) in Proposition 3.2.

b) — ¢). Since G is a reconstruction operator then R(G) C R(T"). Now,
as R(T) = R(GU*) C R(G), we get that R(G) = R(T'). Then, GU* is an
idempotent operator with R(GU*) = R(G) and so GU*G = G.

¢) — d). Clearly, from GU*G = G we obtain that (U*G)? = U*G,
i.e., U*G is an idempotent operator. Moreover, N(U*G) C N(GU*G) =
N(G) CN(U*QG). Hence, N (U*G) = N(G).

d) — e). If U*G is an idempotent operator with N (U*G) = N(G) and
R(G) = R(T) then GU* is an idempotent operator with R(GU*) = R(T).
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Thus, GU* = Qr(r)//m for some closed subspace M such that R(T) +
M = H. Hence, UG* = Quqe//pr)r and so, co(R(UG),R(T)*) < 1.
As a consequence, R(PrUPg+) = R(T), i.e., {PrUPg-e;}jen is a frame
for R(T). Let us prove that ((PrUPg+)*)! = G. Indeed, ((PrUPg-)*)! =
(PrUGHG))) = (PrQacs rany - (G = (G = 6.

e) — a). First, notice that as R(GU*) = R(T) then R(G) = R(T)
and, from co(R(UG*), R(T)*) < 1, we get that PrUPg+ has closed range.
Therefore, {PrUPg-€;}jcn defines a frame onto its range. Now, since G
is the synthesis operator of the canonical dual frame of {PrUPg+e;}jen,
then G = ((PrUPg+)*)! or, equivalently, (G*)! = PrUPg- = PrUG*(G*)1.
Thus, Pr = (G*)IG* = PrUG*. From this, we also obtained that Pr =
Pr(UG*)2. Hence, R(UG* — (UG*)?) C R(UG*)NR(T)* = {0}. Therefore,
UG* = (UG*)? and so, GU* is an idempotent operator with R(GU*) =
R(T). Therefore, GU*g = g for all g € R(T'). The proof is complete.

O

We recommend [8, Theorem 2.2] for some other equivalent conditions to
G € Rp. In particular, the equivalence a <> b in the above proposition can
also be found (with a different proof) in the mentioned result.

Corollary 3.4. Let co(R(T),N(U*)) < 1. Then,
{GU*:GeRp}={Q € Q:R(Q) =R(T),N(U") CN(Q)}.

Proof. By Proposition 3.2, it follows that if G is a perfect reconstruction
operator then GU* € Q, R(GU*) = R(T) and, clearly, N(U*) C N(GU*).
For the other inclusion, if Q € Q, R(Q) = R(T) and N (U*) C N(Q), then,
by Theorem 2.2, there exists F € L£(¢?,H) such that Q = FU*. Thus, define
G = PrF. Obviously, G is a reconstruction operator and, since GU* = @,
we get that G € Rp. O

Notation: Let co(R(T),N(U*)) < 1. Given Q € Q with R(Q) = R(T)
and NV (U*) C N(Q) we denote by

RP(Q) = {G €Rp:GU* = Q}
Proposition 3.5. Let co(R(T),N(U*)) < 1. Then,
Rp(Q) = {QU"' + PrZ : Z € L(F*, M) with R(U*) C N(Z)}.

Furthermore, Gg = Q(U*)T € Rp(Q) is optimal among all the operators in
Rp(Q) in the following two senses:

11



a) [|[(U* = GH) fIl = min{[|(U* = G")f]| : G € Rp(Q)} for all f € H.
Moreover, Gq is the unique G € Rp(Q) which realizes the minimum.

b) |U - Goll < |U = G| for all G € Rp(Q).

Proof. Let G € Rp(Q). Then, GU* = @ and, by Theorem 2.2, G =
QU + Z for some Z € L(¢?,H) with R(U*) C N(Z). Now, since
R(G) = R(T) = R(Q), we get that G = Q(U*)" + PrZ. The other in-
clusion is trivial.

Let us prove item a). Consider G € Rp(Q) then G = Gg+PrZ, for some
Z € L(?,H) with R(U*) C N(Z). Now if f € H then |[(U* — G*)f|* =
(U™ = GHIIIP + 1Z°Prf|? = (U = GH)fII? because R(Z*) € R(U*)*.
Now suppose that there exists G = Gg + PrZ € Rp(Q) such that ||(U* —
GHfll < I(U* = G*)f]| for all G € Rp(Q) and for all f € H. Then, in
particular, [[(U* = GH)fII> + |1 Z*Prf|* = [|(U* = G)fII? < |(U* = G fI1?
for all f € H. So that Z*Ppf =0 for all f € H and therefore Z*Pp = 0. In
consequence R(Z) C R(T)* and so G = Gg.

From item a) we get that |[U* — Ggf| < [|[U* — G| and so, item b)
holds. O

By Theorem 3.3, G € Rp(Q) is the synthesis operator of the canonical
dual frame of {PrUPg+e;}jen. Therefore, |[U — G|| can be interpreted as
a measure of how well distributed is this frame with respect to the sam-
pling frame {u;};jen. In consequence, by the above proposition, the frame
associated to G is optimal in the sense that it minimizes the distance to
{u;j}jen among all the frames asociated to the reconstruction operators in
Rp(Q). This criteria of optimality was also considered in [2], for the next
alternative approach: fixed @ € Q, the authors in [2] look for all the sam-
pling operators U and all the reconstruction operators G with R(G) = R(Q)
and R(U) = N(Q)* such that GU* = Q. More precisely, they studied the
set Tg == {(G,U) : GU* = Q,R(G) = R(Q) and R(U) = N(Q)*} and
the associated problem ming yyer,, ||G — U|[?. The reader is referred to [2,
Theorems 4.1, 4.3] for these results.

Another criterion of optimality in R p is proposed in [1] by virtue of the
quasi-optimality constant.

Definition 3.6. Let G € L({2,H) be a reconstruction operator. The quasi-
optimality constant p = p(G) > 0 is the smallest number p, such that

|f — GU*f|| < wpllf — Prfll , for all f € H. If u(G) < oo we call G a

quasi-optimal operator.

12



Trivially, if G is a quasi-optimal operator then it is perfect. Moreover,
if G € Rp then u(G) = ||GU¥||, see [8, Corollary 2.5]. Our goal is to
describe the elements in Rp with minimal quasi-optimality constant. The
key for their description is the next result due to Corach and Maestripieri
[16, Proposition 5.2]:

Proposition 3.7. Suppose that M and S are two closed subspaces of H
such that co(M,S) < 1. Then,

Q@ = min{QQ™ : Q € Q, R(Q) =S and M C N(Q)} (2)

where Qo = Qs//pm+(sLnmty and the minimum is taken with the Lowner or-
der defined on LT (H) (i.e., A< B if (Azx,x) < (Bx,x),Vx € H); moreover
Qo 1is the unique idempotent satisfying (2).

As immediate consequence of Corollary 3.4 and Proposition 3.7, we
present in the following result the expression of the elements in Rp with
minimal quasi-optimality constant. To this end, if ¢o(R(T), N(U*)) < 1 we
denote by

Qo = QR(T)//N U +RT)I+N(U*))*-

Corollary 3.8. Let co(R(T),N(U*)) < 1. If G € Rp(Qo) then GU*UG* <
GU*UG* for all G € Rp. In particular, |GU*|| < ||GU*|| for all G € Rp.

By Corollaries 3.4 and 3.8, Gy := Qo(U*)' € Rp(Qo) and ||GoU*|| <
|GU*||, for all G € Rp. That is to say, Go is a perfect reconstruction
operator with minimal quasi-optimality constant. We highlight that G
coincides with the perfect reconstruction operator studied in [8, Theorems
3.3 and 3.5]. We shall study this particular perfect reconstruction operator
with more detail in the next section.

4 Reconstruction operators by means of restricted
weighted inverses

Given A € L1 (£?), this section is devoted to study the reconstruction oper-
ators G € L(?,H), R(G) € R(T), such that for all y € ¢2

ly — U Gylla < |ly — U~z a (3)

for all z € R(T). Notice that y € £? can be assumed as U* f + ¢, i.e., as the
original (possible noises) samples. In other words, we propose to minimize
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the distance respect to the semi-norm || - ||4 between the measurements,
U*f + 1, and the samples obtained with a reconstruction g € 7T, i.e., U*g.
Clearly, taking into account Section 2.3, T4 7= (7 is the set of reconstruc-
tion operators of problem (3).

In the sequel, since U* and R(T') are fixed, we simply write RA instead
of IA,U*,’R(T) .

Along this section, we consider that ¢(R(T), N (U*)) < 1 or, equivalently,
R(U*T) is closed.

Theorem 4.1. Let A € LT (¢%). Then, R is not empty if and only if
(A, R(U*T)) is compatible. Moreover, in such case,

RA={(U*Pr)'F+ PrZ: F ell(A,R(U*T)),R(Z) CNU*Pr)}. (4)

This means that given a reconstruction operator G, then G € R4 if and only
ifU*G € TI(A, R(U*T)). Moreover, if G € R* then GU* € TI(UAU*, R(T)).

Proof. The first part follows by Proposition 2.8. Let us prove that if G € R4
then GU* € TI(UAU*,R(T)). Hence, consider G € RA. Then, by (4)
and Proposition 2.5, GU* = (U*PT)T(PA,R(U*T) + W)U* + PrZU*, where
R(W) CN(A) NR(U*T) and R(Z) C N(U*Pr). Then we get that

PrUAUGU* = PpUAU* ((U*PT)T (Parw-r) + W)U* + PTZU*)

PrUAU*(U*Pr) (Parqrr) + W)U*
= PrUAPrw+1(Parw-r) + W)U"
= PUAPugw-1) + W)U* = PrUAP, rer)U*
—  PrUP; gomyAU" = PrUAU",

Then, by [14, Proposition 4.5], it holds that GU* € II(UAU*, R(T)). O

Example 4.2. Let {e,}nen be an orthonormal basis of H and consider the
frame sequences {u;}jen = {€2i—1, €2i—1 }ien,ix3 and {t;}jen = {€2i—1}ien,i>3-
Let U and T be the synthesis operators associated to {u;}jen and {t;};en,
respectively. Note that R(T) N N(U*) = span{es} # {0}. In addition,
R(T) + N (U*) is closed, so that ¢«(R(T),N(U*)) < 1. On the other hand,
letS = R(T)QR(U) = W{eﬂfl}ieN,izél - R(U), R(T) Take A € LT (52)
with closed range and such that N(A) = U*S. For instance, consider
A € L1(02) invertible and then take A = (I — Py-g)A(I — Py+s). Thus, the
pair (A, R(U*T)) is compatible. In fact, R(U*T)+N(A) = R(U*T)+U*S =
R(U*T) is closed. Then, since A has closed range, by Lemma 2.6, it
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holds that (A, R(U*T)) is compatible. Therefore, by Theorem 4.1 we get
that R = {(U*Pr)'F + PrZ, F € TI(A,R(U*T)), R(Z) C N(U*Pr)}.
Now, II(A, R(U*T)) = Pag=r) + L((?,U*S), and since N (Pag(w+r)) =
7%(./4(]*’_?)L N (UWS)L then PA,R(U*T) = QR(U*T)//’R(AU*T)lﬁ(U*S)L‘ There-
fore, we get that

W e L(2,U*S), R(Z) C N(U*Pr)}.

Corollary 4.3. Let A € LT(?) such that N(A) N R(U*T) = {0}. If
(A, R(U*T)) is compatible then

RA = {T(AYV2UTY AYV2 + PrZ . Z € L2, H),R(Z) C N(U*Pr)}.

Proof. It N(A) N R(U*T) = {0} then (A, R(U*T)) = {Parw-r)} Thus,
by Theorem 4.1, it suffices to see that (U*PT)TPAR(U*T) = T(AYV2U=T)T A2,
or, equivalently, that Py 1) = U*T(AY2U*T)t A2, Let us prove this
last equality. A simple computation shows that Q1 := U*T(AI/QU*T)TAI/2 €
Q and AQ: = Q7A. Therefore, it only remains to prove that R(Q1) =
R(U*T). Let y € R(U*T). Then y = U*Tx for some x € H and Q1y =
U*T(AV2UT)IAY2y = U*T(AY2UT)TAV2UTx = U*T Py gr/2g7e) 0@ =
U*T Py y=1)L® =y, where N(AYV2U*T) = N (U*T) since N (A)NR(U*T) =
{0}. Thus, y € R(Q1). The other inclusion is trivial. The proof is com-
plete. O

In the following result we study, under different scenarios, the behavior
of the samples produced by the reconstructions obtained by operators in
RA. Before that, we introduce some notation and terminology. Given a
compact operator T' € L(H, ), it is said that T is in the p-Schatten class

(which is denoted by S,) for some 1 < p < oo if Y A (T)P < oo, where
E>1

AR(T) denotes the eigenvalues of (T*T)Y/2. The class S, is a normed space
with the p-Schatten norm ||T||, = (32 A\ (T)P)'/P. We refer the readers to
k>1

[27] for a complete treatment on this class of operators. If A € L1 (H) and
A2 € S, for some 1 < p < oo, the weighted p-Schatten norm || - ||, 4 for
T € L(H) is defined as ||T||p.4 = [|AY?T)|,.

Proposition 4.4. If (A, R(U*T)) is a compatible pair and N = N(A) N
R(U*T) then the following assertions hold:
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a) If f € H then

in |U*GU* f| = |Parw-1)onU"f|
GrgglAll Il = IParw-m)enU f]

Moreover, the operators in R which satisfy this minimum for all

feH are
G = (UPn) (Parwmion + V) + PrZ,
where R(U*) C N(V), R(V) C N and R(Z) C N (U*Py).
b) If f € H then

in |U*f—-U"GU*f||=||(I—-P U f]].
GHEI%IAH ! fl =1 ARWU T)) il
Moreover, the operators in R* which satisfy this minimum for all
fe™Ht are
G = (U*Pr) (Parwr) + W)+ PrZ,

where RW) C N, R(U*) CN(W) and R(Z) C N(U*Pr).

c) If AY? e Sp, for some 1 < p < oo, then the reconstruction operators
in R4 solve the problem:

min || U*GU* = U"||p.4.
GeL(02,H) ’
R(G)CR(T)

Proof.

a) Let G € RA. Then, by Theorem 4.1 and Proposition 2.5, G =
(U*Pr)'F + PrZ for some Z € L(2,H) with R(Z) € N(U*Pr) and
F = Py pw+r)en + Py + W for some W € L(£?) with R(W) C N. Hence,
if f € H then

|U*GU*f|I> = |FU*f|* = |Parwr)enU*FI* + | (Pxv + W)U £|1?
> | PararrenU*fI* (5)

Now, [|Parw+r)enU*fII* = |U*(U* Pr)' Py gryenU* f||* and, applying
again Theorem 4.1 and Proposition 2.5, (U*PT)TPA,R(U*T)@/\/ € RA. Thus,
minAHU*GU*fH = ||P4 R(U*T)@NU*fH- Moreover, by (5), G € RA attains
GER ’

this minimum for all f € H if and only if G = (U*PT)T(PA,R(U*T)QN +
Py + W) + PrZ for some Z € L({?,H) with R(Z) C N(U*Pr) and some
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W € L(£%) with R(W) C N such that (Py + W)U*f = 0 for all f € H
or, equivalently, —PyU* = WU*. Now, a simple computation shows that
W € L(£?) satisfies —PyU* = WU* and R(W) C N if and only if W =
—Ppn Py« +V for some V € L(¢2) with R(V) C N and R(U*) C N(V). The
result is proved.

b) Let G € RA. Then, by Theorem 4.1 and Proposition 2.5, G =
(U*Pr)'F 4 PrZ for some Z € L({,H) with R(Z) € N(U*Pr) and
F = Pygw-r) + W for some W € L({*) with R(W) C N. Hence, if
f € H then

|U*f = UGU*f|? = |(I-UGU*f|?
= (I = Par-r)U fI? + WU f|?
> (I = Parw-1)U*fI%. (6)
Notice that ||(I — Pagw+r)U*f|I> = |U*f — U*((U* Pr)t Py (1)) U* fII?
and (U*Pp) Py gw+r) € R*. Therefore GmglAHU* f=UGU*f|| = |(I -
S

Parw+r))U" f|. Moreover, by (6), G € RA attains this minimum for all
f € H if and only if G = (U*Pr)(Pyg-1) + W) + PrZ for some Z €
L(0%,H) with R(Z) € N(U*Pr) and some W € L(¢?) with R(W) C N such
that WU* = 0 or, equivalently R(U*) C N (W). The proof is complete.

¢) Let G € RA. Then, G = (U*Pr)'F + PrZ € R4, for some F €
(A, R(U*T)) and Z € L({*,H) with R(Z) C N(U*Pr). In addition, by
Proposition 2.5, F = Py g+r) + W, for some W € L(¢*) with R(W) C
N(A) NR(U*T). Therefore,

PrUA(U*PrGU* — U*) = PrUA[U* Pr(U*Pr)'F 4+ Pr2)U* — U*]
= PpUA[FU* —U*] =
= PrUAFU* — PRUAU* = PrUA(Pa ) + W)U* — PrUAU*
= PrUP} g AU™ — PpUAU* = 0.

Then, by [13, Theorem 4.3 and Corollary 3.3], G solves min || U*PrXU*—
XeL(l2H)

U*||p,a. Therefore, G solves the desired problem. O

For a treatment of the weighted least square solutions of the operator
equation DXB — C' = 0 considering the seminorm || - ||, 4, the reader is
referred to [13].

Clearly, the choice of A affects the reconstruction obtained by an opera-
tor in R4, Therefore, it would be desirable to have a criterion for selection
of the operator weight A. Here, we propose two criteria. In the first one
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(Theorem 4.6), we propose to choose A so that the weighted least square
reconstruction also be perfect, i.e., R4 N Rp be not empty. In the second
one (Theorem 4.9), we suggest to select the weight A such that there exists
a reconstruction operator in R4 N Rp with smallest quasi-optimality con-
stant. Our first criterion is inspired in Sard’s work [30]. In the following
remark we summarize Sard’s approach and some of his main results.

Remark 4.5. The approach proposed in [30] is the following:

Let pu be a Lebesgue-Stieljes measure on R, H be the Hilbert space £2(p)and
let (Q, F,P) be a probability space. Given x+ dx € H, where dx is the error,
then x is approxzimate by T(x + 0x) where T € L(H). Such operator T is
called a process. It is assumed that dx : R x Q — H is a u x P-measurable
function such that:

a) for almost every t € R, E(dz(t,-)) =0,
b) for almost every w € Q, dx(-,w) € H,
¢) E(||oz]]?) = [o Jg 102 (w, t)[*du dP(w) < oo

The variance V' of dx is the operator given by Va = E({(x,dx) éx). It holds
that V€ LT(H) and it is a trace operator.

Fized a closed subspace M of H the following two processes are studied
in [30]:

e Approximation process: Let = = {T € L(H) : E(T(x + dz)) =
x ¥z € M}. Hence, T € = is called an approzimation process over M
if B||Tox||? < E||Udz||? for allU € Z. In [30, Theorem 1], it is proven
that T € L(H) is an approzimation process if and only if R(VT*) C M
and Tx = x for all x € M. This last condition means that if T is an
approximation process then the elements of M are perfectly recovered
by T . Howewver, since in Sard’s scenario R(T) is not assumed to be
included in M, then this approach differs from our perfect reconstruc-
tion definition. Later, in [15], the notion of approzimation process is
extended for an arbitrary V € L(H) (i.e. V is not necessarily a trace
operator), and it is shown the relationship between the approrimation
processes over M and the elements of P(V, M1).

e Least square process: Let A € LT(H). A least square process is
an operator T € L(H) such that R(T) C M and for each f € H,
[|f —Tflla = ming,em ||f —ml||a. This kind of processes is studied in
[30] under the extra condition M C R(PapAPam) (proper condition),
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and in [15] for the general case. Again, in this last work it is shown the
relationship between this sort of processes and the compatibility theory.

Clearly, the choice of A affects the approximation T (x + dz) by a least
square process T'. In [30], it is proposed to choose the weight A such
that the least square process be also an approrimation process. In the
context of [30], it is proven that such a process exits if and only if
VAM) C M. For the general case, we recommend [15, Theorem

4.6].

Taking into account Sard’s criterion for selection of the weight A, in the
following result we characterize the operators in R N Rp.

Theorem 4.6. Let A € LT((?). Then, RANRp is not empty if and only
if (A, R(U*T)) is compatible and R(T) NN (U*) = {0}. Moreover, in such
case,

RANRp ={(U*Pp)'Q: Q € P(A,R(UT))}. (7)

That is, G € RANRp if and only if U*G € P(A, R(U*T)). Moreover, if
G € RANRp then GU* € P(UAU*, R(T)).

Proof. Clearly, by Proposition 3.2 and Theorem 4.1, if RANR p is not empty
then (A, R(U*T)) is compatible and R(T) NN (U*) = {0}. Conversely, sup-
pose that (A, R(U*T)) is compatible and R(T) N N(U*) = {0}. Then
N(U*Pr) = R(T)* and so, by Theorem 4.1, the set R4 is {(U*Pr)'F :
F € II(A,R(U*T))}. Hence, let us take F' = Q € P(A,R(U*T)) C
(A, R(U*T)) and let us prove that (U*Pr)'Q € R,. For this, write
Q = Pygw~1)+ Z, where Z € L({*) satisfies that R(Z) C N(A)NR(U*T)
and R(U*T) C N(Z) (see Proposition 2.5). Then

(U*Pp)IQU*)? = (U*Pp) (Parw-r) + Z)U*Pp(U*Pr)IQU*
= (U*PT)TPAR(U*T)U*PT(U*PT)TQU*
= (U*P)'UPr(U*Pr)IQU* = (U* Pr)'QU™.

In addition, it is clear that R((U*Pr)IQU*) C R(T). Now, if z € R(T)
then # = Prx and (U*Pr)'QU* Pra = (U*Pr) Py g7 U*Pra = Pra =
x. In consequence, R((U*Pr)!Q) = R(T) and so (U*Pr)fQ € RANRp.
Therefore R4 NRp is not empty and every operator of the form (U*Pr)Q
with Q € P(A, R(U*T)) is in RANRp. Let us prove the remaining inclusion.
Let G € RANRp. Then, G = (U*Pr)'F € R4 N Rp, for some F €
II(A, R(U*T)). We claim that F' € P(A, R(U*T)). In fact, as G € Rp then
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GU* is an idempotent onto R(T). So, if x € R(T) and F = Py g+1) + Z
where R(Z) C R(U*T) NN (A) (see Proposition 2.5) then

x = Pra=GU*Pra = (U*Pp) (Pyrw-r) + Z)U*Pra
= Pyw-ppy2z + (U*Pp)' ZU* Pra = Pra + (U*Pr) ZU* Pra
= x4 (U*Pr)'ZU* Pra.

Thus (U*Pr)1 ZU*Pra = 0 and so ZU*Prz € R(U*T) N R(U*T)*+ = {0}.
Then ZU* Prz = 0 and therefore R(U*T) C N (Z). So that, by Proposition
2.5, F € P(A,R(U*T)) and the assertion follows.

Now, let us prove that if G € R4 N Rp then GU* € P(UAU*,R(T)).
Thus, assume that G € RANRp. Since G € Rp we know that GU* is an
idempotent operator with R(GU*) = R(T), i.e., it only remains to show
that UAU*GU* is selfadjoint. Now, from (7), G = (U*Pr)tQ for some Q €
P(A, R(UT)). So, UAU*GU* = UAU*PrGU* = U AU* Pp(U* Pr)tQU* =
UAQU*, which is a selfadjoint operator since @ € P(A4, R(U*T)).

[

Example 4.7. Let {e,}nen be an orthonormal basis of H and consider
the frame sequences {u;}jen = {€2i—1,€2—1}ien,iz3 and {t;}jen = {e3 +
es,€2i—1tien,i>4. Let U and T be the synthesis operators associated to {u;};en
and {tj}jen, respectively. Notice that R(T) N N(U*) = {0} and R(T) +
N(U*) is closed, i.e., co(R(T),N({U*)) < 1. Let S := R(T) N R(U) <
R(T),R(U) (observe that S # {0}) and take A € L (¢%) with closed
range such that N'(A) = U*S. Again, as in Example 4.2, we can choose
A = (I — Py~s)A(I — Pys), with A € Lt(£?) invertible. Observe that
the pair (A, R(U*T)) is compatible because R(U*T) + N(A) = R(U*T) +
U*S = R(U'T) (see Lemma 2.6). Hence, if Q € P(A,R(U*T)) then
Q = Pygw-r) + W, where W € L({?), R(W) C U*S and R(U*T) C
N(W). Now, since N(Pygw+r)) = RAU*T)* N (RU*T) N U*S)+ =
R(AU*T): N (U*S)*, we get that Py g+r) = QRUT)//RAU*T) - A(U*S) " -
Therefore,

RYNRp = {(U*Pr) (Qrw-1))/RAUT)0@0+8)- + W) : W € L(£7),
R(W) C U*S, R(U*T) C N(W)}.

Remark 4.8. If in Theorem 4.6 we take A = I then the set R N Rp has
a unique element. Several representations of this operator are known (see
[8, Proposition 3.4] and [8, Theorem 3.1]). From Theorem 4.6 it holds that
RINRp = {(U*Pr)T}.
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In the next result we obtain, for certain A € £ (¢2), the elements in RN
R p with the smallest quasi-optimality constant among all the reconstruction
operators in R4 N Rp.

Theorem 4.9. Let co(R(T),N(U*)) < 1 and (A, R(U*T)) be compatible.
If N(AU*) N R(T) C R(U) then there exists G1 € RN Rp such that
G1U* = Pyau«r(r)- Therefore, ||G1U|| < |[GU*|| for all G € RA.

Before we prove Theorem 4.9, we present the following

Lemma 4.10. If (A, R(U*T)) is compatible then there exists a closed sub-
space M of H such that M + N (U) = H and R(AU*T) C M.

Proof. By [21, Theorem 2.15|, the pair (A, R(U*T)) is compatible if and
only if c¢o(R(AU*T), R(U*T)*) < 1. Then, since N(U) C R(U*T)*, it
holds that co(R(AU*T),N'(U)) < 1. Then R(AU*T) + N(U) is closed.
Thus, for instance, M = R(AU*T) + (R(AU*T) + N(U))* verifies the
result. O

Proof of Theorem 4.9. As ¢o(R(T),N(U*)) < 1 and (4, R(U*T)) is com-
patible then, by Theorem 4.6, R4 N Rp is not empty and (UAU*, R(T))
is compatible. Moreover, observe that as N(AU*) N R(T) C R(U) then
R(Pj av+ mry) = RIT)NN(AU*) +UAU*(R(T)) € R(U). Thus, by Theo-
rem 2.2, there exists F' € L(H) such that UF = PEAU*,R(T) or, equivalently
F*U* = Pyau+ »(r)- Moreover, by Lemma 4.10, there exists a closed sub-
space M of H such that M + N(U) = H and R(AU*T) C M. Hence,
define Gy == PrF*Qjy /- We claim that G; € R*NRp and G1U* =
PUAU*,R(T)' Trivially, 1U* = PTF*U* = PTPUAU*,R(T) = PUAU*,'R(T)'
Moreover, as G1U* = Pyap-r(r) and R(G1) € R(T), then G; € Rp. It
remains to show that Gy € R4 or, equivalently, that U*Gy € P(A, R(U*T))
(see Theorem 4.6). A simple computation shows that (U*G1)? = U*Gy
and R(U*G1) = R(U*T), so we only need to prove that AU*G; is selfad-
joint. Now, as G1U* = Py ap= »(r) then UAU*G1U* is selfadjoint. That is,
UAU*GLU* = U(AU*G1)*U*. But, as R(AU*Gy) = R(AU*T) C M,
R((AU*G1)*) € R(G;) € M and M NN(U) = {0} then AU*G; =
(AU*G4)*, as desired. Therefore, G; € RANRp and G U* = Py av+ R(1)-

Finally, by Proposition 2.5 and Theorem 4.6, we get that ||G1U*|| <

|GU*|| for all G € RA. O

The following remark follows from the proof of Theorem 4.9.
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Remark 4.11. Under the hypotheses of Theorem 4.9, for every closed sub-
space M of H such that M + N(U) = H and R(AU*T) C M, and every
F € L(H) such that UF = P sty R(T) the operator

G = PrE" Qv nw)

verifies that Gy € RANRp, G1U* = Py sy~ pr) and [|G1U*|| < ||GU*|| for
all G € RA.

In the next example, we present a family of operators A € LT (¢2) for
which the conditions of Theorem 4.9 hold:

Example 4.12. Suppose that co(R(T),N(U*)) <1 and S = R(T)NR(U) #
{0}. Consider A € LT (£%) such that N(A) = U*S and R(A) is closed
(for instance, A = I — Py~gs satisfies these conditions). Now, it is easy to
check that N(AU*) = S + N(U*). Then it holds that N(AU*) N R(T) C
R(U). In fact, if x € N(AU*) N R(T) then v = s + y, where s € S,
y € N(U*). Thus x — s € R(T) NN (U*) = {0}. So that x € S C R(U),
i.e., N(AU*)NR(T) C R(U). Moreover, (A, R(U*T)) is compatible because
R(U*T) + N(A) = R(U*T) is closed (see Lemma 2.6). Furthermore, as
N(A)NRU*T) = U*S # {0} then the set P(A, R(U*T)) is not singleton.

For instance, returning to the Example 4.7 we note that the hypotheses
of Theorem 4.9 are verified. Thus, the elements in RYNRp with the small-
est quasi-optimality constant between all G € R4 are PTF*Q?\A//N(U) =

PTF*U*(U*)TQR(U*)//MJ_ = PUAU*,R(T) (U*)TQR(U*)//MJ-’ fO’F every closed
subspace M of H such that M + N(U) = H and R(AU*T) C M. There-
fore, since N (Pyau+r(r)) = R(UAU*T)*+ NS+ we get that Py av= r(1) =
Qr(1)//R(UAU*T) st - Hence, the desired reconstruction operators are fully
described.

In Corollary 3.8 we described the set of perfect reconstruction opera-
tors with minimal quasi-optimality constant, namely, Rp(Qp), where Qg :=
QR(T)/ /N U*)+RW)NN(T*))- Now, we desire to relate these optimal recon-
struction operators in Rp with R4 for convenient A € £*(£?). In order
to simplify the analysis, we shall focus on the operator Gy := Qo(U*) €
Rp(Qo). Therefore, our goal is to provide a family of operators A € £+ (£?)
for which Gy € R4. For this purpose, we introduce the next result due to
Corach and Maestrpieri [19, Theorem 5.1]:

Theorem 4.13. Given E € Q and A € LT(H) the following conditions are
equivalent:
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a) AE = E*A;

b) A = Ay + Ay for some Ay, Ay € LT(H) with R(A1) C R(E*) and
R(A2) C N (E*).

By means of the above result we characterize the set B:={B € L*(H) :
R(B)=R(U) and Qo € P(B,R(T))} as follows:

Corollary 4.14. B = {By + By : B; € LT(H),R(B1) = R(U) N (R(U) N
N(T*)* and R(Bs) = R(U) NN (T*)}.

Proof. The result follows by Theorem 4.13 and by the fact that if By, By €
LT (H) are such that B = By + Bs has closed range then R(B) = R(B;) +
R(B3) (see [6, Theorem 3.3]). O

Proposition 4.15. Let A= {U'B(U*)' : B € B}. Then, Gy := Qo(U*) €
RA for all A € A.

Proof. By Theorem 4.6, it suffices to prove that U*Gy € P(A, R(U*T)).
Since Go € Rp, U*Go € Q and R(U*Gp) = R(U*T). Now, for all A € A it
holds AU*Gy = UTB(U*)TU*Qo(U*)" = UTBQo(U*) which is a selfadjoint
operator because B € B, i.e., U*Gy is A-selfadjoint. The proof is complete.

O

The following result can be found in [8, Theorem 3.3]:
Corollary 4.16. Let A = (U*U)'. Then, Gy := Qo(U*)T € RA

Proof. First observe that Py € B. In fact, Py = Prunnmw@)nnv(@)L +
Prannwn(r+), then, by Corollary 4.14, Py € B. Now, A = Ut =
Ut Py (U*)!. Therefore, by Proposition 4.15, Gg := Qo(U*)T € RA. O
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