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In this article, the noise-assisted correlation integral (NCI) is proposed. The purpose of the NCI is to estimate
the invariants of a dynamical system, namely the correlation dimension (D), the correlation entropy (K>), and
the noise level (o). This correlation integral is induced by using random noise in a modified version of the
correlation algorithm, i.e., the noise-assisted correlation algorithm. We demonstrate how the correlation integral
by Grassberger et al. and the Gaussian kernel correlation integral (GCI) by Diks can be thought of as special
cases of the NCI. A third particular case is the U-correlation integral proposed herein, from which we derived
coarse-grained estimators of the correlation dimension (D)), the correlation entropy (K/), and the noise level
(0,)). Using time series from the Henon map and the Mackey-Glass system, we analyze the behavior of these
estimators under different noise conditions and data lengths. The results show that the estimators D! and o)
behave in a similar manner to those based on the GCI. However, for the calculation of K>, the estimator K/

outperforms its GCI-based counterpart. On the basis of the behavior of these estimators, we have proposed an
automatic algorithm to find D, K,, and o from a given time series. The results show that by using this approach,

we are able to achieve statistically reliable estimations of those invariants.
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I. INTRODUCTION

Chaotic phenomena arise naturally in many fields of
science. They can be observed in the nonlinear dynamics
of biological systems [1] as well as in the evolution of
economic data [2]. In the past few decades, scientists have
focused their efforts on developing mathematical concepts
that allow us to understand and characterize the complex
and unpredictable behavior of these deterministic phenomena.
Two of those concepts are the correlation dimension (D) and
the correlation entropy (K3) proposed by Grassberger and
Procaccia[3,4]. These invariants have been used in many appli-
cations, including ground motion analysis of earthquakes [5],
characterization of high-layer coronal activity on the sun [6],
classification of patients suffering from depression [7], etc.
These invariants are estimated through the correlation integral,
which is calculated by means of the correlation algorithm [8].

Despite the fact that the method of Grassberger and
Procaccia, i.e., the standard correlation integral, has been
proven to work well in low-dimensional attractors, it is almost
useless when the time series coming from these systems
are contaminated with noise [9—13]. The presence of noise
causes the Grassberger-Procaccia method to overestimate the
correlation dimension and the correlation entropy. This is
because the approach assumes that the observed data represent
a finite-dimensional set, and that there is no noise at all [12].

In experimental situations, in which there is always some
level of noise, one has two options. The first is to try to reduce
the noise from the time series (not always possible). However,
the effect of a very small level of noise (2%) can dramatically
affect the estimation of invariants with the standard correlation
integral [14]. The second option is to model the influence of
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noise in the scaling law [11,15]. Following this path, Diks
proposed the Gaussian kernel correlation integral (GCI) [11].
In comparison with the standard correlation integral, the GCI
not only has the ability to better estimate D and K5, but also
the noise level (o). Estimating o is crucial to interpreting the
results of an experiment, since it affects the estimations of the
other invariants. In this sense, the researcher must be aware
that if too much noise is present in the temporal series, caution
must be taken in the interpretation of the results.

Unlike the Grassberger-Procaccia algorithm, this technique
is relatively robust and correctly accounts for noise if that noise
is Gaussian and additive. However, although it is much better
than the Grassberger-Procaccia algorithm for estimating the
correlation dimension, the Diks method still cannot estimate
the correlation entropy, even in low-dimensional chaotic
systems [12].

In this article, we propose a correlation integral that is
induced by the use of noise in the correlation algorithm.
The noise-assisted correlation integral (NCI) arises as a
generalization of the standard correlation integral and also
of the GCI. With the NCI we can also compute correlation
integrals with kernel functions that would require numerical
integration for its evaluation, given that this kernel function can
be found to be the complementary cumulative density function
of a random variable. We will explore a third particular case of
the NCI, which we call the U-correlation integral (UCI). The
particularity of this type of correlation integral is that it allows
us to introduce information of the embedding dimension in the
kernel function. Its main advantage relies on the convergence
of the correlation entropy estimation. Moreover, from the UCI
we have derived coarse-grained estimators of D, K, and o.
The behaviors of these estimators are tested with time series
coming from low-dimensional systems under different noise
levels and data lengths.

Section II is devoted to theoretical aspects reported in the
literature that will be useful for the development of the article.
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In Sec. III we present the foundations of the NCI, and we
present a particular case, the UCI, in Sec. IV. Two special
cases of the UCI are studied in Secs. IV A and IV B. In Sec. V
we derive the coarse-grained estimators based on the UCI for
the correlation dimension (Sec. V A), the correlation entropy
(Sec. VB), and the noise level (Sec. V C). Furthermore, we
analyze their behavior under different conditions. Using these
coarse-grained estimators, in Sec. VI we present an algorithm
to automatically estimate system invariants. General remarks
are given in Sec. VII, and the conclusions are presented in
Sec. VIII.

II. THEORY

The correlation integral is the most important quantity used
to calculate the correlation dimension and the correlation en-
tropy of a dynamical system. The definition of the correlation
integral involves phase-space vectors that are reconstructed
from a scalar time series through an embedding method [15].
These phase-space vectors can be interpreted as random
samples drawn from an underlying probability distribution
(the natural measure on a system’s attractor) [15]. Given two
random vectors X and y € R™ chosen according to the natural
measure fx(x) and a parameter & > 0, a generalized definition
of the correlation integral G, (h) is [11]

Gm(h) = // glx = yll/h) fxx) fx(y) dxdy

= /g(i/h)fz(i) dz, (D

where Z = ||x — y|| is a measure of distance between the
random vectors x and y (which will be assumed Euclidean),
f3(%) is its probability density function (PDF), and m is the
embedding dimension. From Eq. (1) it can be seen that the
correlation integral is the expected value of a kernel function
g(Z/h) that depends on a parameter 7 (length scale). The
standard correlation integral C,,(h) is obtained by using the
Heaviside step function H(1 — Z/h) as a kernel [8],

Cn(h) = /H(l — /1) f:(2) dz. 2)

It is well known that the noise level of the time series
affects the estimation of the correlation dimension [9-13]. In
this sense, it is very important to model the influence of noise
over this quantity, since if too much noise is present, then
care must be taken in the interpretation of the results obtained
by means of the correlation integral. The problem with the
classical correlation integral is that its kernel function, the
Heaviside step function [see Eq. (2)], makes it difficult to
derive analytic functions to model the influence of noise in
the estimation of the invariants [11]. To overcome this issue,
Diks proposed the Gaussian kernel correlation integral 7,,(h),
which in the absence of noise can be expressed as [11,16]

T (h) = / e L)z, (3)
where the kernel function is g(Z/h) = exp (—z%/4h?). It

has been shown that for fractal measures without noise,
the standard correlation integral as well as the GCI scale
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as [11,16,17]
Cn(h) =Tu(h)=¢pe ™2 nP for m — co,h — 0, (4)

where ¢ € R is a normalization constant and 7 is the
embedding lag. This scaling behavior is observed if the kernel
function g(¢) meets two conditions [11,18]: (i) it decreases
monotonically for ¢+ > 0, and (ii) it decreases faster than a
power function, i.e., lim,_,gh™?g(t/h) = 0 for t > 0 and any
p=>0.

In real applications, the estimation of invariants is biased
due to the finite length of the time series and/or due to
the contamination with noise. The general idea to correct
this bias [deviation from the scaling behavior of Eq. (4)] is
to analytically model the noise influence over the scaling
function. For example, when the time series is immersed
in white Gaussian noise of variance o2, the GCI will scale
as [11,16,19]

D—n

Tu(h) = ¢ W™ (h* + 0%) =" 7™
for m — oo,vh?+02— 0. 5)

Equation (4) is recovered when o — 0. In practice, o is fixed
at a nonzero value, so the factor ~/h2 + o2 cannot tend to zero.
However, it is expected that Eq. (5) holds in a suitable range
of small % values, provided that o is not too large. Corrected
versions of the scaling law for the standard correlation integral
[Eqg. (2)] can be found in [20,21]. Moreover, there exist other
approaches that are also useful [11,22,23].

Once the scaling model is chosen and the correlation
integral is calculated, there are two main options to estimate D,
K>, and o. The first one is to estimate these invariants through
a nonlinear fitting of the scaling model [11,16]. This method
has the drawback that it is highly dependent on the range of
scale values selected to fit the model, and there is not a general
consensus about the correct way to choose it. Additionally, to
conclude that the dynamic arises from a deterministic system,
it must be verified that the invariants do not depend on the
scaling range. This is usually done by visual inspection of the
“scaling regimes” [15].

The second option is to use coarse-grained estimators.
These are explicit expressions for D, K, and ¢ as functions
of m and h [13]. Some examples of coarse-grained estimators
are those derived by Nolte et al. [19],

dinT,(h)  [m — S A (h)
dnh 1 — An(h)

1 (1 Tin(h)

D] (h) = , (6)

Ki(h) = —

m

1
"y T2 Am(h”)’ @

o7 (h) = h? A (h) ®)
" 1 — Am(h)’

where D), K|, and o, are the coarse-grained estimators for

D, K», and o, respectively, and
A — dinT,(h) dInT,(h)
" dlnh dinh

and
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FIG. 1. Correlation algorithm: The distances Z,, between all pair
of phase-space vectors are compared with a threshold 6, =& to
produce the binary outputs c,, which are averaged to calculate the
correlation sum a,, (h).

The superscript T indicates that these estimators are calculated

from T,,.
The correlation integral is estimated through the
correlation sum G, (h). Given a scalar time series

{x,,}ﬁlv:, and the parameters m € N and 7t e N, the
m-dimensional vectors X, = {Xi,X(i+T),X(l‘+2-[) . 7x[i+(m—l)t]}

with 1<i<L=N-—(m—1)T must be considered.
Defining the distance between embedded vectors
as the Euclidean norm Z, = |x; —xjll, where
o={j))i#ji=12,...,.L, j=12,...,L} and
Q = L(L — 1), the correlation sum is defined as [11]
| L L
Gnu(h) = LL—1 Z Zg(”Xi —Xll/h)
i=1 j#i
1 Y
=5 > ga/h). ©)
w=1

where g(#) is the kernel function. This procedure can be
translated into an algorithm called the correlation algorithm,
which involves three steps. The first step is the calculation
of all distances Z,, between phase-space vectors. Then for a
fixed value £, the kernel function must be evaluated at 7,/ &,
and the correlation sum is obtained as the average through
w. Finally, this procedure must be repeated over a range of &
values. When the Heaviside function is taken as a kernel [3], the
aforementioned methodology can be summarized as in Fig. 1.
In this special case, the algorithm compares each distance Z,,
with a threshold 6 = h producing a binary output c,,. Then
the correlation sum C,, (%) is computed as the average through
all outputs. Basically, this procedure can be seen as a parallel
array of threshold comparators similar to those modeling flash
analog-to-digital converters (ADC).

Itis well known that the ADC performance can be enhanced
through the dithering technique, which consists in adding a
random signal (commonly white Gaussian noise) to the input
signal before its digitization. This is done in order to reduce the
undesirable effect of quantization noise as well as to increase
the dynamical range of the ADC [24-26]. The enhance-
ment of the analog-to-digital conversion process by adding
noise is called stochastic resonance [26,27]. Moreover, the
stochastic resonance phenomenon displayed by the dithering
technique is called suprathreshold stochastic resonance [27].
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The suprathreshold stochastic resonance model consists of
a parallel array of comparators or one-bit quantizers. At
each quantizer, an independent and identically distributed
noise realization is added to an input signal, which can be
deterministic [28] or stochastic [29]. The idea is to elicit a
distinct output at each quantizer in response to a common
input signal. Finally, a global output is obtained as the average
over all quantizer outputs [28—-33]. It has been proven in [29]
that injecting noise into this kind of network can improve the
estimation of statistical parameters of the input signal. The
enhancement relies on the fact that the added noise can elicit a
better representation of the information contained in the input
variable.

There is a deep similarity between the correlation algorithm
and the suprathreshold stochastic resonance model. This has
led us to consider the possibility that estimation of invariants
such as D and K, can be done by injecting noise into the
comparators of the correlation algorithm. We will explore this
idea in the next section.

III. NOISE-ASSISTED CORRELATION INTEGRAL

In this section, we develop the foundations of the noise-
assisted correlation integral (NCI). Our departure will be the
noise-assisted correlation algorithm (see Fig. 2), which is in-
spired by the suprathreshold stochastic resonance model. This
algorithm consists of Q one-bit quantizers (or comparators)
with threshold value 6, = 0, w = 1,2, ..., Q. Each quantizer
receives as input an independent and identically distributed
(iid) sample Z,, ~ f; (with support [0,00)) minus a sample of
iid noise fi,, with a cuamulative distribution function F),, also
independent of Z,,. For a single quantizer, the output s, is ruled

by
{O
S(A)
1

Finally the global output fS’\m(h) is calculated as the average
over all quantizer’s outputs.

lf Zw_l'bw 2 Qws

10
otherwise. (10

Ho ()

FIG. 2. Noise-assisted correlation algorithm, consisting of Q
quantizers with threshold 6, = 0. Each quantizer receives an input
that is composed of the subtraction of an iid noise realization w,,
whose PDF depends on a parameter &, from the distance between a
pair of phase-space vectors Z,,. The binary outputs of all quantizers
s, are averaged to calculate the noise-assisted correlation sum §m (h).
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Based on Eq. (10), we can calculate the probability that the
wth quantizer is set to zero given the input Z,, as

Pr{s, = 0|Z»} = Pr{Zo, — o = 00}
=

=Pr{Z, — 1o 0}
= Pr{us, < Zo}

We can deduce now the probability that the wth quantizer is
turned on given the input 7, as

Pr{s, = 1|Z,} = 1 — Pr{s, = 0|Z,}
=1- F;L(Zw)~

It S is the number of quantizers turned on, the probability of
S = k given the input Z,, is given by the binomial distribution

Pr{S = k|z,} = <%>[1 — FuGo) Fu(z)?

Then the marginal probability of having k£ quantizers turned
on is

Pr(S =k} = f (%) [ = Fu@o)I* Fu@)?™ f:(Z0) dZo.
0
and the expected value of Sis
($)=0 / [ = Fy Gl foGo) d,
0

Defining the estimator S, (h) = (§) /Q, making 7 = Z,,
and assuming that the noise distribution depends on a param-
eter i, i.e., F,(t; h), we can write from the last equation

Su(h) = (8)/0Q
Z/O (1 — F,(z:h)]f(2) dz

_ f b fi(2)dz, (11)
0

where F, w(t; h) is the complementary cumulative distribution
function of the noise .. We will call §,,(h) the noise-assisted
correlation integral. It can be observed that Eq. (11) is similar
to Eq. (1) but now the kernel functionis g(Z; h) = F,,(Z; h). Itis
clear that all complementary cumulative distribution functions
decrease monotonically, meeting the first condition that allows
the scaling behavior of the correlation integral [Eq. (4)].
The second condition can be met by using distributions
with compact support or distributions whose complementary
cumulative distribution functions decay faster or equal to
the complementary cumulative distribution function of the
exponential distribution.

As particular examples, we can show that if the added
noise [, follows a deterministic distribution with probability
mass function f,(Z;h) = 8[Z/h — 1] and cumulative distri-
bution function F,(Z;h) = H(Z/h — 1), then Eq. (11) can be
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written as

S(h) = / (1= HG/h - DG dz
0

:/ H(1—-7Z/h)f:(2)dz
0

= Cm(h)v

which is the standard correlation integral [see Eq. (2)]. On
the other hand, the GCI can be derived from Eq. (11) by
adding noise with Rayleigh distribution s, ~ R(Z; ~/2h). This
is the distribution of the Euclidean distance between two
iid bidimensional Gaussian random vectors of zero mean
and variance 2h2. Given that its complementary cumulative
distribution function is F,(%; ~/2h) = e~¥'/*"" we can write

S(h) = / eI £(2)dz
0

= T, (h). (12)

These two examples demonstrate that C,, (k) and T,, (k) can
be thought of as particular cases of S,,(%), which means that
they can be estimated by adding noise, as was described earlier.
It is important to mention that the main difference between
the standard correlation algorithm and the noise-assisted
algorithm proposed herein lies in the nature of the threshold
used to count the number of neighbor phase-space vectors.
The former uses a deterministic threshold (see Fig. 1). On the
other hand, the addition of noise p,, in the latter is equivalent
to thresholding each distance Z,, with a stochastic threshold
that follows the same distribution of .

To calculate the noise-assisted correlation sum, Algorithm 1
should be followed.

Algorithm 1 Noise-assisted correlation algorithm.

1: Form m-dimensional phase-space vectors from the temporal
series and calculate all pairwise squared distances
ZoWithl <o < Q=L(L-1).

2: Fix the value of the parameter & and obtain Q realization of noise
M from the distribution f,(u; h).

3: Calculate the binary variable:

0 if Lo — Mo = 0,
So(h) = {1 otherwise.
4: Calculate the noise-assisted correlation sum as
Su(h) = § 0 su(h).
5: Repeat steps 1-4 for all values of 4 and m.

One advantage of the noise-assisted algorithm is related
to the evaluation of kernel functions. As mentioned before,
the correlation integral is estimated using the correlation sum,
which requires many evaluations of the chosen kernel function.
For kernel functions that require numerical integration for
their evaluation, this methodology becomes computationally
expensive. However, if this function can be written as the
complementary cumulative distribution functions of a random
variable, the estimation of the correlation sum can be done
using this new approach.

Another interesting fact about the NCI is that the GCI can
be estimated using noise with Rayleigh distribution, which is a
chi distribution () with two degrees of freedom (8 = 2). A x,
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with B degrees of freedom is the distribution of the Euclidean
distance between two -dimensional iid random vectors drawn
from a multivariate normal distribution. This thought led us to
hypothesize that it may be possible to introduce a correlation
integral using a new type of kernel function that can generalize
the GCL

IV. THE U-CORRELATION INTEGRAL

A particular case of the NCI occurs from a generalization
of the GCI. As we mentioned before, the noise-assisted
correlation algorithm is characterized by the addition of
random noise (., that induces a stochastic threshold with the
same distribution.

In Eq. (12), we showed that the GCI can be induced by
adding noise with Rayleigh distribution. Then, the estimation
of the GCI for different m values involves distances whose
PDF is changing with m and thresholds with a distribution that
does not. However, it is natural to think that the distribution
of the threshold should also be a function of the embedding
dimension.

In this sense, we need to think of a kernel function that can
take into account information of the embedding dimension.
That kernel function is

r(8/2,z/h?)
I'(B/2)

where I'(a, 1) is the upper incomplete Gamma function, I"(a)
is the Gamma function, and z = Z* is the squared distance
between phase-space vectors. This kernel can be induced by
the addition of noise 1, that follows a chi-squared distribution
(x;) with variance h?. X; 1s the distribution of the squared
Euclidean distance between two B-dimensional random vec-
tors taken from a B-dimensional normal distribution. Then,
the B parameter can be used to incorporate information of the
embedding dimension.

Note that we are using the x; instead of the x,. This
is because it is more expensive, computationally speaking,
to calculate the distances between m-dimensional vectors
than to calculate their squared distances. Moreover, it is
faster to generate noise w, with x; than with x,. As a
consequence, from now on we will work with the squared
distance z = Z*. This also implies that the inputs to the noise-
assisted correlation algorithm must be the squared distances
2o =2,

To deduce the U-correlation integral (UCI), we also need
an expression for the distribution of the squared distance
between phase-space vectors f,. Oltmans ef al. derived an
equation for the distribution of the squared distance between
m-dimensional phase-space vectors contaminated with iid
normal noise with zero mean and variance o2 [see Eq. (18) in
Ref. [34]]:

g(z;h) = ; 13)

Zm/2—l F(D/2) m—D m z
fem,032) = — F, 35 |
2Q20)Y" P I'(m/2) 2 2" 4o
(14
where |F\(a,b;t) is Kummer’s confluent hypergeometric

function. This distribution arises under the assumption that
the PDF of the unperturbed pairwise distances between
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phase-space vectors behaves as AP~! for a certain range of
h values [34]. If each of the coordinates of these vectors is
perturbed with uncorrelated Gaussian noise of variance o2,
then the PDF of the noisy distances will follow Eq. (14). This
was demonstrated in [34] through a statistical approach in
which Kummer’s confluent hypergeometric function results
from the convolution of the PDF of the unperturbed distances
and the Gaussian distribution.

Substituting Egs. (13) and (14) into Eq. (11), we define the
U-correlation integral as

Uf(h) = f ©L(p/2.2/ ) ="' T(D/2)
0 T(B/2) 2(20)" P T'(m/2)
m—D m z
X 1F1 <T?§a _m> dZ,

and it can be shown that

¢ 2\ m/2
Uph) = "_’(402)0/267"% F(D/)I((B + m)/2)( h )
2 F(B/2T(m/2+ 1) \do?
x F , . - ’
271 2 2 2 402

15)

Wher/g ,F (a,b;c;t) is the Gauss hypergeometric function
and ¢ is a normalization constant. This CI introduces a new
parameter B, which is the degree of freedom of the noise u,,
used in the noise-assisted correlation algorithm. Since the x;
can be thought of as the distribution of the distance between
two B-dimensional normally distributed random vectors, we
will refer to 8 as the noise dimension.

A. UCIF=?

As we mentioned before, the GCl is a particular case of the
UCIL. This can be verified by setting 8 = 2 in Eq. (15):

Ut = L aodPPr(p ek <_2>'"/2
" 2 402

m+2 m—D m+?2 h2
x F, s ; = .
2 2 2 402
Taking into account that F\(a,b;a;t) = (1 — t)’b, we have

m

UL=2(h) = ¢2P7'T(D/2)h™ (h* +402)D2 e

mtka o (16)
Using Eq. (5), we can conclude that

o~

UP=2(h) = g 20P-DT(D /)T, (h/2).

This result shows us that the U-correlation integral with 8 =
2 is just a scaled version of the Gaussian kernel correlation
integral. This means that they describe the same & dependence.

To numerically validate the aforementioned results, we
perform a set of simulations using time series coming from
the Henon map:

2
Xpy1 =1 —ax, + bx,_y,

with a = 4 and b = 0.3. We must clarify that we have chosen
this map and the Mackey-Glass system [Eq. (26) will be
used in a further simulation] because they have been widely
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FIG. 3. Noiseless Henon map. Log-log plot of GCI (dotted blue
line) and UCI?=? (solid orange line) with m = {2,4,6,8,10} (m =2
top and m = 10 bottom).

used in the literature related to the estimation of invariants
from time series. In this way, these invariants have been
well characterized, and the results can be easily compared
with similar studies already published by other authors
[4,20-23,34-36].

Figure 3 shows a log-log plot of the Uﬁzz(h) (UCIP=2)
and the T,,(h/2). This example was calculated from a single
realization of the Henon map in the absence of noise. The
number of embedding vectors was kept constant at O = 5000
through the different values of m = {2,4,...,10}, and the
embedding lag was T = 1. As can be seen, for small values of
h, the UCI?=? fluctuates slightly around the value of the GCI.
However, for larger / values, both correlation integrals are very
similar. Notice that the slopes of all of the curves are equal,
which means that both correlation integrals approach the same
value of D. This can be observed in Fig. 4, which shows the
reported value of the correlation dimension for the Henon map,
D = 1.22 [11,16], the logarithmic derivative of the UCI?=2,
and the logarithmic derivative of the GCI as functions of In &.
It can be observed how both the UCI?=2 and the GCI oscillate
around this reported value of D.

The fluctuation of the UCI?=? is associated with statistical
instabilities as a consequence of the finite number of available
phase-space vectors. This oscillation can be reduced by
increasing the number of comparators Q in the noise-assisted
correlation algorithm. It can be done in two different ways.
The first one is to increase the time-series length N. The
second one is to create copies of each squared distance
Zw, Which will increase the number of comparators. Then
a different realization of noise ., must be added to each
copy, and the thresholding procedure must be applied. Finally,
the correlation sum S(h) is obtained as the average over all
comparator outputs. As a technical detail, we must mention
that all the derivatives in this document were approximated
using a wavelet transform approach [37].

These results lead us to conclude that the U-correlation
integral can be considered as a generalization of the GCI. We
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FIG. 4. Estimation of the correlation dimension for the noiseless
Henon map using m = {2,4,6,8,10}. Log-derivatives of GCI (dotted
blue line) and UCI*=? (solid orange line). The reported value of
correlation dimension D = 1.22 (dashed black line).

found that, computationally speaking, it is faster to calculate
the GCI than the UCI?=2, since for a fixed value of & the
evaluation of the function e~/#" is faster than the generation
of noisy samples with x; ,(h). However, for values of >3
the evaluation of the incomplete I" function will require
numerical integration, and this can be slower than generating
samples of x;(h) noise.

B. UCIF="

The kernel function proposed in Eq. (13) introduces a new
parameter B (we will refer to § as the noise dimension), which
describes the degrees of freedom of the y; distributed noise
used in the noise-assisted correlation algorithm. The idea is
that 8 allows us to introduce information about the embedding
dimension m in the kernel function. This will be useful for the
estimation of the system’s invariants.

To illustrate this idea, we will set the noise dimension equal
to the embedding dimension (8 = m) in Eq. (15) and define
the correlation integral U,’z:m (h) as

o~

U;ﬁzm(h) — %(40_2)D/267m1’1(2 F(D/Z)F(m)

C'm/2)T(m/2+1)

h? \"? m—D m+2 K2
. i\ m, T3 )
4o 2 2 4o

7)

from which we can propose a new correlation dimension
functional (see Appendix A):
dinUL™"(h) _ 2m(m — D)
dlnh m+2 \402

F(m 1,852 1 mE2
F (m, %;’%”,;i’f) '

(18)
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It can be assessed that this functional approaches D when
o < h and m when o > h (see Appendix A). This behavior
is similar to the correlation dimension functional based on
the GCI [11,13]. Figure 5 shows a log-log plot of the U= (h)
(UCT?=") and the GCI calculated with different values of m =
{2,4,...,10} for the noiseless Henon map. The number of
embedding vectors was kept constant (Q = 5000) through the
values of m, and the embedding lag was t = 1. It can be
seen that for m = 2 (at the top), the curve corresponding to
the UCI’=" and the one corresponding to the GCI overlap.
Moreover, the slopes of all of the curves are similar for both
UCIP=" and GCI, which means that both will converge to
similar values of D. This is clear in Fig. 6, which shows the
reported value of the correlation dimension for the Henon map
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FIG. 6. Estimation of the correlation dimension for the noiseless
Henon map using m = {2,4,6,8,10}. Log-derivatives of GCI (dotted
blue line) and UCI’=" (solid orange line). The reported value of
correlation dimension D = 1.22 (dashed black line).
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D = 1.22, the logarithmic derivative of the UCI?=™", and the
logarithmic derivative of the GCI as functions of In/. Both
correlation integrals, UCI=" and GCI, approach the reported
value of D, meaning that both estimators describe the same &
dependence.

One of the main differences between the UCI?=" and the
GCl lies in the distance between curves for different m values.
As is shown in Fig. 5, the difference between curves for
different m values is more uniform for the UCI?=" than for
the GCI. Since the estimation of K, is based on calculations
of the correlation integral for different m values, the last result
suggests that the use of UCI’=" could have an advantage
over the use of GCI. We define from Eq. (17) a new entropy
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FIG. 8. Noisy Henon map (o0 =0.1) log-log plot for
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012212-7



JUAN F. RESTREPO AND GASTON SCHLOTTHAUER

3.0 o

.

T
" l)rn

27

m

2.4
2.1 {
_ 18
< 45l
Q
1.2
09 |
06 |
03 |

vt

DV ---D=122

|
53
et

Lnerd { g
._‘ua“-,.-:;. YL -

.
LIPS
o]

0.0 - -
-5.0 -45 -39 -33 -28 -22 -1.7 -1.2 -0.6 -0.1 0.5

(a)

3.0

27 b |annnsn DZ:I

DY ---D=122

24t
21t
_ 18}
Sist,,
12 PRENES
09t
06t
03t

e
AR CE ety Tl

!
S
.
.

9]

0.0
-5.0 -45 -39 -33 -28 -22 -1.7 -1.2 -0.6 -0.1 0.5

(d)
3.0 T T T T T
27t [anars DL DY---D=122
24 r
21
_18¢f
S5t
12 PritRA IR aRe A T e
09| ar %o “:.
06} E
03
0.0
-5.0 -45 -39 -33 -28 -22 -1.7 -1.2 -0.6 -0.1 0.5
In (h)
(2)

PHYSICAL REVIEW E 94, 012212 (2016)

30 IRET r r r r r T 3.0

27 ff weees DI DY---D=122 27

24 ¢ [E 2.4

2.1 [l |[E s 2.1 Ht

1815 = * 1.8 12
Bl 8 2 ) S

1.5 p 8[| ol 15 10
Al TV MY Y4007 \od Sl

1.2 == s BRI, ...l.,.- '.u....-'o‘--. 1.2 e

’ el DRI TNt LS ’

0.9 [y 2 “ 0.9

06 |= 0.6 3

0.3 . 0.3 ]

0.0 ELUSENL 0.0 L LELE P —

-35 -31 -27 -23 -1.9 -1.5 -1.1 -0.7 -0.3 0.1 0.5 -2.0-1.8 -15 -1.2 -1.0 -0.8 -0.5 -0.2 0.0 0.2 05
(b) (c)

30 ¥ r r r r r . T 3.0

27 k] aeens DT DY -e-D=1.22 2.7

24 & 24

2.1
1.8
1.5
1.2
0.9 1
0.6
0.3
0.0

2.1
1.8
1.5
1.2
0.9
0.6
0.3

5000

Q=

0.0
-2.0-18-15-12 -1.0 -0.8 -0.5 -0.2 0.0 0.2 05

35 -31 27 23 -1.9 -1.5 -1.1 -0.7 -0.3 0.1 05
(e) ()
30 oy 3.0 —
27 Hf =xeen DT DY ---D=122 27 F[eeenn DT DU ---D=122
2.4 H i 241 f
21t i 21} ¢ ]
1.8 1 i 181 | §
15 F i . 151 ¢ ‘S
i i e St B i e i
0.9 [fH1SE bR/ “] 09t
0.6 HhlzEll kans 06 LlFa. s
03 flEE\E" ; 03 fl :
0o MER T : 00 LLE s
35 -3.1 2.7 2.3 1.9 -1.5 -1.1 -0.7 0.3 0.1 05 -2.0 -1.8 -15 -12 -1.0 -0.8 -0.5 -02 0.0 02 0.5
In (h) In (h)
(h) ©)

FIG. 9. Correlation dimension coarse-grained estimators for the Henon map. D] (dotted blue line) and DY (solid orange line) for
m = [4,6,8] and Q = {500,5000,10000}. Top row: Q = 500 (a) noiseless, (b) o = 0.05, and (c) o = 0.2. Middle row: Q = 5000 (d)
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dimension value D = 1.22 is shown by a dashed black line.

functional based on the UCI?=" as

B=m+2

1 Iz )
Uh~"(h)
m+1 h?
=1 In— — 27K
n{m+2}+ na2 TK>2
F(m42,250 4 12 4128
+ In -
m—D. m+2. —
F, (.52 2 )

When o < h, this estimator approaches

B=m+2

()
UL=" (h)

D
=—-2tK,+1n (— + 1),
m

19)

(20)

and for m values much bigger than D it can be seen that
In[UES 2 () URT" ()] ~ —27K,.

Figure 7 shows the entropy functional based on UCI?=" for
m = {2,4,6,8}. It can be observed how this entropy functional
converges to the reported value of correlation entropy (K, =
0.3 [11,16]) faster than the estimator based on GCI (K, ~
—1/T I [Typs1 (1)) Tu(W)D).

At this point, we have proposed a correlation integral
UCIP=" from which we have derived a dimension and an
entropy functional. We have shown that these estimators
approach the reported values of dimension and entropy when
the time series are clean. On the other hand, when the noise
level (o) is increased, both the UCI?=" and the GCI deviate
from the power-law behavior. We must clarify that all time
series used in this article were rescaled to have unitary

012212-8



NOISE-ASSISTED ESTIMATION OF ATTRACTOR INVARIANTS

PHYSICAL REVIEW E 94, 012212 (2016)

1.0

09 f|=nsns KT

08|
07t
_06F
=
<05
X 04 PUE
0.3 I
02}
01t

500

)

0.0
-5.0 -45 -39 -33 -28 -22 -1.7 -1.2 -0.6 -0.1 0.5

(a)

1.0

1.0

0.9

0.9

0.8
0.7
~06
= .
= 05
1

04
0.3
0.2 r
0.1

T T

0.8
0.7 .
0.6 .
0.5
0.4
0.3
0.2
0.1

5000

o=

0.0 . . . . . . . . .
-5.0 -4.5 -39 -33 -28 -22 -1.7 -1.2 -0.6 -0.1 0.5

(d)

0.0 . . . . . . . . .
-2.0-18 -15-12 -1.0 -0.8 -05 -0.2 0.0 0.2 05

()

1.0

1.0

0.9

0.9

0.8
0.7

~06

S

= 05¢
04
0.3
0.2 r
0.1

0.8
0.7
0.6 ._'
0.5 -
0.4

0.3
0.2

o1p: S

10000

.Q.=

0.0 N S S
-5.0 -45 -39 -3.3 -28 -22 -1.7 -1.2 -0.6 -0.1 0.5
In (k)

()

0.0 . . . . . . . . .
-2.0-18-15-12-1.0 -08 -05 -0.2 0.0 0.2 05

In (h) In (h)

(i)

FIG. 10. Correlation entropy coarse-grained estimators for the Henon map. K, (dotted blue line) and K (solid orange line) for
m = [2,4,6,8] and Q = {500,5000,10000}. Top row: Q = 500 (a) noiseless, (b) o = 0.05, and (c) o = 0.2. Middle row: Q = 5000 (d)
noiseless, () o = 0.05, and (f) o = 0.2. Bottom row: Q = 10000 (g) noiseless, (h) o = 0.05, and (i) o = 0.2. The reported correlation

entropy value K, = 0.3 is shown by a dashed black line.

standard deviation. As a consequence, o is the noise level
after rescaling, i.e.,

Op
/2 2’
o +o,

where o is the noise variance and o is the variance of the
clean time series. In this sense, 0 = 0 corresponds to clean
time series and o = 1 implies only noise.

Figure 8 shows that for ¢ = 0.1, both UCI’=" and GCI
bend off to a larger slope when £ is small. It can be seen
that for large h values, the differences between curves for
consecutive m values are more consistent for the UCI#=" than
for the GCIL.

Since there are no practical applications free of some noise,
it is important to find analytic expressions that allow us to

o =

estimate D, K;, and o from functions that depend on 4 and m.
In the next section, we will present coarse-grained estimators
that will be tested under different conditions.

V. COARSE-GRAINED ESTIMATORS
BASED ON THE UCI#="

The coarse-grained estimators allow us to visually inspect
the data for proper scaling regions as well as to estimate
the invariants D, K», and o. To derive these estimators, we
will take advantage of some identities of the Gauss hyperge-
ometric function and the § parameter. We will compare our
coarse-grained estimators with those based on the GCI [19],
given by Eqgs. (6), (7), and (8). These estimators can be
efficiently computed and, more importantly, their calculation
only depends on the estimation of correlation integrals for
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consecutive embedding dimensions, i.e., no other external
quantities or parameters are needed.
A. Correlation dimension (D)

It is shown in Appendix B that a coarse-grained dimension
estimator in terms of UCI=" can be defined as

462+ 2\ dIn UL (h)
DY (h) = ( - ) Y
nh
402 UL=""(n)
+—0Qm — 2)[_— — 1}, (21)
h Un~"(h)

where U,ﬁz’” (h) is the UCI calculated by adding noise
with the same dimension as the embedding vectors, i.e.,
B = m. The estimator Uﬁzm_z(h) is the UCI calculated using
embedding dimension m and noise dimension 8 =m — 2.
The superscript U denotes that this estimator comes from the
UCL. It can be seen that for o — 0, this estimator approaches
dlIn U,ﬁ:m (h)/dInh = D (see Appendix A). This behavior has
been observed in other coarse-grained estimators, such as the
ones proposed by Diks [13], Nolte ez al. [19], and Jayawardena
et al. [22].

Figure 9 shows the behaviors of D} and D], as functions
of h for m = {4,6,8}. These estimators were calculated from
time series coming from the Henon map with different noise
levels (noiseless, o = 0.05, and o = 0.2) and data lengths,
reflected in the number of available phase-space vectors
0 = {500,5000, 10 000}. The reported value of the correlation
dimension D = 1.22 is also shown.

For the noiseless case, we can see from the first column of
Fig. 9 how for arange of In & values the estimator D), oscillates

J

PHYSICAL REVIEW E 94, 012212 (2016)

around the reported value of D, regardless of m. Moreover,
as the number of available phase-space vectors increases, this
oscillation is attenuated. This result is very similar to the one
achieved with the estimator D) .

It can be observed in Figs. 9(b), 9(e), and 9(h) that for a low
noise level (o = 0.05), the scaling range is shorter than in the
noiseless case. However, for a large number of phase-space
vectors, there still can be found a scaling region. There is
something interesting about the estimator D}, in the presence
of noise that we have observed through a large number of
simulations. From Fig. 9(b) it can be seen that D), approaches
the reported value of D when Ins ~ —1.3. At this value, the
curves for different embedding dimensions m get the closest.
In other words, the D;, approaches the reported value of D
at the /1 value corresponding to the minimum of the variance
of D} calculated through the different m values. On the other
hand, for values of O = {5000, 10 000} it is shown in Figs. 9(e)
and 9(h) that a scaling region can be recognized (—1.9 <
Inh < —1.3).

For high noise levels (o = 0.2), the third column of Fig. 9
shows that it is difficult to find a scaling region. Nevertheless,
it can be seen how the estimator D;, approaches D when the
variance among the curves for different m values is the smallest
[Inh ~ —0.35 for Fig. 9(c), Inh ~ —0.85 for Fig. 9(f), and
Inh ~ —1.2 for Fig. 9(1)]. D], displays a similar behavior to
Dy, even in the presence of noise.

B. Correlation entropy (K)

In Appendix C, we propose the following coarse-grained
correlation entropy estimator:

1 Uﬁ =m+2 402 m —
Km(h) { - ln m+2 + 111 |: 2 7 2 <
2r UP= "2 + 4o

As we previously proved, when o — 0 the quan-
tity dIn U5 ~"(h)/dInh — D. Then K! — In(D/m + 1) —
27 K,, which is the noiseless correlation entropy functional
[Eq. (20)].

InFig. 10 we present K, and K as functions of In 4 for dif-
ferent m values. These estimators were calculated using time
series coming from the Henon map with different noise levels
(noiseless, o = 0.05, and o = 0.2) and a different number of
available phase-space vectors O = {500,5000,10 000}.

In the absence of noise, we can see from Figs. 10(a), 10(d),
and 10(g) that K, oscillates around the reported value of
correlation entropy (K, = 0.3) [11,16] regardless of m. On the
other hand, it can be observed that K is unable to converge
for the tested m values. It can be seen that the amplitude of
the oscillations of K is higher for small & values than for
larger ones. These oscillations are attenuated as the number of
available phase-space vectors is increased.

When the noise level is low (o = 0.05), it is shown in
the second column of Fig. 10 that K, still converges to K>
for a suitable range of In/ values. For Q = 500, this range
is —1.9 < Inh < —1.1, and for Q > 500 this range is even
larger. For high noise levels (o0 = 0.2) it is observed from

m— D

dInUS™"(h) 2 dln l%fﬂ’:};“ (h) D
)+h2+402< - +1>}—ln<g+l>}. (22)

(

Figs. 10(c), 10(f), and 10(i) that for K it is not difficult to
find an approximately /-independent region. On the contrary,
K, does not converge to K,. Moreover, it can be seen that, in
contrast to K, K is not highly dependent on m, even in the
presence of noise.

C. Noise level (o)

To propose a coarse-grained estimator of noise level,
inspired in [9], we define a noise level functional based on
the UCI (see Appendix D):

1[dmmu?="
AU ]’l S m+2
m(h) 2|: dlinh

1 m+2mD+lm+2+1,fh
|:2( +)21( 40’)

(m+1m D“r‘l m+2+1’4—:2)

_din yp=m
dinh

1 m—=D D m+2. —h?
_2m ( + 2 402):|. (23)

£, (m, %;’"—*2 w7

2’ 40?
It can be shown that A7 =1 for 4 — 0 and it decreases

monotonically to O when h — oo (see Appendix D). This
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FIG. 11. Noise level coarse-grained estimators for the Henon map. o,/ (dotted blue line) and 6,7 (solid orange line) for m = [2,4,6,8] and
0 = {500,5000,10000}. Top row: Q = 500 (a) noiseless, (b) o = 0.05, and (¢) o = 0.2. Middle row: Q = 5000 (d) noiseless, (¢) o = 0.05,
and (f) o = 0.2. Bottom row: Q = 10000 (g) noiseless, (h) ¢ = 0.05, and (i) o = 0.2. The true value is shown in each plot (dashed black line).

means that A falls off from 1 to 0 on a scale proportional to
the noise level o. This kind of behavior has been observed in
other noise level functionals [9,13,19,36].

For low dimensional systems and large m, it can be shown
that (see Appendix D)

1

where z = —h?/40. Finally, the coarse-grained noise level
estimator o, (h) can be calculated as

A )
1— Ay h)

m

(25)

Figure 11 shows the noise level estimators o,, and o, for
m = [2,4,6,8]. They were obtained using time series from the

Henon map under different noise conditions (noiseless, o =
0.05, and o = 0.2) and the number of available phase-space
vectors Q = {500,5000,10000}.

In the absence of noise, it is shown in the first column
of Fig. 11 that o,] tends to the real noise level value o =0
for small /& and regardless of the value of m or Q. It can be
observed how the oscillation of ¢, around the real noise level
value decreases with increasing Q.

For a small noise level (o = 0.05), three types of behavior
of o,, can be distinguished into three regions of the scale h.
In the second column of Fig. 11 it can be seen that for small
h values, o, is characterized by a high variance (region I).
Next, we can find a range of & at which the variance strongly
decreases (region II). Finally, o,, increases rapidly for high
values of & (region III). It can be seen that o, best approaches
the real noise level value at region II. Moreover, this behavior
is consistent through the different m and Q values.

012212-11



JUAN F. RESTREPO AND GASTON SCHLOTTHAUER

PHYSICAL REVIEW E 94, 012212 (2016)

17 ¢ 18.0 36.0
14 f 16.0 300 |
12 f 14.0 28.0 f
. 09 12.0 240t T
v 08¢ 10.0 200 |- =ols = 5 = 5E - =5 - ks
03[ & 8.0 O e e T o
0.0 = == £ 3 - = I 60l — 1 ’ 1 €L
’ ’ 'ﬁ";ﬂ"ﬁ'i"%"*" 120 r
a0 T = = 80 |
20 40t
0.0 00 L
500 1000 3000 5000 7000 10000 500 1000 3000 5000 7000 10000 500 1000 3000 5000 7000 10000
(a) (b) (c)
29 29 29
27 27 27t
24 2.4 24t __
22t 22 22 | -
19 1.9 19 m ! - - -
o v SHHEDODBA G
151 =+ 15+ — - =+ 1 15t L
+ e e == u - LA \T‘ L1
1.2 [ ESi= —emm = e = mmas o = ooz 1.2-T--T--;--¥--F-T-f 12 =m==q===p=="=== i—--r-
‘ T
10F 1.0 101 } -
0.7 | 0.7 0.7 | L
05 05 I I I I I I 05 n I I I I I
500 1000 3000 5000 7000 10000 500 1000 3000 5000 7000 10000 500 1000 3000 5000 7000 10000
(d) (e) (f)
45 45 45
42t 42 42t
39 3.9 39
36 36 36 |
&8s | - _ - R 33+ - B 33
¢ 30 FF=]-- ae R T Y R O - = 1 30 plem o = e - S - - e - o o T e
22,77% — 5 T T F R R e = 277% e
- PR« ' el
241 L 24 24— E ? ? $ ==
24 ¢ 2.1 21t *
187 1.8 181
15 15 . . . . . . 15 . . . . . .
500 1000 3000 5000 7000 10000 500 1000 3000 5000 7000 10000 500 1000 3000 5000 7000 10000
Q Q
(g) (h) (1)

FIG. 12. Henon map. Box plot of the estimation of o, D, and K, for different numbers of available phase-space vectors,
0 = {500,1000,3000,5000,10000}. First row: estimation of o. (a) Noiseless, (b) o = 0.05, and (c) o = 0.2. Second row: estimation of
D. (d) Noiseless, (e) o = 0.05, and (f) o = 0.2. Third row: estimation of K,. (g) Noiseless, (h) o = 0.05, and (i) ¢ = 0.2. The reported values

are shown by a dashed black line.

For a high noise level (¢ = 0.2), the & dependence of

oY can also be divided into the aforementioned regions

m
[Figs. 11(c), 11(f), and 11(i)]. Moreover, region II still allows
us to approximate the real noise level value, although it is
shorter than in cases of lower noise. It can be observed that the

behavior of o,/ is similar to the behavior of o).

VI. AUTOMATIC INVARIANT ESTIMATION
BASED ON THE UCI*="

Based on the observed behavior of the coarse-grained
estimators D}, K., and o., we designed a strategy to

m?

automatically find the invariants D, K,, and o. The first step

is to estimate the UCIs: UZ=" (h) and Uﬁig"(h) for different

m > 2. Next, we must obtain the coarse-grained estimator o,
[Eq. (25)] using UL~ (h) and Un’zig"(h). To find a range of &

from which o can be estimated, we analyze the derivative of
o,,. We choose the & value at which the absolute value of this
derivative is closest to zero as the center of the scale range.
Then the noise level is estimated for each m value and o is
calculated as the average over these quantities.

Once o is found, we proceed to calculate the correlation
dimension D. For this goal, we compute the coarse-grained
dimension estimator D_ [Eq. (21)] using o, Uﬁ:m(h) and
U,fi:m _z(h). To obtain a suitable range of & values, the variance
of D! through m must be computed. This range is centered at
the value that minimizes the variance. Then, we calculate the
correlation dimension for each m value, and D is estimated as
the average over m.

Finally, K can be estimated using K, [Eq. (22)], calculated

with UZ="(h), U,fjj?”(h), and the previously founded o and
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FIG. 13. Mackey-Glass box plot of the estimation of o, D,

and K, for different numbers of available phase-space vectors,

0 = {1000,3000,5000,10000}. First row: estimation of o. (a) Noiseless, (b) o = 0.05, and (c) o = 0.2. Second row: estimation of D.
(d) Noiseless, (e) o = 0.05, and (f) o = 0.2. Third row: estimation of K,. (g) Noiseless, (h) o = 0.05, and (i) ¢ = 0.2. The reported values

are shown by a dashed black line.

D. To find a range of & from where K, can be estimated, we
analyze the derivative of K. The h at which the absolute
value of this derivative is closest to zero is chosen as the center
of the scale range. Finally, the correlation entropy is estimated
for each m value, and K, is obtained as the average over
m. The automatic estimator of invariants is summarized in
Algorithm 2.

To evaluate this method, we apply it to 128 Henon map
realizations with different noise levels o = {0,0.05,0.2}. All
realizations were normalized (unitary standard deviation), and
the UCIs were calculated using m = {4,5, ...,8}.

In Fig. 12, the box plots of the invariants D, K;, and ¢ are
shown for different numbers of available phase-space vectors
Q. The estimation of the noise level o is presented in the first
row of Fig. 12. Generally speaking, we can observe that this

methodology achieves a reasonable estimation of o even under
high noise levels. Nevertheless, o is slightly underestimated
for moderate and high noise levels. As is expected, the variance
of the estimation decreases as the number of available phase-
space vectors is increased.

The estimated correlation dimension D is shown in the
second row of Fig. 12. In the absence of noise, Fig. 12(d)
shows that the estimations are very close to the reported value
D = 1.22.Ttcan be seen in Fig. 12(e) that for small amounts of
noise, D is slightly overestimated. However, for higher noise
levels the precision of this estimation decreases [Fig. 12(f)]. As
with o, the variance of the estimation decreases as the number
of available phase-space vectors is increased.

In terms of the correlation entropy K, it can be observed
from the third row of Fig. 12 that the methodology proposed
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U

Algorithm 2 Automatic estimation of invariants using the coarse-grained estimators o,” (h), DY (h), and KU (h).

m

1: Calculate UP="(h) with Alg. 1, using noise p,, ~ x2(h).

2: Calculate Uﬁjg’(h) with Alg. 1, forming phase-space vectors with embedding dimension (i + 2) and using noise (., ~ x,ﬁ (h). Note that

the degrees of freedom of the chi-squared distribution is .

3: Obtain the coarse-grained estimator o (h) using Eq. (25). Estimate o within a range of & centered at the & value at which |do,l (h)/dh| is

closest to zero. Here | - | denotes absolute value.
4: Compute the coarse-grained estimator DY

m

(h) using Eq. (21) and the value of ¢ found in step 3. Estimate D within a range of / centered at

the A value at which the variance of DY (h) across the different m is minimum.

m

5: Calculate the coarse-grained estimator K, (1) using Eq. (22), the value of o found in step 3, and the value of D found in 4. Estimate K,
within a range of & centered at the & value at which |d K/ (h)/dh| is closest to zero.

herein places the estimation of K, near its reported value
(K, =0.3), at least for small noise levels. Interestingly,
Fig. 12(g) shows that, in the absence of noise, the coarse-
grained estimator K has a median of K, = 0.285, which is
smaller than that reported in the literature.

The good performance in the estimation of K is kept for
small noise levels [Fig. 12(h)]. Nevertheless, for higher o it is
difficult to achieve good estimations of K, [Fig. 12(i)], but the
estimation is not too far from the reported value.

We also tested our approach using the Mackey-Glass
system, whose delay differential equation is

_ ax(t —X)
L4 [x@ = M)

where a = 0.2, b = 0.1, and A = 23. We calculate the in-
variants o, D, and K, from 128 realizations with different
initial conditions and normalized to have unitary standard
deviation. The embedding dimension was m = {4,6, ...,16}
and the embedding lag T was set to the one corresponding to
the first local minimum of the mutual information function
(r = 20) [38]. Moreover, the nearest 15 temporal neighbors of
each phase-space vector were discarded [15].

Figure 13 shows the box plots of the estimation of the
Mackey-Glass system’s invariants for an increasing number
of available phase-space vectors, and for noise levels o =
{0,0.05,0.2}. In the first row [Figs. 13(a)-13(c)], it can be
observed that for this system it is more difficult to achieve a
precise estimation of ¢ than for the Henon map. However, the
estimation is acceptable. It can be seen that o, underestimates
o for low and high noise levels [Figs. 13(b) and 13(c)].

The estimation of D is shown in the second row of Fig. 13.
For this system, our approach achieves a good estimation of the
reported value of its correlation dimension (D = 2.44) [39],
despite the errors involved in the calculation of o. This result
is maintained even under high level conditions.

It should be noted that the estimations of the correlation
entropy (third row of Fig. 13) are in agreement with the
reported value K, = 0.008 [39], even with inaccuracies in the
estimation of D and o . Furthermore, this behavior is consistent
under noise level o = 0.2 [Fig. 13(c)].

() — bx(1), (26)

VII. DISCUSSION

In this section, we want to recall the most important
contributions of this article as well as some technical aspects
of the use of the UCI for the estimation of invariants. The
idea of the noise-assisted correlation integral, S, (%), occurred
to us by observing the similarities between the correlation

algorithm (see Fig. 1) proposed by Grassberger et al. and the
suprathreshold stochastic resonance model. This idea led us to
propose the noise-assisted correlation algorithm (see Fig. 2).
One of the main results of this work is Eq. (11). It allows us to
define a correlation integral in which the kernel is induced by
the noise used in the noise-assisted correlation algorithm.

The NCI has two advantages. The first is the possibility
of using different kernel functions besides the Gaussian one.
This could help with the analytical modeling of situations
that deteriorate due to Gaussianity. The second advantage
is related to the calculation of correlation integrals whose
kernel functions require numerical integration. If one of these
functions can be considered as the complementary cumulative
distribution functions of a random variable, then the kernel
can be induced by using noise with such complementary
cumulative distribution functions, and this could be faster
than its numerical evaluation. It is important to notice that the
classical correlation integral (by Grassberger and Procaccia)
and the GCI (by Diks) can be thought of as particular cases of
the NCI. Moreover, it was demonstrated here that the GCI can
be achieved by using noise with Rayleigh distribution in the
noise-assisted correlation algorithm.

We must recall that the squared Rayleigh distribution is a
particular case of the x; distribution with degree of freedom
B = 2.Based on this idea, we proposed a kernel function using
the complementary cumulative distribution functions of the x;
obtaining the second main result of this article, namely the UCI
[Eq. (15)].

We demonstrated that the noise level o as well as the
correlation dimension D can be estimated from the UCI. The
main advantage over the GCI is that the UCI allows us to
introduce information on the embedding dimension m into the
kernel function. This action greatly improves the estimation
of the correlation entropy K. This estimation, in the absence
of noise, is independent of the embedding dimension m, in
contrast to the estimation-based GCI (see Fig. 7). Additionally,
the estimator proposed herein is more robust against noise.

Other important aspect of the UCI is that its equation
involves the Gauss hypergeometric function, which in turn
includes many other functions as special or limiting cases [40].
Moreover, the Gauss hypergeometric function also has a vast
set of identities that allowed us to propose three different
coarse-grained estimators: a correlation dimension estimator
D} [Eq. (21)], a correlation entropy estimator K, [Eq. (22)],
and a noise-level estimator o,, [Eq. (25)].

The behavior of the proposed coarse-grained estimator (o))
is similar to the one proposed by Nolte et al. (o,). Also, the

estimators D} and D] achieve similar results. On the other
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hand, the estimation of K is more precise using K, than K,
as is shown in Fig. 10.

Based on the coarse-grained estimators, we have designed
a methodology to automatically calculate the invariants of a
system. We have found that the reliability of the estimation of
D and K, depends on the accuracy of the estimation of o'. The
results of this methodology can be seen in Figs. 12 and 13.

The use of a wavelet transform approach to approximate
the derivative [37] allows us to achieve better estimations
of the invariants. This is because it implements a low-pass
filter reducing the high-frequency oscillations that are naturally
present in the coarse-grained estimators derived from the UCI.

Another way to mitigate the high-frequency oscillations of
the coarse-grained estimators D}, K, and o, is to increase the
number of available phase-space vectors, which can be done
in two ways. The first is to increase the time-series length,
which is not always possible. The second option is to calculate
all the distances or squared distances between phase-space
vectors and make copies of them. As a result, the number
of comparators in the noise-assisted algorithm would be
increased. Then, different realizations of noise must be added
to each copy, followed by the thresholding procedure. Finally,
the noise-assisted correlation sum, S(/), must be computed as
the average of all comparator outputs. In other words, the idea
is to replicate several times the diagram presented in Fig. 2.
The smoothness of the estimation and the computational effort
will be increased with the number of copies.

VIII. CONCLUSIONS

In this study, we have presented the foundations of the
noise-assisted correlation integral as well as the algorithm to
calculate it. The U-correlation integral was derived as a special
case of the noise-assisted correlation integral. The UCI has the
particularity that its kernel function incorporates information
of the embedding dimension. From this correlation integral,
we have deduced coarse-grained estimators for D, K,, and
o. We have studied the behavior of these estimators under
different noise conditions and data lengths. From these results,
we can conclude that the incorporation of information about
the embedding dimension is useful for the estimation of Kj.
Based on the coarse-grained functions proposed herein, we de-
signed a methodology to automatically calculate the system’s
invariants. This approach has yielded reliable estimations of
D, K5, and o even under high noise levels.

The NCI can lead to the exploration of new kernel functions.
This will allow us to derive new correlation integrals that could
improve the estimation of system invariants, increasing our ca-
pacity to analyze and understand different natural phenomena.
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APPENDIX A: LIMIT BEHAVIOR OF d In US="(h)/d In h

To analyze the limit behavior of the function
dInUS™"(h)/d Inh, we must define
B+m m—D m—+2
a = 2 ) b = ) ) C=—F,
(A1)
. h? dz _ h
ST T4 an T 207

and

r'(D/2) T((m + ﬁ)/Z)efmmz
T(B/2) T(m/2+ 1) '

Equation (15) can then be rewritten as

P= (—1)"’/2‘;—5(20)0

Ufz) = PZ"* F (a,b;c;2).
We can calculate the derivative of US (z) with respect to h
as
d d dz
—UP(z) = —[Pz"?* F(a,b;ciz)]—.
gn Un@ = [P @b o] o
Using Eq. 15.2.1 from Ref. [41],

d Ph
—UP ) = —z”’/z[ﬁ F (a,b;c;z)

dh " 202 277
ab
~|—7 2Fl(a—i—l,b—{—l;c—l—1;z)i|.

The logarithmic derivative of U,’,f (z) is obtained as

dinU. h d
(2) _ —U,‘,f(z)
dlnh UL(z)dh
2PZm/2+1

m
= — F(a,b;c;z
pzm/2 2Fl(a,b;c;z)|:21 £ ( )

ab
+ Jila+1,b+1;¢c+ 1;z)}

2abz F(a+1,b+1;c+1;2)

(A2)
c JFi(a,b;c;2)

:m—|—

Other expressions for the logarithmic derivative of Uf,(z)
can be found using the identities of the Gauss hyperge-
ometric function. For example, from Eq. (A2) and us-
ing (zb/c) F(a+1,b+1;c+1;2) = ,F(a+ 1,b;c;2) —
,F(a,b; c; 2), it can be shown that

JFi(a+1,b5¢;2) _
JFia,bie;z)

dInUj(z) _

dlnh A (A

For very noisy time series (o > h), z — 0. Taking into
account that ,F,(a,b;c;0) = 1, it can be proven from Eq. (A3)
that

dinUn() _
dinh

z—0
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When the time series is noise-free or has a relatively small amount of noise (o <« ), the value of z — —oo. By making use
of Eq. 15.3.7 from Ref. [41], and the fact that 1/z — 0, we can obtain

re)r(b—a) _ I'c)I'(a — b) b
F(ab;c;z7) = ———(—2)"* F(a,1— :1—b+a;l _—(— F (b,1 — b;1— b; 1
Fila.b;c;z) F(b)F(c—a)( ) F@l-c+a +a /Z)+F(a)f'(c—b)( )7 F( c+ a+b;1/z)
re)r'd—a I'c)l'(a—»b
_Tfore-a ., TOMa=b _ .,
'b)'(c —a) I'(@)'(c — b)
We can then rewrite the limit when z — —oo of Eq. (A2) as
i dIMURG) _ 2ab Tires 9" + Rarbries
- - T(0)T(b—a) b—a | T(OT(a—b)
im0 dInh ¢ Forea "+ Fares
Finally, taking into account that a > b, we find that
—b)
. dinUL(2) 2ab Ry

I'(a)I(c+D)

APPENDIX B: DEDUCTION OF DY (h)
Using Eq. 9.137-9 from Ref. [42], we obtain

abz Fa+1,b+1;c+1;2) _c—a Jia—1,b;c;2) c—a—bz
c JFi(ab;c;z) T l—-z LF(abiciz) 11—z

)

and using Eq. (A2), we can show that

dUL(2) L 2Ae—a) Fila- 1,b;c;z)  2(c —a—bz)
—=m — .
dInh 1—z JF(a,b;c;z2) -z

We need to find an estimator for the quotient ,F,(a — 1,b;¢;2)/ ,F,(a,b;c;z). Using Egs. (15) and (A1), we define the
estimator as

(BI)

Un () B—2 Fla—1lbiciz)

Ubz) ~ 2a—1) Fl(abicz) (B2)

Using Eq. (B2) in Eq. (B1), we get

dinUh(z) 4c—a)a—DHUn > 2c—a—b)

=m
dlnh (I1-2B-2) Ul 11—z

Clearing for b,

oy 172 |:d1n Un@ ] Aa-De-a U R | 2Ac—a)

z dlnh 28 —2) UL(z) z

Substituting the values of a, b, ¢, and z [Eq. (A1)], setting B = m, and clearing for D, we can define our coarse-grained estimator
Dy (h):

2 2 B=m 2 f=m—2
402+ i )danm (h) 4o ) |:U’”—(h)—l:|. (B3)

D) (h) = = _0om -
n () ( 2 dnn " UE )

It is necessary to clarify that the estimator U,ﬁ:mﬂ(h) should be understood as the UCI calculated with phase-space vectors
of dimension m and noise dimension m — 2.

APPENDIX C: DEDUCTION OF K[ (h)

The deduction of a coarse-grained estimator for the correlation entropy K, under the UCI involves the use of the estimators

Uf,(h) and U,fﬁ(h). First we need to define

-~

¢

M = E(2ov)l’1“(D/2). (CD)
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Using Egs. (A1) and (C1), we can rewrite Eq. (15) as

F(a)e—mTIQ(_Z)m/Z

UP(z)=M
n(@) LB/

Fi(a,b;c;2), (C2)

and we write the quotient Uﬁﬁ(z)/ U,g (z) as

vhie | Tt 2r(4)re [(—z) F(a+2.b+1c+ 1;2)6_2”(2]
Uh(2) rmn‘(%)r(c 1) JF(a.b;c;2)

_2a(a+1)(=2) F(a+2,b+1;5¢c+ l;Z)e,er2

(C3)
B ¢, F(a,b;c;z)
Setting w = a + 1, the last equation can be expressed as
Upir@ _ 2w—Dwz Fw+1b+1c+ 12) e, )
Un(2) B ¢ JF,(w—1,b5¢;2) '
Using Eq. 9.137-9 from Ref. [42], we obtain
bw(z — 1)z ,F 1Lb+1; I; F,(w,b;c;
we-De fwt Lo+ et 1ia) _ oy o w — b2 00160 (C5)
¢, Fi(w—1,b;c;z2) JFi(w—1,b;¢52)
Using Eq. (C5) in Eq. (C4), we can show that
Ul @ —2w—1 F,(w.b;c;
m;—Z( ) — (w )[C —w—(c—w—b2) 2 1(w c;2) i|e—2rl(z. (C6)
vl Bb—2) F(w— 1b;ci2)
Replacing @ = w — 1 and knowing that ¢ — a — 1 = —8/2 [Eq. (A1)], we can then write
B+2 e
P 2 [(é + bz> At lbcd) éi|e2”<2. ()
Uh(z)  Bb(1—2)\2 JFi(a,b;c;z) 2

Using Eq. (A3) in Eq. (C7), we prove that

Unia@ e [2ap (B din UL )
vl Bb(—2) T‘(E“’Z) dinn P

e 2k [ dInUL(2) [ dmUl(z)
=(1—z){%[2a_ amn P 78| Tamn TP

Restoring the values of a, b, and z, we have

B+2 dInUL ) dInUL()
U, 5(h) — o2k 4o’ M= = h 4 h? dinh_ |
Ul h? + 402 m— D h? + 402 B '

Setting 8 = m, taking the logarithm on both sides, and allowing for 27 K, we can write

— p=m B=m
ub=mr2 g, 452 m — dnUL~" () 2 dInUL™"(h)
21K,y = — In 242 ( )—l—ln o dink + dinh 1) .

Ul="m) h? + 402 m—D h? + 402 m

Subtracting In (D/m 4+ 1) from both sides of the preceding equation gives

B=m+2 2 dInUS™"(h) 5 dInUS™"(h)
D U (h) 4o m — LU (1) h dinUn () D
21K, —In(=+41)=—In—22 " 4] dlnh dlnh 1)[=mm(=+1).
the n(m+ ) n U= +in h? + 402 m— D +h2+40‘2 m + n m+

(C8)

Finally, from Eq. (C8) we propose a correlation entropy coarse-grained estimator K, as
B=m+2 2 dInUS™"(h) ) dInUE="(h)
1 U (h) 4o m— ——= h ——— D
KU h - —1_1 m+2 1 dinh dinh 1 -1 - 1 . C9
m() 21:{ n UL="n) +in h? 4402 m—D + h? 4402 m + "n + €9
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APPENDIX D: DEDUCTION OF ¢ (h)

Based on [9], we propose the functional

A (h) =
n

dnh

dinh

B=n—2 p=m
1 [dann () dlnU, (h)} D1

Setting n = m + 2 and using Eq. (A3), we can write Eq. (D1) as

1 F.(m +2,b;¢; F, 1L,b;c;
AZ(Z)Z—{z(m-Fl)Z 1(m _C_'Z)_ 2 1(m+ CZ)} (D2)
2 Fo(m + 1,b; ¢ 2) F (m,b; ¢ z)
whereb = (m+2—D)/2,c=m+4)/2,b=(m — D)/2,c = (m+2)/2,and z = —h?/4o>.
Whenh — 0,z — O and
lim A} (2) = 3[20m + 1) = 2m] = 1. (D3)

On the other hand, when z —> —oc0 (h — o0)
JFi(a+1,b;c;2)/ F\(a,b;c;z) = (a — b)/a. Then

1
lim AY(z) = ={2 1-
zli% m(@) 2{ |:m+

it can be proven using Eq.

15.3.7 from Ref. [41] that

w}—z[m—m;l)nzo. (D4)

For low dimensional systems and large m values, b ~ ¢ and b ~ c. Then taking into account that ,F (a,b;b;z) = (1 — z)™¢,

Eq. (D2) can be reduced to

AR~ =

2

1 [Z(m +1)

1—z2 _l—z

2m 1
} ~ . (D5)
11—z

It can be assessed that the limits in which z — 0 and z — —oo in Eq. (D4) are 1 and 0, respectively.
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