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In the classical problem of makespan minimization on identical parallel machines, or machine scheduling for short, a set of jobs has to be assigned to a set of machines. The jobs have a processing time and the goal is to minimize the latest finishing time of the jobs. Machine scheduling is well known to be NP-hard and thus there is no polynomial time algorithm for this problem that is guaranteed to find an optimal solution unless $\mathrm{P}=\mathrm{NP}$. There is, however, a polynomial time approximation scheme (PTAS) for machine scheduling, that is, a family of $(1+\varepsilon)$-approximations for each $\varepsilon>0$. Whether a problem admits an approximation scheme or not is a fundamental question in approximation theory. In the present work, we consider this question for several variants of machine scheduling.

For instance, we study the problem where the machines are partitioned into a constant number of types and the processing time of the jobs is also dependent on the machine type it is assigned to. We present an efficient PTAS (EPTAS)-a PTAS whose running time is a product of some function in $1 / \varepsilon$ and a polynomial in the input length-for this problem and variants thereof.

In the restricted assignment problem, each job may only be assigned to a given subset of machines. We show that certain cases of restricted assignment do not admit a PTAS unless $\mathrm{P}=\mathrm{NP}$, e.g., the case in which the machines are linearly ordered and each job is eligible on a set of consecutive machines. Moreover, we introduce a graph framework based on the restrictions of the jobs and use it in the design of approximation schemes for several variants of restricted assignment generalizing and unifying many of the known PTAS results.

Furthermore, we introduce an enhanced integer programming formulation for assignment problems, show that it can be efficiently solved, and use it in the EPTAS design for variants of machine scheduling with setup times. For one of the problems, we show that there is also a PTAS in the case with uniform machines, where machines have speeds influencing the processing times of the jobs.

Lastly, we consider cases in which each job requires a certain amount of a shared renewable resource and the processing time is depended on the amount of resource it receives or not. We present asymptotic fully polynomial time approximation schemes (AFPTAS) for the problems: For any $\varepsilon>0$ a schedule is provided whose length lies within a factor of $(1+\varepsilon)$ of the optimum value except for an additional additive error depending on the maximal processing time and $1 / \varepsilon$.

Im klassischen Problem des Machine Scheduling muss eine Menge von Jobs einer Menge von Maschinen zugewiesen werden. Die Jobs haben eine Bearbeitungszeit und das Ziel ist es, den Zeitpunkt zu minimieren an dem der letzte Job vollständig bearbeitet ist. Machine Scheduling ist NP-vollständig und daher gibt es keinen Algorithmus, der in polynomieller Zeit garantiert eine optimale Lösung für das Problem findet, es sei denn $\mathrm{P}=\mathrm{NP}$. Es gibt jedoch ein Approximationsschema mit polynomieller Laufzeit (PTAS) für Machine Scheduling, d.h. eine Familie von $(1+\varepsilon)$-Approximationen für jedes $\varepsilon>0$. Ob ein Problem ein Approximationsschema zulässt oder nicht, ist eine grundlegende Frage der Approximationstheorie. In dieser Arbeit betrachten wir diese Frage für mehrere Varianten des Machine Scheduling.

So betrachten wir beispielsweise Varianten, bei denen die Maschinen in eine konstante Anzahl von Typen partitioniert sind und die Bearbeitungszeit der Jobs vom Maschinentyp abhängt. Wir präsentieren ein effizientes PTAS (EPTAS) für dieses Problem, d.h. ein PTAS dessen Laufzeit durch das Produkt einer Funktion in $1 / \varepsilon$ und eines Polynoms in der Eingabelänge abgeschätzt werden kann.

Bei dem Restricted Assignment Problem darf jeder Job nur einer gegebenen Teilmenge von Maschinen zugeordnet werden. Wir zeigen, dass bestimmte Spezialfälle von Restricted Assignment kein PTAS zulassen (sofern $P \neq N P$ ), z.B. der Fall, in dem die Maschinen linear geordnet sind und jeder Job auf einer Menge von konsekutiven Maschinen zulässig ist. Weiterhin führen wir ein auf den Zulässigkeiten basierendes Graphen-Framework ein und verwenden es beim PTAS-Design für diverse Varianten des Restricted Assignment.

Darüber hinaus entwickeln wir eine erweiterte ganzzahlige Optimierungsformulierung für Zuweisungsprobleme, zeigen, dass sie effizient gelöst werden kann, und verwenden sie im EPTAS-Design für Varianten von Machine Scheduling mit Setup Zeiten. Für eine dieser Varianten zeigen wir zusätzlich, dass es auch für den Fall mit uniformen Maschinen ein PTAS gibt. Uniforme Maschinen haben Geschwindigkeiten, die die Bearbeitungszeiten der Jobs beeinflussen.

Schließlich betrachten wir Fälle, in denen jeder Job eine bestimmte Menge einer geteilten erneuerbaren Ressource benötigt und die Bearbeitungszeit von der Menge der erhaltenen Ressource abhängt oder nicht. Wir präsentieren asymptotische, vollständig polynomielle Approximationsschemata (AFPTAS) für die Probleme: Für jedes $\varepsilon>0$ wird ein Schedule gefunden dessen Länge, bis auf einen zusätzlichen additiven Fehler abhängig von der maximalen Ausführungszeit und $1 / \varepsilon$, höchstens um einen Faktor von $(1+\varepsilon)$ vom Optimum abweicht.
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## INTRODUCTION

Consider the problem of makespan minimization on identical parallel machines, called machine scheduling for short: Given a set $\mathcal{M}$ of $m$ machines and a set $\mathcal{J}$ of $n$ jobs each with a processing time or size $p_{j}$, the goal is to find an assignment $\sigma: \mathcal{J} \rightarrow \mathcal{M}$ of the jobs to the machines such that the maximal load any machine receives is minimized (see Figure 1.1). The maximal load $C_{\max }(\sigma)=\max _{i \in \mathcal{M}} \sum_{j \in \sigma^{-1}(\mathfrak{i})} p_{j}$ is also called the makespan and $\sigma$ a schedule. Machine scheduling is a classical combinatorial optimization problem-problems with a discrete and usually finite space of feasible solutions in which the goal is to find an optimal solution with respect to a given objective function. Like for many combinatorial optimization problems, the study of machine scheduling can be motivated from practical applications, e.g., from scheduling in production facilities or the assignment of computational tasks to identical processors. On the other hand, their simple combinatorial structure arguably already motivates their study from a purely theoretical perspective. In this work, we study algorithms for problems closely related to machine scheduling. We focus on the theoretical perspective, but consider many variants that capture additional difficulties that typically arise in practice, like, e.g., assignment restrictions, setup times or the influence of additional resources.

ALGORITHMS FOR MACHINE SCHEDULING. Finding a sensible assignment for a given machine scheduling instance is not very hard. For example, one could simply consider one job after another and assign it to a machine that so far received minimal load. We call this heuristic algorithm HEU in the following. However, the solutions generated by this procedure will usually not be optimal (see Figure 1.2). One could improve the procedure by first sorting the jobs by


Figure 1.1: A schedule for a machine scheduling instance with 11 jobs and 3 machines. The jobs are represented by the hatched rectangles.


Figure 1.2: Two simple examples visualizing that HEU and HEU* are not guaranteed to find optimal solutions. In the example on the left, an optimal solution is depicted left and the solution produced by HEU when the big job is considered last on the right. On the right, again an optimal solution is depicted left and a solution produced by HEU* on the right. The depicted numbers correspond to the processing times.
decreasing processing times, but still the generated solutions are not guaranteed to be optimal (see Figure 1.2). We call the improved heuristic HEU*
On the other hand, it is also not particularly difficult to find an optimal solution-we could try each of the $m$ machine as the place of assignment for each of the $n$ jobs yielding $\mathrm{m}^{n}$ possibilities. We can improve upon this brute force approach, e.g., by using a dynamic program in which the machines are considered one after another and a best partial solution for each subset of jobs is remembered. This approach yields a running time of $2^{\mathcal{O}(\mathfrak{n})} \mathfrak{m}$ (see Section 5.2). While there are more elaborate known approaches to solve this problem, they all share the property that their running time is exponential in the input length. Therefore, they scale very badly: Say we had an algorithm with running time $2^{n}$ and an instance that is solved by it in 1 second. Then adding 10 jobs increases the running time to a quarter hour, another 10 to a dozen days, another 10 to a few decades, and adding 60 jobs in total would give a running time that is much longer than the estimated age of the earth. The heuristic procedures HEU and HEU $^{*}$, on the other hand, have a running time that is at most quadratic in the input length, that is, increasing the number of jobs by a factor of 60 would give a running time of at most an hour in a corresponding sample calculation.

P Vs. NP. Algorithms whose running times are bounded by linear or quadratic functions in the input length are deemed desirable in most contexts. However, considering the asymptotic scaling behaviour, any polynomial is preferable to any exponential function. Indeed, the question of whether a problem admits a polynomial time algorithm is considered fundamental in theoretical computer science. An early discussion of this idea can be found in a work by Edmonds [41] from 1965, who studied a polynomial time algorithm for the maximum matching problem and wrote:

There is an obvious finite algorithm, but that algorithm increases in difficulty exponentially with the size of the graph. It is by no means obvious whether or not there exists an algorithm whose difficulty increases only algebraically [i.e., polynomially] with the size of the graph.
The mathematical significance of this paper rests largely on the assumption that the two preceding sentences have mathematical meaning.[...]

For practical purposes the difference between algebraic and exponential order is often more crucial than the difference between finite and non-finite.

In the early 1970s, Cook [33] and Karp [91] introduced the class of NP-complete decision problems ${ }^{1}$, which are widely believed not to admit (deterministic) polynomial time algorithms. The class of decision problems that can be solved in polynomial time is denoted as P, while NP denotes the class of decision problems for which, roughly speaking, there exist solutions for positive instances that can be verified in polynomial time. The former class is a subclass of the latter, and $\mathrm{P} \neq \mathrm{NP}$ is a widely accepted and famous conjecture. Resolving it is one of the so called Millennium Prize Problems-a collection of problems in mathematics that are considered to be particularly important and hard. Now, a problem is called NP-complete if it is both in NP and NP-hard. The latter property essentially means that a polynomial time algorithm for any of them would imply such an algorithm for all problems in $\mathrm{NP}^{2}$. Many fundamental problems are well-known to be NP-complete including the decision versions ${ }^{3}$ of numerous combinatorial optimization problems (see [51]). This is also the case for machine scheduling. Since solving the optimization version implies solving the decision version of a problem, there is no polynomial time algorithm for machine scheduling that is guaranteed to find an optimal solution unless $\mathrm{P}=\mathrm{NP}$. However, there are intriguing approaches to deal with this problem.
approximation algorithms. Consider the heuristic algorithms HEU and HEU*. Both algorithms assign each job to a least loaded machine, and therefore no machine may receive more load than the average load and one additional job which may have maximal size. Hence, the load of each machine is upper bounded by $\max _{j \in \mathcal{J}} \mathfrak{p}_{j}+$ $\left(\sum_{\mathfrak{j} \in \mathcal{J}} \mathfrak{p}_{\mathfrak{j}}\right) / \mathrm{m}$. Both $\max _{\mathfrak{j} \in \mathcal{J}} \mathfrak{p}_{\mathfrak{j}}$ and $\left(\sum_{\mathfrak{j} \in \mathcal{J}} \mathfrak{p}_{\mathfrak{j}}\right) / \mathrm{m}$ are lower bounds for the optimal objective value, and therefore the objective value of a solution produced by the heuristics is at most twice as big as the optimal one.

[^0]Let alg(I) denote the objective value an algorithm alg computes for an input instance I and opt(I) be the corresponding optimal value. An algorithm alg is called approximation algorithm with ratio $\alpha$ or $\alpha$ approximation if ALG(I) $\leqslant \alpha$ OPT(I) in case of a minimization problem or $\alpha \operatorname{ALG}(\mathrm{I}) \geqslant \operatorname{OPT}(\mathrm{I})$ in case of a maximization problem. The ratio $\alpha$ is also called the approximation guarantee or rate of the algorithm. Furthermore, if not stated otherwise, we use the term approximation algorithm as a short hand for polynomial time approximation algorithm. Using the above notation, the heuristics HEU and HEU* are 2-approximations.
The concept of approximation algorithms was formally introduced by Johnson [87] in 1974, however, there were earlier results proving approximation guarantees of algorithms. For instance, in 1966 and 1969 Graham $[57,58]$ considered the heuristics HEU and HEU* and proved them to be 2- and 4/3-approximations, respectively. The algorithm HEU is usually called list scheduling and the prioritization of large jobs used in HEU* is known as the LPT (largest processing time first) rule. These are considered among the first results in the field of approximation algorithms.
When studying approximation algorithms, it is rather natural to ask which is the best possible approximation ratio one could obtain for a given problem or even whether there exists a best ratio. For machine scheduling, the answer to the latter question turns out to be negative.

APPROXIMATION SCHEMES. For a given problem, a polynomial time approximation scheme (PTAS) is a family of algorithms that includes a $(1+\varepsilon)$-approximation for each $\varepsilon>0$. We also study approximation schemes with higher requirements on the running time. In particular, a PTAS is called efficient (EPTAS) if it has a running time of the form $f(1 / \varepsilon)|I|^{\mathcal{O}(1)}$, where $f$ is some computable function and $|I|$ the input length. Furthermore, an EPTAS is called fully polynomial (FPTAS) if the function $f$ is a polynomial.

Whether a problem admits a PTAS or not is a fundamental question in approximation. In 1987, Hochbaum and Shmoys [65] designed a PTAS for machine scheduling and hence showed that any approximation guarantee strictly above 1 can be achieved for this problem ${ }^{4}$. Since then, there have been many more results concerning approximation schemes for machine scheduling and variants thereof (like, e.g., [5, 46, 47, 66, 72, 73, 119, 122, 133]).

The present work aims at deepening the understanding in this line of research. To this end, we design approximation schemes for many important variants of machine scheduling. We introduce new techniques in this context and show that our results work for a wide variety of problems. Furthermore, we present inapproximability re-

[^1]sults that rule out the existence of approximation schemes for certain cases under the assumption that $\mathrm{P} \neq \mathrm{NP}$.

Classical scheduling problems. In order to discuss the results of this work in more detail, we first have to introduce some classical variants of machine scheduling studied in the literature. The most common two are called makespan minimization on uniformly related and unrelated parallel machines, and are abbreviated as uniform and unrelated scheduling in the following. In the problem of unrelated scheduling, the processing time of a job depends on the machine it is processed on, that is, the input includes a processing time $p_{i j}$ for each machine $i$ and job $j$. Uniform scheduling can be seen as a special case of unrelated scheduling where each job $j$ has a size $p_{j}$, each machine $i$ a speed $s_{i}$, and the processing time of job $j$ on machine $i$ is given by $p_{i j}=p_{j} / s_{i}$.

For uniform scheduling, there is a PTAS due to Hochbaum and Shmoys [66], and both machine [5] and uniform scheduling [72] are known to admit an EPTAS. On the other hand, the problems are well known to be strongly NP-hard ${ }^{5}$, which implies that there is no FPTAS for them unless $\mathrm{P}=\mathrm{NP}$. If the number of machines is considered constant, already unrelated scheduling admits an FPTAS [67]. However, there is no approximation algorithm with a ratio smaller than 1.5 for unrelated scheduling unless $\mathrm{P}=\mathrm{NP}$. This was shown by Lenstra, Shmoys and Tardos [108] and already holds for the so called restricted assignment problem, where each job has a size $p_{j}$ and $p_{i j} \in\left\{p_{j}, \infty\right\}$. For each $j o b j$, the machines $i$ with $p_{i j}=p_{j}$ are called eligible and we say that the assignment of $j$ to other machines is restricted. Lestra et al. also provided a 2-approximation for unrelated scheduling. Closing (or narrowing) the gap between 1.5-inapproximability and 2-approximation for either unrelated scheduling or restricted assignment is considered one of the most important open problems in approximation [145] and scheduling theory [132]. This also motivates the study of special cases, and whether these cases admit approximation schemes in particular, in order to better understand the approximability of these problems.

For a broader overview of scheduling theory, we refer to the following textbook [127] and survey [28].

## CONTRIBUTIONS AND ORGANIZATION

In Chapter 2, we discuss further basic concepts and notation and present an example PTAS for machine scheduling. Each of the remaining chapters is based on a prior publication and can, for the most part, be read independently. Exceptions to this rule are Chapter 5 and 7 which are closely related to the respective direct predecessor chapters and therefore cover the related literature and motivation of the

[^2]work only to a limited extent. In the following, we briefly discuss the problems considered in each chapter as well as the obtained results.

CHAPTER 3. In this chapter, we consider the variant of unrelated scheduling with a constant number K of machine types. Two machines have the same type if all jobs have the same processing time for them. Note that for $K=1$, we have the problem of machine scheduling. We present an EPTAS for the problem with a running time of

$$
2^{\mathcal{O}\left(K \log (K) 1 / \varepsilon \log ^{4} 1 / \varepsilon\right)}+\operatorname{poly}(|I|)
$$

where $|I|$ denotes the input length. Furthermore, we study three other problem variants and present an EPTAS for each of them: The Santa Claus problem, where the minimum machine load has to be maximized; the case of unrelated scheduling with a constant number of uniform types, where machines of the same type behave like uniform machines; and the multidimensional vector scheduling variant of the problem, where both the dimension and the number of machine types are constant. For the Santa Claus problem we achieve the same asymptotic running time. The results are obtained, using mixed integer linear programming and rounding techniques. This chapter is based on [77].

CHAPTER 4. We consider two variants of the restricted assignment problem. In the case of interval restrictions the machines can be totally ordered such that jobs are eligible on consecutive machines. We show that there is no PTAS unless $\mathrm{P}=\mathrm{NP}$ for this variant. The question of whether a PTAS for this problem exists was stated as an open problem before, and PTAS results for special cases of this variant are known. Interestingly, there is a paper claiming to have found a PTAS for this problem but it is flawed.

Furthermore, we consider a variant with resource restrictions where the sets of eligible machines are of the following form: There is a fixed number of (renewable) resources, each machine has a capacity, and each job a demand for each resource. A job is eligible on a machine if its demand is at most as big as the capacity of the machine for each resource. For one resource, this problem has been intensively studied under several different names and is known to admit a PTAS, and for two resources the variant with interval restrictions is contained as a special case. Moreover, the version with multiple resources is closely related to unrelated scheduling with a low rank processing time matrix. We show that there is no polynomial time approximation algorithm with a rate smaller than $48 / 47 \approx 1.02$ or 1.5 for scheduling with resource restrictions with 2 or 4 resources, respectively, unless $\mathrm{P}=\mathrm{NP}$. All our results can be extended to the Santa Claus variants of the problems where the goal is to maximize the minimal processing time any machine receives. This chapter is based on [111].

CHAPTER 5. Similar to the previous chapter, we consider special types of assignment restrictions. We introduce a graph framework based on the restrictions:

In the primal graph, the jobs are the nodes and are adjacent if they share an eligible machine. In the dual graph, on the other hand, the machines are the nodes and two machines are adjacent if there is a job that is eligible on both of them. Lastly, the incidence graph is a bipartite graph that includes both jobs and machines as nodes, and a job node is adjacent to a machine node if the job is eligible on the machine. We study cases in which these graphs have certain structural properties.

We show that the variant of restricted assignment where the incidence graph has a constant rank- or cliquewidth admits a PTAS. This generalizes and unifies several known PTAS results.

Furthermore, we consider the treewidth for each of the three graphs. We show that a constant treewidth for the dual or incidence graph implies the existence of an FPTAS. Furthermore, we design so called fixed parameter tractable (FPT) algorithms, that is, exact algorithms with a running time of the form $f(c)$ poly $(|I|)$ where $c$ is a parameter of the instance I, f some computable function, and |I| the input length. We present FPT results for each of the three graph. For instance, we show that restricted assignment is FPT with respect to the treewidth of the primal graph. All results concerning the treewidth also work for the more general case of unrelated scheduling with restrictions. This chapter is based on [82].

CHAPTER 6. Integer linear programs of configurations, or configuration IPs, are a classical tool in the design of algorithms for scheduling and packing problems where a set of items has to be placed in multiple target locations. Herein, a configuration describes a possible placement on one of the target locations, and the IP is used to choose suitable configurations covering the items. We present an augmented IP formulation, which we call the module configuration IP. It can be described within the framework of $n$-fold integer programming and, therefore, be solved efficiently. As an application, we consider variants of machine scheduling with setup times. For instance, we investigate the case that jobs can be split and scheduled on multiple machines. However, before a part of a job can be processed, an uninterrupted setup depending on the job has to be paid. For both of the variants that jobs can be executed in parallel or not, we obtain an efficient polynomial time approximation scheme (EPTAS) of running time $f(1 / \varepsilon)$ poly $(|I|)$ with a single exponential term in $f$ for the first and a double exponential one for the second case. Previously, only constant factor approximations of $5 / 3$ and $4 / 3+\varepsilon$, respectively, were known. Furthermore, we present an EPTAS for a problem where classes of (non-splittable) jobs are given, and a setup has to be paid for each
class of jobs being executed on one machine. This chapter is based on [86].

CHAPTER 7. In this chapter, we consider the variant of uniform scheduling in which the jobs are partitioned into classes and class depended setup has to be paid for each class present on a machine. This is the uniform version of the non-splittable problem considered in the last chapter. We design a PTAS for this problem. This chapter is based on parts of [79].

CHAPTER 8. We consider two related variants of machine scheduling: single resource constrained scheduling on identical parallel machines and a generalization with resource dependent processing times. In both problems, jobs require a certain amount of an additional resource and have to be scheduled on machines minimizing the makespan, while at every point in time a given resource capacity is not exceeded. In the first variant of the problem, the processing times and resource amounts are fixed, while, in the second, the former depends on the latter.

Both problems contain the problem of bin packing with cardinality constraints as a special case, and, therefore, these problems are strongly NP-complete even for a constant number of machines larger than three, which can be proven by a reduction from 3-Partition. Furthermore, if the number of machines is part of the input, we cannot hope for an approximation algorithm with absolute ratio smaller than $3 / 2$.

We present asymptotic fully polynomial time approximation schemes (AFPTAS) for the problems: For any $\varepsilon>0$ a schedule of length at most $(1+\varepsilon)$ times the optimum plus an additive term of $\mathcal{O}\left(p_{\max } \log (1 / \varepsilon) / \varepsilon\right)$ is provided, and the running time is polynomially bounded in $1 / \varepsilon$ and the input length. Up to now, only approximation algorithms with absolute approximation ratios were known. This chapter is based on [81].

In this chapter, we present some basic concepts and notation and provide an example approximation scheme for machine scheduling introducing some of the standard techniques used throughout this work. However, there are many concepts and techniques widely used in the field, like e.g., integer and dynamic programming, that we apply with little or no further explanation. For introductions to these concepts and general background information, we refer to the textbooks by Williamson and Shmoys [145] concerning approximation algorithms, by Papadimitriou and Steiglitz [126] concerning combinatorial optimization, and the one by Arora and Barak [8] concerning complexity theory. As a general introduction to the theory of computation, we would also like to highlight the beautiful textbook by Moore and Mertens [118].

### 2.1 BASIC CONCEPTS AND NOTATION

problems and instances. All the problems considered in this work are variants of machine scheduling, and definitions of some of the most important ones have already been provided in the last chapter. Furthermore, for the sake of readability, each chapter includes the definitions of the problems studied therein. In each context, $\mathscr{J}$ denotes the set of jobs, $n=|\mathcal{J}|$ the number of jobs, $\mathcal{N}$ the set of machines, and $m=|\mathcal{M}|$ the number of machines. Sometimes we assume $\mathcal{M}=[m]$ and adjust the notation accordingly. Moreover, we usually assume in each context that some instance denoted as I is given and we denote the encoding length of the instance as |I|.
approximation schemes. As stated in the last chapter, a polynomial time approximation scheme (PTAS) is a family of algorithms that includes a $(1+\varepsilon)$-approximation for each $\varepsilon>0$; an efficient PTAS (EPTAS) is a PTAS with a running time of the form $f(1 / \varepsilon)$ poly $(|I|)$, where $f$ is some computable function, and poly $(\cdot)$ some polynomial function; and an EPTAS is called fully polynomial (FPTAS) if the function $f$ is a polynomial as well.

Throughout this work $\varepsilon>0$ denotes the accuracy parameter of some approximation scheme. However, we usually provide an $(1+c \varepsilon)$ approximation for some constant $c$ instead of an $(1+\varepsilon)$-approximation. We do so for the sake of simple presentation. Note that we may simply apply the described procedures with a modified parameter $\varepsilon^{\prime}=\varepsilon / \mathrm{c}$. This does not effect any of the running times claimed in this work due
to the $\mathcal{O}$-notation. Moreover, we sometimes require $\varepsilon \leqslant c$ for some constant c. Again, this is not a problem, since we may simply use the $(1+c)$-approximation for the case that $\varepsilon>c$. Lastly, in some instances, we assume that $1 / \varepsilon$ is an integer. Taking the two considerations above into account, this can easily be realized: On the one hand, we may assume $\varepsilon \leqslant 1$, and, on the other, each number lies between two succeeding powers of 2 .

FIXED-PARAMETER TRACTABILITy. Some of the topics studied in this work have close connections to the field of parameterized complexity and fixed-parameter tractable (FPT) algorithms. Formally, fixedparameter tractability is introduced for variants of decision problems in which an additional parameter $k \in \mathbb{N}$ is given as part of the input. The problem is included in the complexity class FPT if there is an algorithm that solves the problem and has a running time of the form $f(k)$ poly $(|I|)$, where $f$ is some computable function. This definition can easily be extended to multiple parameters, e.g., by summing them up. For more background information on this subject, we refer to the book by Cygan et al. [37].

We also talk about FPT algorithms in the context of optimization problems and usually mean that the problem can be optimally solved by an algorithm with FPT running time $f(k)$ poly $(|I|)$, where $k$ is some parameter that is part of the input. Furthermore, note that an EPTAS may be considered as an algorithm with FPT running time for the parameter $1 / \varepsilon$. For a discussion of connections between parameterized complexity and approximation algorithms, we refer to the work by Marx [113].
miscellaneous. For any integer $n$, we denote the set $\{1, \ldots, n\}$ by $[n]$, we write $\log (\cdot)$ for the logarithm with basis 2 , and we use $\operatorname{poly}(n)$ and $\operatorname{polylog}(n)$ as synonyms for $\mathcal{O}(n)^{\mathcal{O}(1)}$ and $\mathcal{O}(\log (n))^{\mathcal{O}(1)}$, respectively. Furthermore, for any two sets $X, Y$, we write $Y^{X}$ for the set of functions $f: X \rightarrow Y$. If $X$ is finite, we say that $Y$ is indexed by $X$ and sometimes denote the function value of $f$ for the argument $x \in X$ by $f_{x}$. We may also say that $f$ is a vector indexed by $X$. If $Y$ is an additive group that is clear from the context, $f+f^{\prime}$ for two functions $f, f^{\prime} \in Y^{X}$ denotes the component-wise addition of the two functions, that is, $f+f^{\prime}: X \rightarrow Y$ with $x \mapsto f(x)+f^{\prime}(x)$. When considering the union of two disjoint sets $A$ and $B$ we sometimes use the disjoint union notation $A \cup B$ which emphasizes the fact that the sets are disjoint. Lastly, for two functions $f: A \rightarrow C$ and $g: B \rightarrow C$ (with $A$ and $B$ disjoint) $f \cup g$ denotes the function that maps elements of $a \in A$ to $f(a)$ and elements $b \in B$ to $g(b)$. This is consistent with the definition of functions as sets of pairs.

### 2.2 EXAMPLE APPROXIMATION SCHEME

We present an approximation scheme for machine scheduling as a first example. The scheme can be seen as a variation of the works by Hochbaum and Shmoys [65] and Alon et al. [5] and does not contain any new ideas.

DUAL APPROXIMATION. Consider the dual approximation framework introduced by Hochbaum and Shmoys [65]: Instead of solving the minimization version of a problem directly, it is often sufficient to find a procedure that for a given bound $T$ on the objective value either correctly reports that there is no solution with value $T$, or returns a solution with value at most $(1+c \varepsilon) T$ for some constant $c$. If we have some initial upper bound B for the optimal makespan OPT with $B \leqslant \beta$ opt for some factor $\beta$, we can define a PTAS by trying different values $T$ from the interval $[B / \beta, B]$ in a binary search fashion, and find a value $T^{*} \leqslant(1+\mathcal{O}(\varepsilon))$ opt after $\mathcal{O}(\log \beta / \varepsilon)$ iterations. This it sufficient as long as $\log \beta$ is bounded by a polynomial in the input length.

For nearly all of the problems considered in this work a constant factor approximation algorithm is known providing us with a suitable $B$ and constant $\beta$. Moreover, it is usually easy for the types of problems considered in this work to find trivial m-approximation, e.g., by scheduling all the jobs in sequence on one machine.

For machine scheduling, we may do the latter or use one of the simple heuristics HEU and HEU* presented in the last chapter. Hence, we assume from now on that a target makespan T is given, and, furthermore, that all the processing times are upper bounded by T , because otherwise we can reject T immediately. Furthermore, we assume that $1 / \varepsilon \in \mathbb{Z}_{>0}$.

ROUNDING AND SCALING. Next, we simplify the processing times of the jobs. We call a job $j$ big if it has a size of at least $\varepsilon T$, i.e., $p_{j} \geqslant \varepsilon T$. Otherwise, j is called small.

We perform an arithmetic rounding step: The sizes of the big jobs are rounded up to the next integer multiple of $\varepsilon^{2} T$, that is, $p_{j}^{\prime}=$ $\left\lceil p_{j} / \varepsilon^{2} T\right\rceil \varepsilon^{2} T$ for each big job $j$. For the resulting instance $I^{\prime}$, we have:

- There is only a constant number of big job sizes. More precisely, we have $\left|\left\{p_{j}^{\prime} \mid j \in \mathcal{J}, p_{j} \geqslant \varepsilon T\right\}\right|=\mathcal{O}\left(1 / \varepsilon^{2}\right)$.
- If there is a schedule with makespan at most $T$ for $I$, then there is also schedule with makespan at most $\mathrm{T}^{\prime}:=(1+\varepsilon) \mathrm{T}$ for $\mathrm{I}^{\prime}$.

For the second property, note that each job size was increased at most by a factor of $(1+\varepsilon)$.

Another classic rounding strategy called geometric rounding leads to similar results. In this approach, the sizes are rounded up to the next
integer power of $(1+\varepsilon)$, that is, $\mathfrak{p}_{j}^{\prime}=(1+\varepsilon)^{\left\lceil p_{j} /(1+\varepsilon)\right\rceil}$ for each big job j. This yields $\mathcal{O}\left(\log _{1+\varepsilon}(1 / \varepsilon)\right)$ distinct processing times for the big jobs. However, an advantage of arithmetic rounding is that the instance can easily be scaled by $\left(\varepsilon^{2} T\right)^{-1}$ to get an instance in which all the big processing times are integers. Hence, we assume $\varepsilon^{2} T=1$ in the following. This implies that $T=1 / \varepsilon^{2}$ and $T^{\prime}=(1+\varepsilon) T=1 / \varepsilon^{2}+1 / \varepsilon$ are integers as well since we assumed $1 / \varepsilon$ to be an integer.
dealing with small jobs. In the case of machine scheduling, it is very easy to deal with the small jobs. One strategy is to simply remove the small jobs and search for a schedule with makespan at most $T^{\prime}$ for the resulting instance. If there is no such schedule, there neither is one for $I^{\prime}$; and if we have such a schedule, we can insert the small jobs via HEU, that is, assign them one after another in arbitrary order to a least loaded machine. Then either the resulting schedule has a makespan of at most $\mathrm{T}^{\prime}+\varepsilon \mathrm{T}=(1+2 \varepsilon) \mathrm{T}$, or each machine has load of more than $\mathrm{T}^{\prime}$ and there cannot be a schedule with makespan at most $\mathrm{T}^{\prime}$ for $\mathrm{I}^{\prime}$. Hence, we assume in the following that there are no small jobs present in $I^{\prime}$.
solving the simplified instance. We present two approaches to find a schedule with makespan at most $\mathrm{T}^{\prime}$ for $\mathrm{I}^{\prime}$. The first is based on dynamic programming and yields a PTAS, and the second is based on integer programming and yields an EPTAS.
Let $P=\left\{p_{j}^{\prime} \mid j \in \mathcal{J}\right\}$ be the set of (big) job sizes, and $n_{p}$ be the number of jobs with size $p$ for each $p \in P$. Note that in a given schedule we could permute jobs with equal size and hence we can focus on the job sizes placed on each machine rather than the actual jobs. Let $\Xi=\{0,1, \ldots, n\}^{P}$ be a set of multiplicity vectors for job sizes and $\Lambda(\xi)=\sum_{p \in P} \xi_{p} p$ be the size of a vector $\xi \in \Xi$. Each such vector corresponds to a selection of job or job sizes and $\Lambda(\xi)$ to their summed up size. Let $\mathcal{C}=\left\{\kappa \in \Xi \mid \Lambda(\kappa) \leqslant T^{\prime}\right\}$ be the set of vectors with size at most $\mathrm{T}^{\prime}$ called the set of configurations. A configuration $\mathrm{k} \in \mathcal{C}$ corresponds to a suitable placement of jobs on a single machine. Let $\xi^{*} \in \Xi$ be the vector that corresponds to the jobs in the instance, that is, $\xi_{p}^{*}=n_{p}$ for each $p \in P$. It is easy to see that any schedule for $I^{\prime}$ with makespan $\mathrm{T}^{\prime}$ can be translated into a selection of $m$ configurations that cover all jobs, that is, sum up to $\xi^{*}$, and vice-versa.
For the dynamic program, we first define a layered graph with $m+1$ layers. In the first layer (layer 0 ), there is only one node $\alpha$, and, for each $i \in[m]$, layer $i$ contains one node $v(i, \xi)$ for each $\xi \in \Xi$. Edges exclusively go from one layer to the next. The node $\alpha$ is connected to the nodes $v(1, \kappa)$ with $\kappa \in \mathcal{C}$, and for each $\mathfrak{i} \in[m-1]$ and $\xi \in \Xi$, the node $v(i, \xi)$ is connected to each node $v\left(i+1, \xi^{\prime}\right)$ with $\xi^{\prime}-\xi \in \mathcal{C}$ and $\xi^{\prime} \in \Xi$. Any path with length $\ell$ corresponds to a selection of $\ell$ configurations and a path from $\alpha$ to $v\left(m, \xi^{*}\right)$, in particular, to a
selection of $m$ configurations that sum up to $\xi^{*}$. Moreover, if such a selection exists there also exists such a path. Hence, we essentially have to solve a reachability problem in a graph with $(n+1)^{\mathcal{O}\left(1 / \varepsilon^{2}\right)} \mathrm{m}$ nodes. This can be done in polynomial time in the input length, but $1 / \varepsilon$ occurs in the exponent and hence we get a PTAS but no EPTAS.

The second approach is to solve the so called configuration ILP (integer linear program). In this ILP we introduce a variable $x_{k} \in \mathbb{Z}_{\geqslant 0}$ for each configuration $\kappa \in \mathcal{C}$ and search for a solution that satisfies the following constraints:

$$
\begin{align*}
\sum_{k \in \mathcal{C}} x_{k} & =m  \tag{2.1}\\
\sum_{k \in C} k_{p} x_{k} & =n_{p} \tag{2.2}
\end{align*} \quad \forall p \in P
$$

This ILP selects $m$ configurations due to the Constraint (2.1), and these configurations cover all the jobs due to Constraint (2.2). We can solve it using the following classical result by Lenstra [88] and Kannan [89]:
THEOREM 2.1: An integer linear program with d integral variables and encoding size $s$ can be solved in time $d^{\mathcal{O}(d)}$ poly(s).

The above ILP has $|\mathcal{C}|$ many variables, and we have:

$$
|\mathcal{C}|=\mathcal{O}\left(1 / \varepsilon^{2}\right)^{\mathcal{O}(1 / \varepsilon)}=2^{\mathcal{O}(1 / \varepsilon \log (1 / \varepsilon))}
$$

Note that we have $\mathcal{O}\left(1 / \varepsilon^{2}\right)$ many constraints and all the occurring numbers are polynomially bounded in the input length and $1 / \varepsilon$. Hence, using this approach yields an EPTAS.

### 3.1 INTRODUCTION

We consider the problem of unrelated scheduling in which a set $\mathcal{J}$ of $n$ jobs has to be assigned to a set $\mathcal{M}$ of $m$ machines. Each job $j$ has a processing time $p_{i j}$ for each machine $i$, and the goal is to find a schedule $\sigma: \mathcal{J} \rightarrow \mathcal{M}$ minimizing the makespan $C_{\max }(\sigma)=\max _{i \in \mathcal{M}} \sum_{j \in \sigma^{-1}(i)} p_{i j}$. In particular, we study the special case where there is only a constant number $K$ of machine types. Two machines $i$ and $i^{\prime}$ have the same type if $p_{i j}=p_{i^{\prime} j}$ holds for each job $j$. In many application scenarios this setting is plausible, e.g., when considering computers which typically only have a very limited number of different types of processing units. We denote the processing time of a job $j$ on a machine of type $t \in[K]$ by $p_{t j}$ and assume that the input consists of the corresponding $K \times n$ processing time matrix together with machine multiplicities $m_{t}$ for each type $t$ yielding $m=\sum_{t \in[K]} m_{t}$. Note that the case $K=1$ is equivalent to the classical machine scheduling.

For unrelated scheduling, there is a 2-approximation due to Lenstra, Shmoys and Tardos [108] who also showed that there is no better than 1.5-approximation for this problem unless $\mathrm{P}=\mathrm{NP}$. For machine scheduling, on the other hand, an EPTAS is known [5, 73]. The case with a constant number of types was first considered by Bonifaci and Wiese [20] and in a closely related setting by Bonifaci, Wiese and Baruah [144]. They presented a PTAS for both cases. Furthermore, Gehrke et al. [52] presented a PTAS with an improved running time of $\mathcal{O}(\mathrm{Kn})+\mathrm{m}^{\mathcal{O}\left(\mathrm{K} / \varepsilon^{2}\right)}(\log (\mathrm{m}) / \varepsilon)^{\mathcal{O}\left(\mathrm{K}^{2}\right)}$. We also study three other variants of the problem:

SANTA ClaUs problem. We also consider the reverse objective of maximizing the minimum machine load, that is:

$$
C_{\min }(\sigma)=\min _{i \in \mathcal{M}} \sum_{j \in \sigma^{-1}(i)} p_{i j}
$$

This problem is known as max-min fair allocation or the Santa Claus problem. The intuition behind these names is that the jobs are interpreted as goods (e.g. presents), the machines as players (e.g. children), and the processing times as the values of the goods from the perspective of the different players. Finding an assignment that maximizes the minimum machine load means, therefore, finding an allocation of the goods that is in some sense fair (making the least happy kid as happy as possible). We will refer to the problem as Santa Claus problem, in the following, but otherwise stick to the scheduling terminology.

For the Santa Claus problem, no constant approximation algorithm is known. The best rate so far is $\mathcal{O}\left(\mathfrak{n}^{\varepsilon}\right)$ and due to Bateni et al. [13] and Chakrabarty et al. [23] with a running time of $\mathcal{O}\left(n^{1 / \varepsilon}\right)$ for any $\varepsilon>0$.
uniform types. Two machines $i$ and $i^{\prime}$ have the same uniform machine type if there is a scaling factor $s$ such that $p_{i j}=s p_{i^{\prime} j}$ for each job $j$. While jobs behave on machines of the same type as they do on identical machines, they behave of machines of the same uniform type like they do on uniformly related machines. Hence, we may assume that the input consists of job sizes $p_{t j}$ depending on the job $j$ and the uniform type $t$, together with uniform machine types $t_{i}$, and machine speeds $s_{i}$ such that $p_{i j}=p_{t_{i} j} / s_{i}$. Note that $K=1$ is equivalent to uniform scheduling in this case.
To the best of our knowledge,this case has not been studied before, but we argue that it is a natural extension of the case with a constant number of regular machine types and also a sensible special case of the general unrelated scheduling. For the special case of uniform scheduling, an EPTAS due to Jansen [72] is known.
vector scheduling. In the D-dimensional vector scheduling variant of unrelated scheduling, for each job $j$ and machine $i$ a processing time vector $p_{i j}=\left(p_{i j}^{(1)}, \ldots, p_{i j}^{(D)}\right)$ is given, and the makespan of a schedule $\sigma$ is defined as the maximum load any machine receives in any dimension:

$$
C_{\max }(\sigma)=\max _{i \in \mathcal{M}}\left\|\sum_{j \in \sigma^{-1}(i)} p_{i j}\right\|_{\infty}=\max _{i \in \mathcal{M}, d \in[D]} \sum_{j \in \sigma^{-1}(i)} p_{i j}^{(d)}
$$

Machine types are defined correspondingly. We consider the case that both K and D are constant and, as in the one-dimensional case, we may assume that the input consist of processing time vectors depending on types and jobs and machine multiplicities.
A PTAS for this problem has been presented in the work by Bonifaci and Wiese [20]. Before, the vector scheduling problem has been studied for the special case of identical machines by Chekuri and Khanna [26]. They achieved a PTAS for the case that $D$ is constant and an $\mathcal{O}\left(\log ^{2} D\right)$ approximation for the case that D is arbitrary.
results and methodology. The main result of this chapter is the following:
theorem 3.1: There is an EPTAS for both scheduling on unrelated parallel machines and the Santa Claus problem with a constant number $K$ of different machine types with running time $2^{O}\left(\mathrm{~K} \log (\mathrm{~K})^{1 / \varepsilon} \log ^{4} 1 / \varepsilon\right)+$ poly(|II).
First, we present a basic version of the EPTAS for unrelated scheduling with a running time doubly exponential in $1 / \varepsilon$. For this EPTAS
we use the dual approximation approach by Hochbaum and Shmoys [65] to get a guess T of the optimal makespan орт. Then, we further simplify the problem via geometric rounding of the processing times. Next, we formulate a mixed integer linear program (MILP) based on the classical configuration ILP with a constant number of integral variables that encodes a relaxed version of the problem. We solve it with the algorithm by Lenstra and Kannan [88, 89]. The fractional variables of the MILP have to be rounded and we achieve this with a properly designed flow network utilizing flow integrality and causing only a small error. With an additional error, the obtained solution can be used to construct a schedule with makespan $(1+\mathcal{O}(\varepsilon)) \mathrm{T}$. This procedure is described in detail in Section 3.2. Building upon the basic EPTAS we achieve the improved running time using techniques by Jansen [72] and by Jansen et al. [73]. The basic idea of these techniques is to make use of results concerning the existence of simple structured solutions of integer linear programs (ILPs). In particular, these results can be used to guess the non-zero variables of the MILP because they sufficiently limit the search space. We show how these techniques can be applied in our case in Section 3.3. Furthermore, we present efficient approximation schemes for several other problem variants thereby demonstrating the flexibility of our approach. In particular, we can adapt all our techniques to the Santa Claus problem yielding the result stated above. This is covered in Section 3.4 and in Section 3.5 we show:
theorem 3.2: There is an EPTAS for scheduling on unrelated parallel machines with a constant number K of different uniform machine types with running time $2^{\left.\mathcal{O}(K \log (K))^{1 / \varepsilon^{3}} \log ^{5} 1 / \varepsilon\right)}+$ poly $(|I|)$.

We achieve this with a non-trivial combination of the ideas of Section 3.2 with techniques for scheduling on uniformly related machines by Jansen [72]. Finally, in Section 3.6, we revisit the unrelated vector scheduling problem that was studied by Bonifaci and Wiese [20]. We show that an additional rounding step-similar to the one in [26]together with a slight modification of the MILP and the rounding procedure yield an EPTAS for this problem as well.
THEOREM 3.3: There is an EPTAS for vector scheduling on unrelated parallel machines with constant dimension D and a constant number K of different machine types.

Note that our results may also be seen as fixed parameter tractable algorithms (see Section 2.1) for the parameters $1 / \varepsilon$ and $K$ (and D). In the last section, we elaborate on possible directions for future research.
further related work. It is well known that the unrelated scheduling problem admits an FPTAS in the case that the number of machines is considered constant [67], and we already mentioned the seminal work by Lenstra et al. [108]. Furthermore, the problem of unrelated scheduling with a constant number of machine types is
strongly NP-hard because it is a generalization of the strongly NP-hard problem of machine scheduling, where the execution times of the jobs do not depend on the machines. Therefore, an FPTAS cannot be hoped for, but there is a classical PTAS result due to Hochbaum and Shmoys [65] for this case. The same authors also provided the first PTAS for scheduling on uniform parallel machines [66], where each job $i$ has a size $p_{j}$, each machine $i$ has a speed $s_{i}$, and we have $p_{i j}=p_{j} / s_{i}$. For both of these problems, there are EPTAS results due to Alon et al. [5] for the identical and due to Jansen [72] for the uniform case. The EPTAS for scheduling on identical parallel machines with the best asymptotic running time so far was presented by Jansen, Klein and Verschae [73]. They achieve a running time of $2^{\mathcal{O}\left(1 / \varepsilon \log ^{4} 1 / \varepsilon\right)}+\operatorname{poly}(n)$. On the other hand, Chen, Ye and Zhang [30] showed that we cannot hope for an EPTAS with a sub-linear dependency in $1 / \varepsilon$ in the exponent, unless the exponential time hypothesis (see [69]) fails. All the above EPTAS results employ some version of the classical configuration ILP (integer linear program), which was originally introduced by Gilmore and Gomory [55] in the context of the closely related bin packing problem.

For unrelated scheduling with a constant number of machine types, the case $K=2$ has been studied: Imreh [70] designed heuristic algorithms with rates $2+\left(m_{1}-1\right) / m_{2}$ and $4-2 / m_{1}$, and Bleuse et al. [17] presented an algorithm with rate $4 / 3+3 / \mathrm{m}_{2}$ and moreover a (faster) 3/2-approximation for the case that for each job the processing time on the second machine type is at most the one on the first. Moreover, Raravi and Nélis [128] designed a PTAS for the case with two machine types. In 2018, Kones and Levin [103] presented an EPTAS for a problem that generalizes many of the problems considered in this chapter and the setting with uniform types in particular.

Interestingly, unrelated scheduling is in P if both the number of machine types and the number of job types is bounded by a constant. This is implied by a result due to Chen et al. [31] building upon a result by Goemans and Rothvoss [56]. Job types are defined analogously to machine types, i.e., two jobs $\mathfrak{j}, j^{\prime}$ have the same type, if $p_{i j}=p_{i j}{ }^{\prime}$ for each machine $i$. In this case the matrix ( $p_{i j}$ ) has only a constant number of distinct rows and columns. Note that both the number of machine types and uniform machine types bounds the rank of this matrix. However, the case of unrelated scheduling where the matrix ( $p_{i j}$ ) has constant rank turns out to be much harder: Already for the case with rank 3, the problem is APX-hard [31], and for rank 4 an approximation algorithm with rate smaller than $3 / 2$ can be ruled out unless $\mathrm{P}=\mathrm{NP}$ [30]. In a rather recent work, Knop and Koutecký [100] considered the number of machine types as a parameter from the perspective of fixed parameter tractability. They showed that unrelated scheduling is fixed parameter tractable for the parameters K and $\max p_{i, j}$. Chen et al. [31] extended this, showing that unrelated
scheduling is fixed parameter tractable for the parameters $\max p_{i, j}$ and the rank of the processing time matrix.

For the case that the number of machines is constant, the Santa Claus problem behaves similar to the unrelated scheduling problem: there is an FPTAS that is implied by a result due to Woeginger [147]. In the general case however, so far no approximation algorithm with a constant approximation guarantee has been found. The results by Lenstra et al. [108] can be adapted to show that there is no approximation algorithm with a rate smaller than 2 , unless $\mathrm{P}=\mathrm{NP}$, and to get an algorithm that finds a solution with value at least opt(I) $-\max p_{i, j}$, as was done by Bezáková and Dani [15]. Since $\max p_{i, j}$ could be bigger than OPt(I), this does not provide a (multiplicative) approximation guarantee. Bezáková and Dani also presented a simple ( $n-m+1$ )-approximation, and an improved approximation guarantee of $\mathcal{O}\left(\sqrt{n} \log ^{3} n\right)$ was achieved by Asadpour and Saberi [9].

### 3.2 BASIC EPTAS

In this section, we describe a basic EPTAS for unrelated scheduling with a constant number of machine types with a running time doubly exponential in $1 / \varepsilon$. W.l.o.g. we assume $\varepsilon<1$. Furthermore, $\log (\cdot)$ denotes the logarithm to the base 2 and for $k \in \mathbb{Z}_{\geqslant 0}$ we write [k] for $\{1, \ldots, k\}$.

First, we simplify the problem via the classical dual approximation concept by Hochbaum and Shmoys [65] (see Section 2.2), and therefore assume that a target makespan T is given. Note that a constant approximation for unrelated scheduling is known and hence the additional effort due to the binary search is only a constant factor. Next, we present a brief overview of the algorithm for the simplified problem followed by a detailed description and analysis.

ALGORITHM 3.4.

1. Simplify the input via geometric rounding with an error of $\varepsilon \mathrm{T}$.
2. Build the mixed integer linear program $\operatorname{MILP}(\overline{\mathrm{T}})$, and solve it with the algorithm by Lenstra and Kannan $(\bar{T}=(1+\varepsilon) \mathrm{T})$.
3. If there is no solution, report that there is no solution with makespan T .
4. Generate an integral solution for $\operatorname{MILP}\left(\overline{\mathrm{T}}+\varepsilon \mathrm{T}+\varepsilon^{2} \mathrm{~T}\right)$ via a flow network utilizing flow integrality.
5. The integral solution is turned into a schedule with an additional error of $\varepsilon^{2} T$ due to the small jobs.
simplification of the input. We construct a simplified instance $\bar{I}$ with modified processing times $\bar{p}_{\mathrm{t} j}$. If a job $j$ has a processing
time bigger than $T$ for a machine type $t \in[K]$, we set $\bar{p}_{t j}=\infty$. We call a job big (for machine type t ) if $\mathfrak{p}_{\mathrm{tj}}>\varepsilon^{2} \mathrm{~T}$ and small otherwise. We perform a geometric rounding step for each job $j$ with $p_{t j}<\infty$, that is, we set $\bar{p}_{\mathrm{tj}}=(1+\varepsilon)^{x} \varepsilon^{2} T$ with $x=\left\lceil\log _{1+\varepsilon}\left(\mathrm{p}_{\mathrm{tj}} /\left(\varepsilon^{2} \mathrm{~T}\right)\right)\right\rceil$.
lemma 3.5. If there is a schedule with makespan at most T for I , then the same schedule has makespan at most $(1+\varepsilon) \mathrm{T}$ for instance $\overline{\mathrm{I}}$; and any schedule for instance $\bar{I}$ can be turned into a schedule for I without increase in the makespan.
We will search for a schedule with makespan $\overline{\mathrm{T}}=(1+\varepsilon) \mathrm{T}$ for the rounded instance $\bar{I}$.
We establish some notation for the rounded instance. For any rounded processing time $p$, we denote the set of jobs $j$ with $\bar{p}_{t j}=p$ by $J_{t}(p)$. Moreover, for each machine type $t$, let $S_{t}$ and $B_{t}$ be the sets of small and big rounded processing times. Obviously, we have $\left|S_{t}\right|+\left|B_{t}\right| \leqslant n$. Furthermore, $\left|B_{t}\right|$ is bounded by a constant: Let $N$ be such that $(1+\varepsilon)^{\mathrm{N}} \varepsilon^{2} \mathrm{~T}$ is the biggest rounded processing time for all machine types. Then we have $(1+\varepsilon)^{\mathrm{N}-1} \varepsilon^{2} \mathrm{~T} \leqslant \mathrm{~T}$ and therefore $\left|\mathrm{B}_{\mathrm{t}}\right| \leqslant N \leqslant \log \left(1 / \varepsilon^{2}\right) / \log (1+\varepsilon)+1 \leqslant 1 / \varepsilon \log \left(1 / \varepsilon^{2}\right)+1$ (using $\varepsilon \leqslant 1$ ).
milp. For any set of processing times P , we call the P-indexed vectors of non-negative integers $\mathbb{Z}_{\geqslant 0}^{\mathrm{P}}$ configurations (for P ). The size $\Lambda(C)$ of configuration $C$ is given by $\sum_{p \in P} C_{p} p$. For each $t \in[K]$, we consider the set $\mathfrak{C}_{t}(\overline{\mathrm{~T}})$ of configurations $C$ for the big processing times $B_{t}$ and with $\Lambda(C) \leqslant \overline{\mathrm{T}}$. Given a schedule $\sigma$, we say that a machine $i$ of type $t$ obeys a configuration $C$ if the number of big jobs with processing time $p$ that $\sigma$ assigns to $i$ is exactly $C_{p}$ for each $p \in B_{t}$. Since the processing times in $B_{t}$ are bigger than $\varepsilon^{2} T$, we have $\sum_{p \in B_{t}} C_{p} \leqslant 1 / \varepsilon^{2}$ for each $C \in \mathcal{C}_{t}(\bar{T})$. Therefore, the number of distinct configurations in $\mathfrak{C}_{\mathrm{t}}(\overline{\mathrm{T}})$ can be bounded by:

$$
\begin{aligned}
\left(1 / \varepsilon^{2}+1\right)^{\mathrm{N}} & <\left(1 / \varepsilon^{2}+1\right)^{1 / \varepsilon \log \left(1 / \varepsilon^{2}\right)+1} \\
& =2^{\log \left(1 / \varepsilon^{2}+1\right) 1 / \varepsilon \log \left(1 / \varepsilon^{2}\right)+1} \in 2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}
\end{aligned}
$$

We define a mixed integer linear program $\operatorname{MILP}(\overline{\mathrm{T}})$ in which configurations are chosen integrally and jobs are assigned fractionally to machine types. Note that we will call a solution of a MILP integral if both the integral and fractional variables have integral values. We introduce variables $z_{\mathrm{C}, \mathrm{t}} \in \mathbb{Z}_{\geqslant 0}$ for each machine type $\mathrm{t} \in[\mathrm{K}]$ and configuration $C \in \mathcal{C}_{t}(\overline{\mathrm{~T}})$, and $x_{j, t} \geqslant 0$ for each machine type $t \in[K]$ and job $j \in \mathcal{J}$. For $\bar{p}_{\mathrm{t} j}=\infty$, we set $\mathrm{x}_{\mathrm{j}, \mathrm{t}}=0$. Besides this, the MILP has the following constraints:

$$
\begin{align*}
\sum_{\mathrm{C} \in \mathcal{C}_{\mathrm{t}}(\overline{\mathrm{~T}})} z_{\mathrm{C}, \mathrm{t}} & =\mathfrak{m}_{\mathrm{t}} & \forall t \in[\mathrm{~K}]  \tag{3.1}\\
\sum_{\mathrm{t} \in[\mathrm{~K}]} x_{\mathrm{j}, \mathrm{t}} & =1 & \forall j \in \mathcal{J} \tag{3.2}
\end{align*}
$$

$$
\begin{align*}
& \sum_{j \in J_{t}(\mathfrak{p})} x_{j, t} \leqslant \sum_{C \in \mathcal{C}_{t}(\bar{T})} C_{p} z_{C, t} \quad \forall t \in[K], p \in B_{t} \\
& \sum_{C \in \mathcal{C}_{t}(\bar{T})} \Lambda(C) z_{C, t}+\sum_{p \in S_{t}} p \sum_{j \in J_{t}(p)} x_{j, t} \leqslant \mathfrak{m}_{\mathfrak{t}} \bar{\top} \quad \forall t \in[K] \tag{3.4}
\end{align*}
$$

Because of Constraint (3.1), the number of chosen configurations for each machine type equals the number of machines of this type. Due to Constraint (3.2), the variables $\chi_{j, t}$ encode the fractional assignment of jobs to machine types. Moreover, for each machine type, it is ensured with Constraint (3.3) that the summed up number of big jobs of each size is at most the number of big jobs that are used in the chosen configurations for the respective machine type. Lastly, (3.4) guarantees that the overall processing time of the configurations and small jobs assigned to a machine type does not exceed the area $m_{t} \bar{T}$. It is easy to see that the MILP models a relaxed version of the problem:
lemma 3.6. If there is schedule with makespan $\overline{\mathrm{T}}$, then there is a feasible (integral) solution of $\operatorname{MILP}(\overline{\mathrm{T}})$; and if there is a feasible integral solution for $\operatorname{MILP}(\overline{\mathrm{T}})$, then there is a schedule with makespan at most $\overline{\mathrm{T}}+\varepsilon^{2} \mathrm{~T}$.

Proof. Let $\sigma$ be a schedule with makespan $\overline{\mathrm{T}}$. Each machine of type $t$ obeys exactly one configuration from $\mathcal{C}_{t}(\bar{T})$, and we set $z_{C, t}$ to be the number of machines of type $t$ that obey $C$ with respect to $\sigma$. Furthermore, for a job $j^{*}$ let $t^{*}$ be the type of machine $\sigma\left(j^{*}\right)$. We set $x_{j^{*}, t^{*}}=1$ and $x_{j^{*}, t}=0$ for $t \neq t^{*}$. It is easy to check that all conditions are fulfilled.

Now, let $\left(z_{\mathcal{C}, \mathrm{t}}, x_{\mathrm{j}, \mathrm{t}}\right)$ be an integral solution of $\operatorname{MILP}(\overline{\mathrm{T}})$. Using (3.2), we can assign the jobs to distinct machine types based on the $x$ variables. The $z$ variables can be used to assign configurations to machines such that each machine receives exactly one configuration (utilizing (3.1)). Based on these configurations, we can create slots for the big jobs, and, for each type $t$, we can successively assign all of the big jobs assigned to this type to slots of the size of their processing time because of (3.3). Now, for each type, we can iterate through the machines and greedily assign small jobs. When the makespan $\overline{\mathrm{T}}$ is exceeded due to some job, we stop assigning to the current machine and continue with the next. Because of (3.4), all small jobs can be assigned in this fashion. Since the small jobs have size at most $\varepsilon^{2} T$, we get a schedule with makespan at most $\overline{\mathrm{T}}+\varepsilon^{2} \mathrm{~T}$.

We have $\mathrm{K} 2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}$ integral variables, i.e., a constant number. Therefore, $\operatorname{MILP}(\overline{\mathrm{T}})$ can be solved in polynomial time with the following classical result due to Lenstra [88] and Kannan [89]:
theorem 3.7: A mixed integer linear program with d integral variables and encoding size $s$ can be solved in time $d^{\mathcal{O}(d)}$ poly $(s)$.
rounding. In this paragraph, we describe how a feasible solution $\left(z_{\mathrm{C}, \mathrm{t}}, x_{j, t}\right)$ for $\operatorname{MILP}(\overline{\mathrm{T}})$ can be transformed into an integral feasible


Figure 3.1: The flow network used for the rounding of the fractional variables.
solution $\left(\bar{z}_{C, t}, \bar{x}_{j, t}\right)$ for $\operatorname{MILP}\left(\bar{T}+\varepsilon T+\varepsilon^{2} T\right)$, where the second MILP is defined using the same configurations but properly changed right hand side. This is achieved via a flow network utilizing flow integrality.
For any (small or big) processing time $p$, let $\eta_{t, p}=\left\lceil\sum_{j \in J_{t}(p)} x_{j, t}\right\rceil$ be the rounded up (fractional) number of jobs with processing time $p$ that are assigned to machine type $t$. Note that for big job sizes $p \in B_{t}$, we have $\eta_{t, p} \leqslant \sum_{C \in \mathcal{e}_{\mathrm{t}}(\overline{\mathrm{T}})} C_{p} z_{\mathrm{C}, \mathrm{t}}$ because of (3.3) and because the right hand side is an integer.
Now, we describe the flow network $G=(\mathrm{V}, \mathrm{E})$ with source $\alpha$ and $\operatorname{sink} \omega$. For each job $\mathfrak{j} \in \mathcal{J}$, there is a job node $v_{j}$ and an edge ( $\alpha, v_{j}$ ) with capacity 1 connecting the source and the job node. Moreover, for each machine type $t$ and processing time $p \in B_{t} \cup S_{t}$, we have a processing time node $\mathfrak{u}_{t, p}$. The processing time nodes are connected to the sink via edges $\left(u_{t, p}, \omega\right)$ with capacity $\eta_{t, p}$. Lastly, for each job $j$ and machine type $t$ with $\bar{p}_{t, j}<\infty$, we have an edge ( $v_{j}, u_{t, \bar{p}} \bar{t}_{j}$ ) with capacity 1 connecting the job node with the corresponding processing time nodes. We outline the construction in Figure 3.1. Obviously we have $|\mathrm{V}| \leqslant(\mathrm{K}+1) \mathrm{n}+2$ and $|\mathrm{E}| \leqslant(2 \mathrm{~K}+1) \mathrm{n}$.
lemma 3.8. G has a maximum flow f with value $|\mathrm{f}|=\mathrm{n}$.
Proof. Since the outgoing edges from $\alpha$ have summed up capacity $n, n$ is a trivial upper bound for the maximum flow. The solution $\left(z_{\mathcal{C}, t}, x_{j, t}\right)$ for $\operatorname{MILP}(\overline{\mathrm{T}})$ can be used to design a flow f with value n by setting $f\left(\left(\alpha, v_{j}\right)\right)=1, f\left(\left(v_{j}, u_{t, \bar{p}_{t, j}}\right)\right)=x_{j, t}$ and $f\left(\left(u_{t, y}, \omega\right)\right)=\sum_{j \in J_{t}(y)} x_{j, t}$. It is easy to check that $f$ is indeed a feasible flow with value $n$.

Using the Ford-Fulkerson algorithm, an integral maximum flow $\mathrm{f}^{*}$ can be found in time $\mathcal{O}\left(|E|\left|\mathrm{f}^{*}\right|\right)=\mathcal{O}\left(\mathrm{Kn}^{2}\right)$. Due to flow conservation, for each job $\mathfrak{j}$, there is exactly one machine type $t^{*}$ such that $f\left(\left(v_{j}, u_{t^{*}, \bar{p}_{t^{*}, j}}\right)\right)=1$, and we set $\bar{x}_{j, t^{*}}=1$ and $\bar{x}_{j, t}=0$ for $t \neq t^{*}$. Moreover, we set $\bar{z}_{\mathrm{C}, \mathrm{t}}=z_{\mathrm{C}, \mathrm{t}}$. Obviously, ( $\bar{z}_{\mathrm{C}, \mathrm{t}}, \overline{\bar{j}}_{\mathrm{j}, \mathrm{t}}$ ) satisfies (3.1) and (3.2). Furthermore, (3.3) is fulfilled because of the capacities and because
$\eta_{t, p} \leqslant \sum_{c \in \mathcal{C}_{t}(\bar{T})} C_{p} z_{C, t}$ for big job sizes $p$. Due to the geometric rounding and the convergence of the geometric series, we have:

$$
\sum_{p \in S_{t}} p \leqslant \varepsilon^{2} T \sum_{i=0}^{\infty}(1+\varepsilon)^{-i}=\varepsilon^{2} T \frac{1+\varepsilon}{\varepsilon}
$$

This together with $\sum_{j \in J_{t}(\mathfrak{p})} \overline{\mathrm{x}}_{\mathrm{j}, \mathrm{t}} \leqslant \eta_{\mathrm{t}, \mathrm{p}}<\sum_{\mathrm{j} \in \mathrm{J}_{\mathfrak{t}}(\mathfrak{p})} \mathrm{x}_{\mathrm{j}, \mathrm{t}}+1$ yields:

$$
\begin{aligned}
\sum_{p \in S_{t}} p \sum_{j \in J_{t}(p)} \bar{x}_{j, t} & <\sum_{p \in S_{t}} p \sum_{j \in J_{t}(p)} x_{j, t}+\sum_{p \in S_{t}} p \\
& <\sum_{p \in S_{t}} p \sum_{j \in J_{t}(p)} x_{j, t}+\varepsilon^{2} T \frac{1+\varepsilon}{\varepsilon}
\end{aligned}
$$

Hence:

$$
\sum_{C \in \mathcal{C}_{\mathfrak{t}}(\bar{T})} \wedge(C) \bar{z}_{C, t}+\sum_{p \in S_{t}} p \sum_{j \in J_{\mathfrak{t}}(\mathfrak{p})} \bar{x}_{j, t}<\mathfrak{m}_{\mathfrak{t}}\left(\bar{T}+\varepsilon T+\varepsilon^{2} T\right)
$$

Therefore (3.4) is fulfilled as well.
analysis. The solution found for $\operatorname{MILP}(\overline{\mathrm{T}})$ can be turned into an integral solution for $\operatorname{MILP}\left(\overline{\mathrm{T}}+\varepsilon \mathrm{T}+\varepsilon^{2} \mathrm{~T}\right)$. Like described in the proof of Lemma 3.6 this can easily be turned into a schedule with makespan $\overline{\mathrm{T}}+\varepsilon \mathrm{T}+\varepsilon^{2} \mathrm{~T}+\varepsilon^{2} \mathrm{~T} \leqslant(1+4 \varepsilon) \mathrm{T}$. It is easy to see that the running time of the algorithm by Lenstra and Kannan (see Theorem 3.7) dominates the overall running time. Since $\operatorname{MILP}(\overline{\mathrm{T}})$ has $\mathcal{O}(\mathrm{K} / \varepsilon \log 1 / \varepsilon+\mathfrak{n})$ many constraints, Kn fractional and $\mathrm{K} 2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}$ integral variables, the running time of the algorithm can be bounded by:

$$
\begin{aligned}
& \left(\mathrm{K} 2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}\right)^{\mathcal{O}\left(\mathrm{K} 2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}\right)} \operatorname{poly}((\mathrm{K} / \varepsilon \log 1 / \varepsilon)|\mathrm{I}|) \\
= & 2^{\mathrm{K} 2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}} \operatorname{poly}(|\mathrm{I}|)
\end{aligned}
$$

### 3.3 BETTER RUNNING TIME

We improve the running time of the algorithm using techniques that utilize results concerning the existence of solutions for integer linear programs (ILPs) with a certain simple structure. In a first step, we can reduce the running time to be only singly exponential in $1 / \varepsilon$ with a technique by Jansen [72]. Then we further improve the running time to the one claimed in Theorem 3.1 with a result by Jansen et al.[73]. Both techniques rely upon the following result about integer cones by Eisenbrandt and Shmonin [43]:
THEOREM 3.9: Let $X \subset \mathbb{Z}^{\text {d }}$ be a finite set of integer vectors and let $b \in \operatorname{int}-\operatorname{cone}(X)=\left\{\sum_{x \in X} \lambda_{x} x \mid \lambda_{x} \in \mathbb{Z}_{\geqslant 0}\right\}$. Then there is a subset $\tilde{X} \subseteq X$ such that $\mathrm{b} \in \operatorname{int}-\operatorname{cone}(\tilde{X})$ and $|\tilde{X}| \leqslant 2 \mathrm{~d} \log (4 \mathrm{~d} M)$, with $M=$ $\max _{x \in X}\|x\|_{\infty}$.

FIRST IMPROVEMENT. For the first improvement of the running time, this theorem is used to show:
COROLLARY 3.10. MILP( $\overline{\mathrm{T}})$ has a feasible solution where for each machine type as few as $\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)$ of the corresponding integer variables are non-zero.
We get the better running time by guessing the non-zero variables and removing all the others from the MILP. The number of possibilities of choosing $\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)$ elements out of a set of $2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}$ elements can be bounded by $2^{\mathcal{O}\left(1 / \varepsilon^{2} \log ^{4} 1 / \varepsilon\right)}$. Considering all the machine types, we can bound the number of guesses by $2^{\mathcal{O}\left(k / \varepsilon^{2} \log ^{4} 1 / \varepsilon\right) \text {. The }}$ running time of the algorithm by Lenstra and Kannan (see Theorem 3.7) with $\mathcal{O}\left(K / \varepsilon \log ^{2} 1 / \varepsilon\right)$ integer variables can be bounded by:

$$
\mathcal{O}\left(K / \varepsilon \log ^{2} 1 / \varepsilon\right)^{\mathcal{O}\left(K / \varepsilon \log ^{2} 1 / \varepsilon\right)} \text { poly }(|\mathrm{I}|)=2^{\mathcal{O}\left(\mathrm{K} \log (\mathrm{~K})^{1 / \varepsilon} \log ^{3} 1 / \varepsilon\right)} \text { poly }(|\mathrm{I}|)
$$

This yields a running time of:

$$
2^{\mathcal{O}\left(K \log (K) 1 / \varepsilon^{2} \log ^{4} 1 / \varepsilon\right)} \text { poly }(|I|)
$$

Proof of Corollary 3.10. We consider the configuration ILP for scheduling on identical machines. Let $\mathrm{m}^{\prime}$ be a given number of machines, $P$ be a set of processing times with multiplicities $k_{p} \in \mathbb{Z}_{>0}$ for each $p \in P$, and let $\mathcal{C} \subseteq \mathbb{Z}_{\geqslant 0}^{P}$ be some finite set of configurations for $P$. The configuration ILP for $m^{\prime}, P, k=\left(k_{p}\right)_{p \in P}$, and $\mathcal{C}$ is given by:

$$
\begin{align*}
\sum_{c \in \mathcal{C}} C_{p} y_{c}=k_{p} & \forall p \in P \\
\sum_{C \in \mathcal{C}} y_{c}=m^{\prime} &  \tag{3.6}\\
y_{c} & \in \mathbb{Z}_{\geqslant 0} \tag{3.7}
\end{align*} \quad \forall C \in \mathcal{C}
$$

The default case that we will consider most of the time is that $\mathcal{C}$ is given by a target makespan $T$ that upper bounds the size of the configurations.

Let us assume we had a feasible solution ( $\left.\tilde{z}_{C, t}, \tilde{x}_{j, t}\right)$ for $\operatorname{MILP}(\bar{T})$. For each $t \in[K]$ and $p \in B_{t}$, we set $\tilde{k}_{t, p}=\sum_{C \in \mathcal{C}_{t}(\bar{T})} C_{p} \tilde{z}_{C, t}$. We fix a machine type $t$. By setting $y_{C}=\tilde{z}_{C, t}$, we get a feasible solution for the configuration ILP given by $m_{t}, B_{t}, \tilde{k}_{t}$ and $\mathcal{C}_{t}(\bar{T})$. Theorem 3.9 can be used to show the existence of a solution for the ILP with only a few non-zero variables: Let $X$ be the set of column vectors corresponding to the left hand side of the ILP and $b$ be the vector corresponding to the right hand side. Then $b \in$ int-cone $(X)$ holds and Theorem 3.9 yields that there is a subset $\tilde{X}$ of $X$ with cardinality at most $2\left(\left|B_{t}\right|+1\right) \log \left(4\left(\left|B_{t}\right|+1\right) 1 / \varepsilon^{2}\right) \in \mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)$ and $b \in \operatorname{int}-c o n e(\tilde{X})$. Therefore, there is a solution ( $\breve{y} c$ ) for the ILP with $\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)$ many non-zero variables. If we set $\breve{z}_{C, t}=\breve{y}_{C}$ and $\breve{x}_{j, t}=\tilde{x}_{j, t}$ and perform corresponding steps for each machine type, we get a solution
$\left(\breve{z}_{C, t}, \breve{x}_{j, t}\right)$ that obviously satisfies Constraints (3.1),(3.2) and (3.3) of $\operatorname{MILP}(\overline{\mathrm{T}})$. The last constraint is also satisfied because the number of covered big jobs of each size does not change and therefore the overall size of the configurations does not change either for each machine type.
further improvement. We show how the running time can be further improved using the techniques by Jansen et al. presented in [73]. In the following, we first state a slightly generalized version of the result. Although the proof is essentially the same as in the original work [73], we do state it-mainly for the sake of self-containment, but also because it contains minor changes. Next, we show how the results can be used to get the improved running time.
thin solutions. Again, let $\mathrm{m}^{\prime}$ be a given number of machines and $P$ be a set of processing times with multiplicities $k_{p} \in \mathbb{Z}_{>0}$ for each $p \in P$. Furthermore, let $\bar{T}$ and $\hat{T}$ be some load bounds and $\mathcal{C}(\check{T}, \hat{\mathrm{~T}})$ the set of configurations (for P ) with size at least $\check{\mathrm{T}}$ and at most $\hat{\mathrm{T}}$. Additionally, we set $\mathcal{C}(\hat{\mathrm{T}})=\mathcal{C}(0, \hat{\mathrm{~T}})$. The support of any vector of numbers $v$ is the set of indices with non-zero entries, i.e., $\operatorname{supp}(v)=$ $\left\{i \mid v_{i} \neq 0\right\}$. A configuration $\mathrm{C} \in \mathcal{C}(\check{\mathrm{T}}, \hat{\mathrm{T}})$ is called simple if the size of its support is at most $\log (\hat{\top}+1)$ and complex otherwise. The set of simple and complex configurations is denoted as $\mathcal{C}^{s}(\check{\mathrm{~T}}, \hat{\mathrm{~T}})$ and $\mathcal{C}^{\mathcal{c}}(\underset{\mathrm{T}}{\mathrm{T}}, \hat{\mathrm{T}})$, respectively. It is easy to see that there are only few simple configurations:
Remark 3.11. $\left|\mathcal{C}^{\mathrm{s}}(\breve{\mathrm{T}}, \hat{\mathrm{T}})\right| \leqslant\left|\mathcal{C}^{\mathrm{s}}(\hat{\mathrm{T}})\right|=2^{\mathcal{O}\left(\log ^{2}(\hat{\mathrm{~T}})+\log ^{2}(|\mathrm{P}|)\right)}$
The result by Jansen et al. [73] with the slight generalization that we consider $\mathcal{C}(\overline{\mathrm{T}}, \hat{\mathrm{T}})$ instead of $\mathcal{C}(\hat{\mathrm{T}})$ is the following. Note that the generalization is not needed in this section but in the next one when we consider the Santa Claus problem.
THEOREM 3.12: Let the configuration ILP for $\mathrm{m}^{\prime}, \mathrm{P}, \mathrm{k}$, and $\mathcal{C}(\check{\mathrm{T}}, \hat{\mathrm{T}})$ have a feasible solution, and let both the makespan bounds $\bar{T}$ and $\hat{T}$, as well as the processing times from P be integral. Then there is a solution ( $\mathrm{y}_{\mathrm{C}}$ ) for the ILP that satisfies the following conditions:

1. $\sum_{e^{c}(\check{T}, \hat{\mathrm{~T}})} y_{c} \leqslant 2(|\mathrm{P}|+1) \log (4(|\mathrm{P}|+1) \hat{\mathrm{T}})$ and $\mathrm{yc}_{\mathrm{c}} \leqslant 1$ for $\mathrm{C} \in$ $\mathcal{C}^{c}(\check{\mathrm{~T}}, \hat{\mathrm{~T}})$.
2. $|\operatorname{supp}(\mathrm{y})| \leqslant 4(|\mathrm{P}|+1) \log (4(|\mathrm{P}|+1) \hat{\mathrm{T}})$.

We will call solutions with the above properties thin. The theorem can be proved using two lemmata:
lemma 3.13. Let $X \subset \mathbb{Z}^{d}$ be a finite set of integer vectors with $|X|>$ $\mathrm{d} \log (2|X| M+1)$ where $M=\max _{x \in \mathrm{X}}\|x\|_{\infty}$. Then there exist two disjoint subsets $A, B \subseteq X$ with $\sum_{x \in A} x=\sum_{x \in B} x$.

Proof. For each $X^{\prime} \subseteq X$, we have $\left\|\sum_{x \in X^{\prime}} x\right\|_{\infty} \leqslant|X| M$ and therefore at most $(2|X| M+1)^{\mathrm{d}}$ distinct vectors that can be constructed in this fashion. On the other hand, there are $2^{|X|}>(2|X| M+1)^{\text {d }}$ sets $X^{\prime} \subseteq X$. Hence, there are two subsets $A, B \subseteq X$ with $\sum_{x \in A} x=\sum_{x \in B} x$. By excluding their intersection from both sets, we get disjoint sets with the same property concluding the proof.

This lemma is due to Eisenbrand and Shmonin [43] and one of the main tools in the proof of Theorem 3.9. The second lemma is due to Jansen et al. [73]:
lemma 3.14. Let $\mathrm{C} \in \mathcal{C}^{\mathrm{c}}(\overline{\mathrm{T}}, \hat{\mathrm{T}})$ be a complex configuration. There exist two configurations $\mathrm{C}^{\prime}, \mathrm{C}^{\prime \prime} \in \mathcal{C}(\overline{\mathrm{Y}}, \hat{\mathrm{T}})$ such that $\mathrm{C}^{\prime}+\mathrm{C}^{\prime \prime}=2 \mathrm{C}, \Lambda\left(\mathrm{C}^{\prime}\right)=$ $\Lambda\left(\mathrm{C}^{\prime \prime}\right)=\Lambda(\mathrm{C}), \operatorname{supp}\left(\mathrm{C}^{\prime}\right) \subset \operatorname{supp}(\mathrm{C})$, and $\operatorname{supp}\left(\mathrm{C}^{\prime \prime}\right) \subset \operatorname{supp}(\mathrm{C})$.

Proof. For each $S \subseteq \operatorname{supp}(C)$, let $C^{S}$ be the configuration given by $C_{p}^{S}=C_{p}$ if $p \in S$ and $C_{p}^{S}=0$ otherwise. Note that $C^{S} \in \mathcal{C}(0, \hat{\mathrm{~T}})$. There are exactly $2^{\mid \text {supp }(C) \mid}$ such configurations, $2^{|\operatorname{supp}(C)|}>\hat{\mathrm{T}}+1$ since $C$ is complex, and we have $\Lambda\left(C^{S}\right) \leqslant \Lambda(C) \leqslant \hat{T}$, as well as $\Lambda\left(C^{S}\right) \in\{0, \ldots, \hat{T}\}$. Hence, there are two distinct sets $S_{1}, S_{2} \subseteq \operatorname{supp}(C)$ such that $\Lambda\left(C^{S_{1}}\right)=\Lambda\left(C^{S_{2}}\right)>0$, and we may assume that these sets are disjoint because otherwise we can simply remove the intersection. Let $\mathrm{C}^{\prime}=\mathrm{C}-\mathrm{C}^{\mathrm{S}_{1}}+\mathrm{C}^{\mathrm{S}_{2}}$ and $\mathrm{C}^{\prime \prime}=\mathrm{C}+\mathrm{C}^{\mathrm{S}_{1}}-\mathrm{C}^{\mathrm{S}_{2}}$. Then we have:

- $\mathrm{C}^{\prime}, \mathrm{C}^{\prime \prime} \in \mathcal{C}(\check{\mathrm{T}}, \hat{\mathrm{T}})$
- $\Lambda\left(C^{\prime}\right)=\Lambda(C)-\Lambda\left(C^{S_{1}}\right)+\Lambda\left(C^{S_{2}}\right)=\Lambda(C)=\Lambda\left(C^{\prime \prime}\right)$
- $2 \mathrm{C}=2 \mathrm{C}+\mathrm{C}^{\mathrm{S}_{1}}-\mathrm{C}^{\mathrm{S}_{1}}+\mathrm{C}^{\mathrm{S}_{2}}-\mathrm{C}^{\mathrm{S}_{2}}=\mathrm{C}^{\prime}+\mathrm{C}^{\prime \prime}$
- $\operatorname{supp}\left(\mathrm{C}^{\prime}\right)=\operatorname{supp}(\mathrm{C}) \backslash \operatorname{supp}\left(\mathrm{C}^{\mathrm{S}_{1}}\right) \subset \operatorname{supp}(\mathrm{C})$
- $\operatorname{supp}\left(\mathrm{C}^{\prime \prime}\right)=\operatorname{supp}(\mathrm{C}) \backslash \operatorname{supp}\left(\mathrm{C}^{\mathrm{S}_{2}}\right) \subset \operatorname{supp}(\mathrm{C})$

This completes the proof.
Proof of Theorem 3.12. For each feasible solution $y$ of the configuration ILP for $m^{\prime}, P, k$, and $\mathcal{C}(\check{\mathrm{T}}, \hat{\mathrm{T}})$, let $\Phi(\mathrm{y})=\sum_{\mathrm{C} \in \mathfrak{e}^{c}(\mathrm{~T}, \hat{\mathrm{~T}})} y_{\mathrm{c}}|\operatorname{supp}(\mathrm{C})|$ be a potential function and let $y$ be a feasible solution such that $\Phi(y)$ is minimal.
Assume that $y_{c}>1$ for some $C \in \mathcal{C}^{c}(\breve{T}, \hat{T})$. Let $C^{\prime}, C^{\prime \prime} \in \mathcal{C}(\bar{T}, \hat{T})$ be the configurations implied by Lemma 3.14 and $y^{\prime}$ be a solution for the configuration ILP with $y_{C}^{\prime}=y_{C}-2, y_{C^{\prime}}^{\prime}=y_{C^{\prime}}+1, y_{C^{\prime \prime}}^{\prime}=$ $y_{C^{\prime \prime}}+1$ and $y_{C^{*}}^{\prime}=y_{C^{*}}$ for any other configuration $C^{*} \in \mathcal{C}(\bar{T}, \hat{T})$. The properties guaranteed by Lemma 3.14 yield that $y^{\prime}$ is feasible and $\Phi\left(y^{\prime}\right)<\Phi(y)$ contradicting the choice of $y$. Hence, we have $y_{c} \leqslant 1$ for each $C \in \mathcal{C}^{c}(\hat{T}, \hat{T})$.
Now assume that $\sum_{e^{c}(\breve{T}, \hat{\mathrm{~T}})} y_{c}>2(|\mathrm{P}|+1) \log (4(|\mathrm{P}|+1) \hat{\mathrm{T}})$. Let X be the set of column vectors given by the configuration ILP and corresponding to configurations $C \in \mathcal{C}^{c}(\check{T}, \hat{\mathrm{~T}})$ such that $\mathrm{y}_{\mathrm{C}}>0$ (and hence $\left.y_{c}=1\right)$. The assumption translates to $|X|>2(|P|+1) \log (4(|P|+$
$1) \hat{\mathrm{T}})$ and $|\mathrm{P}|+1$ is the dimension of the vectors contained in $X$. We now want to employ Lemma 3.13 and therefore have to show that $|X|>(|P|+1) \log (2|X| M+1)$. First note that $M \leqslant \hat{T}$ and $2^{|X|}>(4(|P|+$ 1) $\hat{T})^{2(|\mathrm{P}|+1)}$ due to the assumption. Furthermore, we have:

$$
\begin{aligned}
(|\mathrm{P}|+1) \log (2|\mathrm{X}| M+1) & <(|\mathrm{P}|+1) \log \left(2|\mathrm{X}| 2^{|\mathrm{X}| / 2(|\mathrm{P}|+1)} /(4(|\mathrm{P}|+1))+1\right) \\
& \leqslant|\mathrm{X}| / 2+(|\mathrm{P}|+1) \log (|\mathrm{X}| /(2(|\mathrm{P}|+1))+1) \\
& \leqslant|\mathrm{X}|
\end{aligned}
$$

Hence, due to Lemma 3.13, there exist two disjoint subsets $A, B \subseteq X$ with $\sum_{x \in A} x=\sum_{x \in B} x$. Furthermore, both subsets have to be nonempty because the vectors are strictly positive. Let $y^{A}$ be the vector indexed by $\mathcal{C}(\breve{T}, \hat{\mathrm{~T}})$ such that $y_{C}^{A}=1$ if the column corresponding to C is contained in $A$ and $y_{C}^{A}=0$ otherwise. The vector $y^{B}$ is defined analogously. Then $y^{\prime}=y-y^{\mathcal{A}}+y^{B}$ and $y^{\prime \prime}=y+y^{A}-y^{B}$ are feasible solutions for the ILP as well, and we have $\Phi\left(y^{\prime}\right)=\Phi(y)-\Phi\left(y^{A}\right)+\Phi\left(y^{B}\right)$ and $\Phi\left(y^{\prime \prime}\right)=\Phi(y)+\Phi\left(y^{A}\right)-\Phi\left(y^{B}\right)$. Hence, if $\Phi\left(y^{A}\right) \neq \Phi\left(y^{B}\right)$, we constructed a feasible solution with smaller potential yielding a contradiction to the choice of $y$. If, on the other hand, $\Phi\left(y^{A}\right)=\Phi\left(y^{B}\right)$, the solution $y^{\prime}$ has the same potential, but $y_{c}>1$ for each complex configuration corresponding to a vector included in B. This is a contradiction to the considerations above. Hence, $\sum_{e^{c}(\underset{\tau}{\mathrm{~T}}, \hat{\mathrm{~T}})} y_{c} \leqslant$ $2(|\mathrm{P}|+1) \log (4(|\mathrm{P}|+1) \hat{\mathrm{T}})$.

Lastly, we can apply Theorem 3.9 to the configuration ILP given by the simple solution as we did in the proof of Corollary 3.10. This yields $\left|\left\{\mathrm{C} \mid \mathrm{C} \in \mathcal{C}^{s}(\check{\mathrm{~T}}, \hat{\mathrm{~T}}), y_{c}>0\right\}\right| \leqslant 2(|\mathrm{P}|+1) \log \left(4(|\mathrm{P}|+1) \mathrm{T}^{\prime}\right)$ and hence $|\operatorname{supp}(y)| \leqslant 4(|\mathrm{P}|+1) \log \left(4(|\mathrm{P}|+1) \mathrm{T}^{\prime}\right)$.
better running time. The improved running time can be obtained by determining configurations that are equivalent to the complex configurations (via guessing and dynamic programming), guessing the support of the simple configurations, and solving the MILP with few integral variables. The approach is a direct adaptation of the one in [73] for our case. In the following, we explain the additional steps of the modified algorithm in more detail, analyze the running time and present an outline of the complete algorithm.

To utilize Theorem 3.12, we have to ensure that the makespan and the processing times are integral and that the makespan is small. After the geometric rounding step, we scale the makespan and the processing times such that $\mathrm{T}=1 / \varepsilon^{3}$ and $\overline{\mathrm{T}}=(1+\varepsilon) / \varepsilon^{3}$ holds and the processing times have the form $(1+\varepsilon)^{x} \varepsilon^{2} T=(1+\varepsilon)^{x} / \varepsilon$. Next, we apply a second rounding step for the big processing times setting $\breve{p}_{\mathrm{t}, \mathrm{j}}=\left\lceil\overline{\mathrm{p}}_{\mathrm{t}, \mathrm{j}}\right\rceil$ for $\overline{\mathrm{p}}_{\mathrm{t}, \mathrm{j}} \in \mathrm{B}_{\mathrm{t}}$ and denote the set of these processing times by $\breve{B}_{t}$. Obviously we have $\left|\breve{B}_{t}\right| \leqslant\left|B_{t}\right| \leqslant 1 / \varepsilon \log \left(1 / \varepsilon^{2}\right)+1$. We denote the corresponding instance by $\breve{I}$. Since for a schedule with makespan $T$ for instance I there are at most $1 / \varepsilon^{2}$ big jobs on any machine, we get:

Lemma 3.15. If there is a schedule with makespan at most T for I , then the same schedule has makespan at most $(1+2 \varepsilon) \mathrm{T}$ for instance $\breve{\mathrm{I}}$; and any schedule for instance Ĭ can be turned into a schedule for I without increase in the makespan.

We set $\breve{T}=(1+2 \varepsilon) T$, and, for each machine type $t$, we consider the set of configurations $\mathcal{C}_{t}(\lfloor\breve{T}\rfloor)$ for $\breve{B}_{t}$ with size at most $\lfloor\breve{T}\rfloor$ (we do not need an additional lower bound for the sizes of configurations in this section). Rounding down $\breve{T}$ ensures integrality and causes no problems because all big processing times are integral. Furthermore, let $\mathcal{C}_{t}^{c}(\lfloor\breve{T}\rfloor)$ and $\mathcal{C}_{t}^{s}(\lfloor\breve{T}\rfloor)$ be the subsets of complex and simple configurations. Due to Remark 3.11, we have:

$$
\begin{equation*}
\left|\mathcal{C}_{t}^{s}(\lfloor\breve{\mathrm{~T}}\rfloor)\right| \in 2^{\mathcal{O}\left(\log ^{2}\lfloor\breve{\mathrm{~T}}\rfloor+\log ^{2}\left|\breve{\mathrm{~B}}_{\mathrm{t}}\right|\right)}=2^{\left.\mathcal{O}\left(\log ^{2} 1 / \varepsilon\right)\right)} \tag{3.8}
\end{equation*}
$$

Due to Theorem 3.12 (using the same considerations concerning configuration ILPs like in the last paragraph $)$, there is a solution ( $\breve{z}_{C}, \breve{x}_{j, t}$ ) for $\operatorname{MILP}(\breve{T})$ (adjusted to this case) that uses for each machine type $t$ at most $4\left(\left|\breve{B}_{t}\right|+1\right) \log \left(4\left(\left|\breve{B}_{t}\right|+1\right)\lfloor\breve{T}\rfloor\right) \in \mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)$ many configurations from $\mathcal{C}_{t}(\lfloor\breve{T}\rfloor)$. Moreover, at most $2\left(\left|\breve{B}_{t}\right|+1\right) \log \left(4\left(\left|\breve{B}_{t}\right|+1\right)\lfloor\breve{T}\rfloor\right) \in$ $\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)$ complex configurations are used and each of them is used only once. Since each configuration corresponds to at most $1 / \varepsilon^{2}$ many jobs, there are at most $\mathcal{O}\left(1 / \varepsilon^{3} \log ^{2} 1 / \varepsilon\right)$ many jobs for each type corresponding to complex configurations. Hence, we can determine the number of complex configurations $m_{t}^{c}$ for machine type $t$ along with the number of jobs $k_{t, p}^{c}$ with processing time $p \in \breve{B}_{t}$ that are covered by a complex configuration in $\left(1 / \varepsilon^{3} \log ^{2} 1 / \varepsilon\right)^{\mathcal{O}(\kappa / \varepsilon \log 1 / \varepsilon)}=$ $2^{\mathcal{O}\left(K / \varepsilon \log ^{2} 1 / \varepsilon\right)}$ many steps via guessing. Now, we can use a dynamic program to determine configurations (with multiplicities) that are equivalent to the complex configurations in the sense that their size is bounded by $\lfloor\breve{T}\rfloor$, their summed up number is $m_{t}^{c}$, and they cover exactly $k_{t, p}^{c}$ jobs with processing time $p$.

The dynamic program can be defined as follows. For each $i \in$ $\left\{0,1, \ldots, m_{t}^{c}\right\}$, there is a layer, and, in each layer, we compute nodes labeled with $\breve{B}_{t}$-indexed vectors $y$ of non-negative integers with $y_{p} \leqslant$ $k_{t, p}^{c}$. A node with label $y$ in layer $i$ is supposed to encode that $y_{p}$ jobs of size $p$ can be covered by $i$ configurations from $\mathcal{C}_{\mathfrak{t}}^{c}(\lfloor\breve{T}\rfloor)$. In layer 0 , there is only one node with label $(0, \ldots, 0)$, and for each possible $y$, there is a node $v$ with this label present in layer $i>0$ if there is a predecessor node $u$ with label $y^{\prime}$ in layer $i-1$ and a configuration $C \in \mathcal{C}_{t}(\lfloor\breve{T}\rfloor)$ such that $y=y^{\prime}+C$. In this case, the nodes $v$ and $u$ are connected with an edge labeled with $C$. Now, a path from the node with label $(0, \ldots, 0)$ in layer 0 to the node with label $\left(k_{t, p}^{c}\right)_{p \in B ̆}$ corresponds to a proper selection of configurations. We denote the set of configurations the program computes with $\tilde{\mathcal{C}}_{t}$ and the multiplicities with $\tilde{z}_{C}$ for $C \in \tilde{\mathcal{C}}_{t}$. It is easy to see that the running time of such a program can be bounded by $\mathcal{O}\left(m_{t}^{c}\left(\prod_{p \in \breve{B}_{t}}\left(k_{t, p}^{c}+1\right)\right)^{2}\right)$. Using $m_{t}^{c} \in \mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)$ and $k_{t, p}^{c} \in \mathcal{O}\left(1 / \varepsilon^{3} \log ^{2} 1 / \varepsilon\right)$, this yields
a running time of $K 2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}$ when considering all the machine types.

Having determined configurations equivalent to the complex ones, we may just guess the simple configurations. For each machine type, there are at most $2^{\mathcal{O}\left(\log ^{2} 1 / \varepsilon\right)}$ simple configurations and the number of configurations we need is bounded by $\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)$. Therefore, the number of needed guesses is bounded by $2^{\mathcal{O}\left(k / \varepsilon \log ^{4} 1 / \varepsilon\right) \text {. Now we can }}$ solve a modified version of $\operatorname{MILP}(\breve{\mathrm{T}})$ in which $z_{C}$ is fixed to $\tilde{z}_{C}$ for $C \in$ $\tilde{\mathcal{C}}_{\mathrm{t}}$ and only variables $z_{C^{\prime}}$ corresponding to the guessed simple configurations are used. The running time for the algorithm by Lenstra and
 get an overall running time of $2^{\mathcal{O}}\left(\mathrm{K} \log \mathrm{K} 1 / \varepsilon \log ^{4} 1 / \varepsilon\right)$ poly $(|\mathrm{II}|)$. Considering the two cases $2^{\mathcal{O}\left(\mathrm{K} \log \mathrm{K} 1 / \varepsilon \log ^{4} 1 / \varepsilon\right)}<$ poly $(|\mathrm{I}|)$ and $2^{\mathcal{O}\left(\mathrm{K} \log K 1 / \varepsilon \log ^{4} 1 / \varepsilon\right)} \geqslant$ poly $(|I|)$ yields the claimed running time of:

$$
2^{\mathcal{O}\left(\mathrm{K} \log (\mathrm{~K})^{1 / \varepsilon} \log ^{4} 1 / \varepsilon\right)}+\operatorname{poly}(|\mathrm{I}|)
$$

Hence, the proof of the part of Theorem 3.1 concerning unrelated scheduling is complete. We conclude this section with a summary of the complete algorithm.
ALGORITHM 3.16.

1. Simplify the input via scaling, geometric rounding and a second rounding step for the big jobs with an error of $2 \varepsilon \mathrm{~T}$. We now have $T=1 / \varepsilon^{3}$.
2. Guess the number of machines $\mathfrak{m}_{\mathfrak{t}}^{c}$ with a complex configuration for each machine type $t$ along with the number $k_{t, p}^{c}$ of jobs with processing time $p$ covered by complex configurations for each big processing time $p \in \breve{B}_{t}$.
3. For each machine type $t$, determine via dynamic programming configurations that are equivalent to the complex configurations.
4. Guess the simple configurations used in a thin solution.
5. Build the simplified mixed integer linear program MILP( $(\breve{\mathbf{T}})$ in which the variables for configurations from step 3 are fixed and only integral variables for configurations guessed in step 4 are used. Solve it with the algorithm by Lenstra and Kannan.
6. If there is no solution for each of the guesses, report that there is no solution with makespan T .
7. Generate an integral solution for $\operatorname{MILP}\left(\breve{T}+\varepsilon T+\varepsilon^{2} T\right)$ via a flow network utilizing flow integrality.
8. With an additional error of $\varepsilon^{2} T$ due to the small jobs, the integral solution is turned into a schedule.

### 3.4 THE SANTA CLAUS PROBLEM

Adapting the result for unrelated scheduling, we achieve an EPTAS for the Santa Claus problem. It is based on the basic EPTAS together with the second running time improvement. In the following, we show the needed adjustments.
preliminaries. W.l.o.g. we present a $(1-\varepsilon)^{-1}$-approximation instead of a $(1+\varepsilon)$-approximation. Moreover, we assume $\varepsilon<1$ and that $m \leqslant n$ because otherwise the problem is trivial.
The dual approximation method can be applied in this case as well. However, since we have no approximation algorithm with a constant rate, the binary search is slightly more expensive. Still, we can use for example the algorithm by Bezáková and Dani [15] to find a bound $B$ for the optimal makespan with $B \leqslant$ opt $\leqslant(n-m+1) B$. In $\mathcal{O}(\log ((n-m) / \varepsilon))$ many steps we can find a guess for the optimal minimum machine load $\mathrm{T}^{*}$ such that $\mathrm{T}^{*} \leqslant \mathrm{opt}<\mathrm{T}^{*}+\varepsilon \mathrm{B}$ and therefore $\mathrm{T}^{*}>(1-\varepsilon)$ opt. It suffices to find a procedure that given an instance and a guess $T$ outputs a solution with objective value at least $(1-\alpha \varepsilon) T$ for some constant $\alpha$.
Concerning the simplification of the input, we first scale the running times and the makespan such that $T=1 / \varepsilon^{3}$. Then we set the processing times that are bigger than $T$ equal to $T$. Next, we round the processing times down via geometric rounding: We set $\bar{p}_{t, j}=(1-\varepsilon)^{x} \varepsilon^{2} T$ with $x=\left\lceil\log _{1-\varepsilon} p_{t j} /\left(\varepsilon^{2} T\right)\right\rceil$. The number of big jobs for any machine type is again bounded by $1 / \varepsilon \log \left(1 / \varepsilon^{2}\right) \in \mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)$. For the big jobs, we apply the second rounding step setting $\breve{p}_{t, j}=\left\lfloor\bar{p}_{t, j}\right\rfloor$ and denote the resulting big processing times with $\breve{B}_{\mathrm{t}}$, the corresponding instance by $\breve{\mathrm{I}}$, and the occurring small processing times by $S_{\mathrm{t}}$. The analogue of Lemma 3.15 holds, i.e. at the cost of $2 \varepsilon \mathrm{~T}$ we may search for a solution for the rounded instance $\breve{I}$. We set $\breve{T}=(1-2 \varepsilon) T$.
milp. In the Santa Claus problem, it makes sense to use configurations of size bigger than $\breve{\mathrm{T}}$. On the other hand, it also makes sense to consider smaller configurations, due to the small jobs. Let $\check{T}=\lfloor\breve{\mathrm{T}}\rfloor$ and $\hat{T}=\check{\mathrm{T}}+\max \left\{\breve{p}_{\mathrm{t}, \mathrm{j}} \mid \mathrm{t} \in[\mathrm{K}], \mathrm{j} \in \breve{\mathrm{B}}_{\mathrm{t}}\right\}$. We will show that it suffices to consider configurations with size at most $\hat{\mathrm{T}}$, and, for each machine type $t$, we denote the corresponding set of configurations by $\mathcal{C}_{t}(\hat{\mathrm{~T}})$. Again we can bound $\mathcal{C}_{t}(\hat{\mathrm{~T}})$ by $2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}$. The MILP has integral variables $z_{\mathrm{C}, \mathrm{t}}$ for each such configuration and fractional ones like before. Constraints (3.1), (3.2), and (3.3) can be adapted directly, but Constraint (3.4) has to be changed more. For this we partition $\mathcal{C}_{\mathfrak{t}}(\hat{\mathrm{T}})$ into the set $\mathcal{C}_{t}(\check{T}, \hat{T})$ of big configurations with size at least $\check{T}$ and the set $\mathcal{C}_{t}(\check{T}-1)$ of small configurations with size at most ${ }^{\check{ }}-1$. The big configurations correspond to machines that are already properly covered, while the machines corresponding to small configurations
need additional load due to small jobs. The MILP has the following constraints:

$$
\begin{aligned}
& \sum_{\mathrm{C} \in \mathcal{C}_{\mathrm{t}}(\hat{\mathrm{~T}})} z_{\mathrm{C}, \mathrm{t}}=\mathrm{m}_{\mathrm{t}} \quad \forall \mathrm{t} \in[\mathrm{~K}] \\
& \sum_{t \in[K]} x_{j, t}=1 \quad \forall j \in \mathcal{J} \quad \text { (3.10) } \\
& \sum_{j \in J_{t}(p)} x_{j, t} \geqslant \sum_{C \in \mathcal{C}_{t}(\hat{Y})} C_{p} z_{C, t} \quad \forall t \in[K], p \in \breve{B}_{t} \quad \text { (3.11) } \\
& \sum_{C \in \mathcal{C}_{t}(\mathscr{T}-1)} \Lambda(C) z_{C, t}+\sum_{p \in S_{t}} p \sum_{j \in J_{t}(p)} x_{j, t} \geqslant\left(m_{t}-\sum_{C \in \mathcal{C}_{t}(\mathscr{T}, \hat{T})} z_{C, t}\right) \breve{T} \quad \forall t \in[K] \quad \text { (3.12) }
\end{aligned}
$$

We denote the resulting MILP by $\operatorname{MILP}(\breve{\mathrm{T}}, \hat{\mathrm{T}})$ and get the analogue of Lemma 3.6:
lemma 3.17. If there is schedule with minimum machine load $\breve{\mathrm{T}}$, then there is a feasible (integral) solution of $\operatorname{MILP}(\breve{\mathrm{T}}, \hat{\mathrm{T}})$; and if there is a feasible integral solution for $\operatorname{MILP}(\breve{\mathrm{T}}, \hat{\mathrm{T}})$, then there is a schedule with minimum machine load at least $\breve{\mathrm{T}}-\varepsilon^{2} \mathrm{~T}$.

Proof. Let $\sigma$ be a schedule with minimum machine load $\breve{\mathrm{T}}$. We first consider only the machines for which the received load due to big jobs is at most $\hat{\mathrm{T}}$. These machines obey exactly one configuration from $\mathcal{C}_{\mathfrak{t}}(\hat{\mathrm{T}})$, and we set the corresponding integral variables like before. The rest of the integral variables we initially set to 0 . Now, consider a machine of type $t$ that receives more than $\hat{T}$ load due to big jobs. We can successively remove a biggest job from the set of big jobs assigned to the machine until we reach a subset with summed up processing time at most $\hat{\top}$ and bigger than $\check{\mathrm{T}}$. This set corresponds to a big configuration $\mathrm{C}^{\prime}$ and we increment the variable $z_{\mathrm{C}^{\prime}, \mathrm{t}}$. The fractional variables are set like in the unrelated scheduling case and it is easy to verify that all constraints are satisfied.
Now, let $\left(z_{C, t}, x_{j, t}\right)$ be an integral solution of $\operatorname{MILP}(\breve{T}, \hat{T})$. Again we can assign the jobs to distinct machine types based on the $x_{j, t}$ variables and the configurations to machines based on the $z_{\mathrm{C}, \mathrm{t}}$ variables such that each machine receives at most one configuration. Based on these configurations, we can create slots for the big jobs, and, for each type t , we can successively assign big jobs until all slots are filled (utilizing Constraint (3.11)). Now we can, for each type, iterate through the machines that received small configurations and greedily assign small jobs. When the load Ť would be exceeded due to some job, we stop assigning to the current machine (not adding the current job) and continue with the next machine. Because of (3.12), we can cover all of the machines by this. Since the small jobs have size at most $\varepsilon^{2} T$, we get a schedule with makespan at least $\breve{T}-\varepsilon^{2} T$. There may be some remaining jobs that can be assigned arbitrarily.
solving the milp. To solve the MILP, we again adapt the techniques by Jansen et al. [73] which is slightly more complicated for the modified MILP. Unlike in the previous section, in order to get a thin solution that still fulfills Constraint (3.12), we have to consider big and small configurations separately for each machine type. Note that if the solution of the MILP is changed, Constraint (3.12) remains satisfied if the summed up size of the small and the summed up number of the big configurations is not changed. Given a solution $\left(\tilde{z}_{C, t}, \tilde{x}_{j, t}\right)$ for the MILP and a machine type $t$, we set:

$$
\begin{array}{rlrl}
\check{m}_{\mathrm{t}} & =\sum_{\mathrm{c} \in \mathcal{e}_{\mathrm{t}}(\tilde{\mathrm{~T}}-1)} \tilde{z}_{\mathrm{C}, \mathrm{t}} & \hat{m}_{\mathrm{t}} & =\sum_{\mathrm{c} \in \mathcal{e}_{\mathrm{t}}(\tilde{\mathrm{~T}}, \hat{\mathrm{~T}})} \tilde{z}_{\mathrm{C}, \mathrm{t}} \\
\check{\mathrm{k}}_{\mathrm{t}, \mathrm{p}} & =\sum_{\mathrm{c} \in \mathcal{C}_{\mathrm{t}}(\tilde{\mathrm{~T}}-1)} C_{\mathrm{p}} \tilde{z}_{\mathrm{C}, \mathrm{t}} & \hat{\mathrm{k}}_{\mathrm{t}, \mathrm{p}}=\sum_{\mathrm{c} \in \mathcal{C}_{\mathrm{t}}(\tilde{\mathrm{~T}}, \hat{\mathrm{~T}})} \mathrm{C}_{\mathrm{p}} \tilde{z}_{\mathrm{C}, \mathrm{t}} \quad \forall \mathrm{p} \in \breve{\mathrm{~B}}_{\mathrm{t}}
\end{array}
$$

We get two configuration ILPs: The first is given by $\check{m}_{t}, \breve{B}_{t}, \check{k}_{t}$ and $\mathcal{C}_{t}(\bar{T}-1)$; and the second is given by $\hat{m}_{t}, \breve{B}_{t}, \hat{\mathrm{k}}_{t}$ and $\mathcal{C}_{t}(\check{T}, \hat{\mathrm{~T}})$. We can apply Theorem 3.12 to these ILPs as we have done before changing neither the summed up size of the small configurations nor the summed up number of the big configurations. Note that, at this point, the slight generalization of Theorem 3.12 is utilized in order to deal with the second ILP. We denote the subsets of simple and complex configurations contained in $\mathcal{C}_{t}(\check{T}-1)$ as $\mathcal{C}_{t}^{s}(\check{T}-1)$ and $\mathcal{C}_{t}^{c}(\check{T}-1)$; and use the analogue notation for $\mathcal{C}_{t}(\check{\mathrm{~T}}, \hat{\mathrm{~T}})$. We have:
corollary 3.18. If MILP( $(\underset{\mathrm{T}}{\mathrm{T}}, \hat{\mathrm{T}})$ has a solution, then there is also a solution $\left(z_{\mathrm{C}, \mathrm{t}}, \chi_{\mathrm{j}, \mathrm{t}}\right)$ such that for each machine type t :

1. $\sum_{\mathrm{C} \in \mathcal{C}_{\mathrm{t}}^{\mathrm{c}}(\check{\mathrm{T}}-1)} z_{\mathrm{C}, \mathrm{t}} \leqslant 2\left(\left|\breve{\mathrm{~B}}_{\mathrm{t}}\right|+1\right) \log \left(4\left(\left|\breve{\mathrm{~B}}_{\mathrm{t}}\right|+1\right)(\check{\mathrm{T}}-1)\right)$
2. $\sum_{C \in \mathbb{C}_{t}^{c}(\hat{\mathrm{~T}}, \hat{\mathrm{~T}})} z_{\mathrm{C}, \mathrm{t}} \leqslant 2\left(\left|\breve{\mathrm{~B}}_{\mathrm{t}}\right|+1\right) \log \left(4\left(\left|\breve{\mathrm{~B}}_{\mathrm{t}}\right|+1\right) \hat{\mathrm{T}}\right)$
3. $z_{\mathrm{C}, \mathrm{t}} \leqslant 1$ for each $\mathrm{C} \in \mathcal{C}_{\mathrm{t}}^{\mathrm{c}}(\check{\mathrm{T}}-1) \cup \mathcal{C}_{\mathfrak{t}}^{\mathrm{c}}(\overline{\mathrm{T}}, \hat{\mathrm{T}})$
4. $\left|\operatorname{supp}\left(z_{t}\right)\right| \leqslant 4\left(\left|\breve{B}_{t}\right|+1\right)\left(\log \left(4\left(\left|\breve{B}_{t}\right|+1\right)(\check{\mathrm{T}}-1)\right)+\log \left(4\left(\left|\breve{\mathrm{~B}}_{t}\right|+1\right) \hat{\mathrm{T}}\right)\right)$.

Like before, the terms above can be bounded by $\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)$. Utilizing this corollary, we can again solve the MILP rather efficiently. For this we have to guess the numbers $\check{m}_{\mathfrak{t}}^{c}$ and $\hat{m}_{\mathfrak{t}}^{c}$ of machines that are covered by small and big complex configurations, respectively. In addition, we guess the numbers of big jobs corresponding to the complex configurations. With this, we can determine suitable configurations via dynamic programming using the same approach as we did before. In the MILP, we fix the big configurations we have determined and guess the non-zero variables corresponding to the simple configurations. Although this procedure is a little bit more complicated than in the unrelated machine case, the bound for the running time remains the same.
rounding. To get an integral solution of the MILP, we build a similar flow network. However, in this case $\eta_{t, p}$ is set to be the rounded down (fractional) number of jobs with processing time $p$ that are assigned to machine type $t$, i.e., $\eta_{t, p}=\left\lfloor\sum_{j \in J_{t}(p)} x_{j, t}\right\rfloor$. We get $\eta_{t, p} \geqslant$ $\sum_{C \in \mathcal{C}_{t}(\hat{\jmath})} C_{\ell} z_{C, t}$ for big processing times $p$. The flow network looks basically the same with one important difference: The $\left(u_{t, p}, \omega\right)$ have a lower bound of $\eta_{t, p}$ and an capacity of $\infty$. We may introduce lower bounds of 0 for all the other edges. The analogue of Lemma 3.8 holds, that is, the flow network has a (feasible) maximum flow with value $n$. Given such a flow, we can build a new solution for the MILP changing the $x_{j, t}$ variables based on the flow decreasing the load due to small jobs by at most $\varepsilon T+\varepsilon^{2} T$.

Flow networks with lower bounds can be solved with a two-phase approach that first finds a feasible flow and then augments the flow until a max flow is reached. The first problem can be reduced to a max flow problem without lower bounds in a flow network that is rather similar to the original one with at most two additional nodes and $\mathcal{O}(|\mathrm{V}|)$ additional edges. Flow integrality still can be used. For details we refer to [1]. The running time again can be bounded by $\mathcal{O}\left(\mathrm{Kn}^{2}\right)$. Hence, the overall running time of the algorithm is $2^{\mathcal{O}\left(\mathrm{K} \log (\mathrm{K})^{1 / \varepsilon} \log ^{4} 1 / \varepsilon\right)}+$ poly $(|\mathrm{I}|)$ which concludes the proof of Theorem 3.1.

### 3.5 UNIFORM MACHINE TYPES

We consider the problem of unrelated scheduling with a constant number K of uniform machine types. In this version of the problem, the input is as follows: Each job has a size $p_{\mathrm{tj}}$ for each uniform machine type $t$, and each machine $i$ has a speed value $s_{i}$ and a type $t_{i}$. The processing time of job $j$ on machine $i$ is given by $p_{i j}=p_{t_{i} j} / s_{i}$.

We present an EPTAS and it has the same basic structure as the ones presented so far. However, both the MILP and its rounding are considerably more complicated. We employ ideas developed for the EPTAS for scheduling on uniform machines by Jansen [72] and carefully combine them with the techniques presented in the previous sections. Note that, in this section, we have taken less effort to get a small running time in order to keep the presentation of the result less technical.

We set $\mathcal{M}_{\mathrm{t}}=\left\{\mathfrak{i} \in \mathcal{M} \mid \mathrm{t}_{\mathrm{i}}=\mathrm{t}\right\}$ for each $\mathrm{t} \in[\mathrm{K}]$ and $s_{\text {max }}^{(\mathrm{t})}=\max \left\{\mathrm{s}_{\mathrm{i}} \mid \mathfrak{i} \in\right.$ $\left.\mathcal{M}_{t}\right\}$. For the sake of simplicity, we refer to uniform machine types as machine types or just types.
preliminaries. Again, we may assume that a target makespan T for instance I is given, and we employ geometric rounding to both the job sizes and machine speeds. More precisely, if a job $j$ has a size bigger than $\mathrm{Ts}_{\max }^{(\mathrm{t})}$ for a machine type $\mathrm{t} \in[\mathrm{K}]$, we set $\overline{\mathrm{p}}_{\mathrm{t} j}=\infty$.

For each job $j$ with $p_{t j}<\infty$, we set $\bar{p}_{t j}=(1+\varepsilon)^{\chi} \varepsilon^{2} T_{s} s_{\text {max }}^{(t)}$ with $x=\left\lceil\log _{1+\varepsilon}\left(p_{\mathrm{tj}} /\left(\varepsilon^{2} T s_{\max }^{(\mathrm{t})}\right)\right)\right\rceil$. Moreover, we set $\bar{s}_{i}=s_{\max }^{(\mathrm{t})} /(1+\varepsilon)^{y}$ with $y=\left\lceil\log _{1+\varepsilon}\left(s_{\text {max }}^{(\mathrm{t})} / s_{i}\right)\right\rceil$ and call the rounded instance $\overline{\mathrm{I}}$. lemma 3.19. If there is a schedule with makespan at most T for I , then the same schedule has makespan at most $(1+\varepsilon)^{2} \mathrm{~T}$ for instance $\overline{\mathrm{I}}$; and any schedule for instance Ī can be turned into a schedule for I without increase in the makespan.
Therefore, it suffices to search for a schedule for instance $\bar{I}$ with makespan $\bar{T}:=(1+\varepsilon)^{2} \mathrm{~T}$. For the sake of simplicity, we do not use the $(\cdot)$-notation in the following, i.e., we assume that the instance is already rounded and the makespan properly increased.
We fix some notation: A job size $p$ is called huge for a speed $s$ if $p>T s$, big if $p \leqslant T s$ and $p>\varepsilon^{2} T s$, and small otherwise. We will not consider assigning a job $j$ on a machine $i$ of type $t$ if $p_{t j}$ is huge for $v_{i}$. For each machine type $t$, we denote the set of occurring speeds $\left\{s_{i} \mid i \in \mathcal{M}_{t}\right\}$ by $V_{t}$, the set of machines of type $t$ and speed $s$ by $\mathcal{M}_{t, s}$, and set $m_{t, s}=\left|\mathcal{M}_{t, s}\right|$. For each machine type $t$ and speed $s$, let $S_{t, s}$ and $\mathrm{B}_{\mathrm{t}, \mathrm{s}}$ be the sets of occurring small and big job sizes. Furthermore, let $P_{t}$ be the set of all occurring job sizes for type $t$. Like before, we have $\left|B_{t, s}\right| \in \mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)$. For any processing time $p$, we denote the set of jobs $\mathfrak{j}$ with $p_{t j}=p$ by $J_{t}(p)$.

SEPARATION OF MACHINES. We will consider configurations for each machine type $t$ and speed value $s \in V_{t}$. However, the number of distinct speed values could be dependent in $m$ and we cannot afford to introduce integral variables in the MILP for each of them. Instead, we will introduce integral variables only for the fastest speeds of each type and round the fractional variables. For the rounding approach, we will need a constant number of machines that receive some load from the slow speeds, and, furthermore, the speeds of these machines have to be faster than the slow speeds by some constant factor. This leads to a separation of the machines into three groups $G_{t, i}$ for $i \in[3]$ for each machine type $t$. This is done in a way such that for $j>i$ the machines in group $G_{t, i}$ are faster than the ones in group $G_{t, j}$. For $\mathfrak{i} \in[3]$ and opt $\in\{\min , \max \}$, we set $s_{i, \text { opt }}^{(t)}:=\operatorname{opt}\left\{s_{i} \mid i \in G_{t, i}\right\}$. The partition is defined by two parameters. The first parameter

$$
\mathrm{k}:=\max \left\{\left|\mathrm{B}_{\mathrm{t}, \mathrm{~s}}\right|+1 \mid \forall \mathrm{t} \in[\mathrm{~K}], s \in \mathrm{~V}_{\mathrm{t}}\right\} \in \mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)
$$

controls the number of machines in the first group and the second $\gamma:=1 / \varepsilon^{2}$ the speed-gap between the first and the third group. More precisely:

- $G_{t, 1}$ contains the k fastest machines of type $t$.
- $G_{t, 2}$ contains all machines of type $t$ that are not contained in $\mathrm{G}_{\mathrm{t}, 1}$ and whose speed is bigger than $\gamma \mathrm{s}_{1, \text { min }}^{(\mathrm{t})}$.
- $G_{t, 3}$ contains the rest of the machines of type $t$.

Note that $G_{t, 2}$ and $G_{t, 3}$ might be empty. We denote the occurring speeds in group $G_{t, i}$ by $V_{t, i}$ and call the speeds from $V_{t, 1} \cup V_{t, 2}$ fast and the rest slow. With these definitions, we have $\left(V_{t, 1} \cup V_{t, 2}\right) \cap V_{t, 3}=$ $\emptyset$ and $\left|V_{t, 1}\right|,\left|V_{t, 2}\right| \in \mathcal{O}(1 / \varepsilon \log (1 / \varepsilon))$, i.e., the fast and slow speed values are distinct and we have only a constant number of fast speed values. A similar separation step is also used by Jansen [72]. In that work, the fastest group is handled differently to get a slightly improved running time, and we remark that the same approach is applicable for the present result as well.
milp. For each machine type $t$ and speed $s \in V_{t}$, we consider the set $\mathcal{C}_{t}(s T)$ of configurations $C$ for the big processing times $B_{t, s}$ and with $\Lambda(C) \leqslant s T$. Note that $\left|\mathcal{C}_{\mathrm{t}}(s T)\right| \in 2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}$ and therefore $\left|\bigcup_{s \in V_{t, 1} \cup V_{t, 2}} \mathcal{C}_{t}(s T)\right| \in 2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}$.

The MILP formulation in this scenario follows the same basic ideas but is more complicated than before. We assign jobs fractionally to machines types and count the number of jobs of each job size that are assigned to each machine type. If the job size is big on some fast machine of the machine type, we require an integral number of jobs. The main difference to the prior approaches is that we have to deal with different speeds for each machine type, and jobs may be handled either as big or small jobs. To deal with the former, we choose configurations-integrally for fast machine speeds and fractionally otherwise. Lastly, we fractionally assign job sizes to machine speeds for which they are small. More precisely, we introduce the following variables:

- Configuration variables $z_{\mathrm{C}}^{(\mathrm{t}, \mathrm{s})}$ for each machine type $\mathrm{t} \in[\mathrm{K}]$, occurring speed $s \in V_{t}$, and configuration $C \in \mathcal{C}_{t}(s T)$. If $s$ is fast, we require $z_{C}^{(t, s)} \in \mathbb{Z}_{\geqslant 0}$ and otherwise $z_{C}^{(t, s)} \geqslant 0$.
- Job assignment variables $x_{j, t} \geqslant 0$ for each machine type $t \in[K]$ and job $\mathrm{j} \in \mathcal{J}$.
- Job size assignment variables $y_{p, s}^{(t)} \geqslant 0$ for each machine type $t \in[K]$, speed $s \in V_{t}$, and job size $p \in S_{t, s}$.
- Counting variables $\mathfrak{u}_{\mathfrak{p}}^{(\mathrm{t})}$ for each machine type $\mathrm{t} \in[\mathrm{K}]$ and job size $p \in P_{t}$. If there is a fast speed $s \in V_{t, 1} \cup V_{t, 2}$ such that $p \in B_{t, s}$, we require $u_{p}^{(t)} \in \mathbb{Z}_{\geqslant 0}$ and otherwise $u_{p}^{(t)} \geqslant 0$.
We require $x_{j, t}=0$ if $p_{t j}=\infty$, and $y_{p_{p, s}}^{(t)}=0$ if $p$ is big or huge for $s$. Besides this, the MILP is is given by the following constraints:

$$
\begin{equation*}
\sum_{\mathrm{C} \in \mathcal{C}_{\mathfrak{t}}(s \mathrm{~T})} z_{\mathrm{C}}^{(\mathrm{t}, \mathrm{~s})}=\mathfrak{m}_{\mathrm{t}, \mathrm{~s}} \quad \forall \mathrm{t} \in[\mathrm{~K}], s \in \mathrm{~V}_{\mathrm{t}} \tag{3.13}
\end{equation*}
$$

$$
\begin{align*}
& \sum_{t \in[K]} x_{j, t}=1 \quad \forall j \in \mathcal{J} \quad \text { (3.14) } \\
& \sum_{j \in J_{t}(p)} x_{j, t} \leqslant u_{p}^{(t)} \quad \forall t \in[K], p \in P_{t}  \tag{3.15}\\
& \sum_{s: p \in B_{t, s}} \sum_{C \in \mathcal{C}_{\mathrm{t}}(\mathrm{~s} T)} C_{p} z_{C}^{(\mathrm{t}, \mathrm{~s})}+\sum_{\mathrm{s}: \mathrm{p} \in \mathrm{~S}_{\mathrm{t}, \mathrm{~s}}} \mathrm{y}_{\mathrm{p}, \mathrm{~s}}^{(\mathrm{t})} \geqslant \mathrm{u}_{\mathrm{p}}^{(\mathrm{t})} \quad \forall \mathrm{t} \in[\mathrm{~K}], \mathrm{p} \in \mathrm{P}_{\mathrm{t}}  \tag{3.16}\\
& \sum_{C \in \mathcal{C}_{\mathrm{t}}(\mathrm{~s} T)} \Lambda(\mathrm{C}) z_{\mathrm{C}}^{(\mathrm{t}, \mathrm{~s})}+\sum_{\mathrm{p} \in \mathrm{~S}_{\mathrm{t}, \mathrm{~s}}} \mathrm{p} y_{p, s}^{(\mathrm{t})} \leqslant m_{\mathrm{t}, \mathrm{~s}} \mathrm{~s} T \quad \forall \mathrm{t} \in[\mathrm{~K}], \mathrm{s} \in \mathrm{~V}_{\mathrm{t}} \tag{3.17}
\end{align*}
$$

The Constraints (3.13) and (3.14) are very similar to constraints for the other MILPs that we consider. For each machine type it is ensured with the Constraints (3.15) and (3.16) that the summed up number of jobs of each size is covered by the the chosen configurations and the small job assignments. Furthermore, (3.17) guarantees that the overall processing time of the configurations and small jobs assigned to a machine speed for each type does not exceed the available area.
LEMMA 3.20. If there is schedule with makespan T , then there is a feasible (integral) solution of MILP(T); and if there is a feasible integral solution for $\operatorname{MILP}(\mathrm{T})$, then there is a schedule with makespan at most $\left(1+\varepsilon^{2}\right) \mathrm{T}$.

Proof. Given a schedule $\sigma$ with makespan $T$, each machine of type $t$ with speed $s$ obeys exactly one configuration from $\mathcal{C}_{t}(s T)$, and we can set the variables $z_{C, t}$ accordingly. Furthermore, we set $\chi_{j, t} t_{(j)}=1$, $x_{j^{*}, t}=0$ for $t \neq t_{\sigma(j)}, u_{p}^{(t)}:=\left|\left\{j \mid t_{\sigma(j)}=t, p_{t, j}=p\right\}\right|$, and $y_{p, s}^{(t)}:=$ $\left|\left\{j \mid t_{\sigma(j)}=t, s_{\sigma(\mathfrak{j})}=s, p_{t, j}=p\right\}\right|$. It is easy to check that all conditions are fulfilled.

Like we did in the proof of Lemma 3.6, given an integral solution $(z, x, y, u)$, we can assign the jobs to machine types and configurations to machines. Moreover, based one the $y_{p, s}^{(t)}$ variables we can assign jobs of size $p$ that are assigned to type $t$ to machines of speed $s$ on which they are small. Because of (3.15) and (3.16), this can be done such that the remaining jobs of size $p$ can be scheduled into slots provided by configurations. At this point, each unscheduled job is assigned to a type and a speed. Utilizing (3.17), these jobs can be scheduled greedily with an additive error of $\varepsilon^{2} T$.

Lemma 3.21. The MILP has $\mathcal{O}(\mathrm{K}(\mathrm{n}+\mathrm{m}))$ many constraints, $\mathcal{O}(\mathrm{Knm})+$ $\mathrm{m} 2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}$ many variables and $\mathrm{K} 2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}$ integral variables. It can be solved in time:

$$
2^{\mathcal{O}\left(K \log (K) 1 / \varepsilon^{3} \log ^{5} 1 / \varepsilon\right)} \text { poly }(|I|)
$$

Proof. The bounds for the number of constraints and variables are easy to verify using the above considerations as well as $\left|V_{t}\right| \leqslant m$ and $\left|P_{t}\right| \leqslant n$. The running time can be achieved with the first approach presented in Section 3.3: Using Theorem 3.9, we can argue that $\mathcal{O}\left(1 / \varepsilon \log ^{2}(1 / \varepsilon)\right)$ many integral variables for each machine type
$t$ and speed s suffice. Therefore, the number of needed guesses is $2^{\mathcal{O}\left(K / \varepsilon^{3} \log ^{5} 1 / \varepsilon\right)}$. Running the algorithm of Lenstra and Kannan (see Theorem 3.7) with $\mathcal{O}\left(\mathrm{K} / \varepsilon^{2} \log ^{3}(1 / \varepsilon)\right)$ many integral variables takes $2^{\mathcal{O}\left(K \log (K) 1 / \varepsilon^{2} \log ^{4} 1 / \varepsilon\right)}$ poly $(|I|)$ time. Together we get the stated running time.

ROUNDING. We present rounding approaches for all fractional variables and start with the configuration variables. Again, many of the rounding steps can be found in a similar form in the EPTAS result by Jansen [72].

CONFIGURATION VARIABLES. We fix a type $t$, a slow speed $s \in V_{t}$ and set $k_{p}:=\sum c \in \mathcal{C}_{t}(s T) C_{p} z_{C}^{(t, s)}$ for each $p \in B_{t, s}$. We have:

$$
\begin{align*}
\sum_{\mathrm{C} \in \mathcal{C}_{\mathrm{t}}(\mathrm{~s} T)} z_{\mathrm{C}}^{(\mathrm{t}, \mathrm{~s})} & =m_{\mathrm{t}, \mathrm{~s}}  \tag{3.18}\\
\sum_{\mathrm{C} \in \mathcal{C}_{\mathrm{t}}(\mathrm{sT})} \mathrm{C}_{\mathrm{p}} z_{\mathrm{C}}^{(\mathrm{t}, \mathrm{~s})} & =k_{p} \tag{3.19}
\end{align*}
$$

It is easy to check that, if we replace the solution of this LP with any other solution and change the MILP solution accordingly, the resulting MILP solution will still be feasible. We transform the solution into a basic feasible solution. This can be done in polynomial time with respect to $1 / \varepsilon$ and $|I|$. The LP has $\left|B_{t, s}\right|+1$ many constraints and therefore the solution has at most $\left|\mathrm{B}_{\mathrm{t}, \mathrm{s}}\right|+1$ many variables greater than 0 . Now, the idea is to round down the fractional values and to assign the respective job sizes that lost covering by the configurations to the fastest group $G_{t, 1}$. More precisely, we choose some injective mapping $\xi$ between the configurations $C$ with fractional variables $z_{C}^{(t, s)}$ and the machines from $G_{t, 1}$. This can be done due to the choice of the parameter $k$ that regulates the number of machines in $G_{t, 1}$. Now, we round down $z_{C}^{(t, s)}$ to the next integral value and increase $y_{p, s_{\xi(C)}}^{(t)}$ by $\left(\left\lceil z_{C}^{(t, s)}\right\rceil-z_{C}^{(t, s)}\right) C_{p} \leqslant C_{p}$ for each $p \in B_{t, s}$. We perform these steps for all types $t$ and slow speeds $s \in V_{t}$. Note that any particular variable $y_{p, s}^{(t)}$ might be increased several times for each speed value for which $p$ is big. Let $\tilde{y}_{p, s}^{(t)}$ denote the resulting increased $y_{p, s}^{(t)}$ variables and $\bar{z}_{C}^{(t, s)}$ the resulting configuration variables. For $(\bar{z}, x, \tilde{y}, u)$ the Constraints (3.13)-(3.15) obviously still hold, and it is easy to see that this is also the case for (3.16), while (3.17) might be violated for speeds associated with the fastest machine groups. We show that a modified version of (3.17) still holds.

Consider a machine $i \in G_{t, 1}$. For each slow speed value $s \in V_{t, 3}$, there may be one configuration $C$ that is mapped to $i$. The summed up job sizes that are reassigned to $s_{i}$ because of this are bounded by $s T$. Summing up over all speed values $s \in V_{t, 3}$ and utilizing the
convergence of the geometric series, the rounding of the speed values, and the fact that $s_{3, \text { max }}^{(\mathrm{t})} \leqslant \gamma \mathrm{s}_{1, \text { max }}^{(\mathrm{t})}=1 / \varepsilon^{2} s_{1, \text { max }}^{(\mathrm{t})}$, we get:

$$
\begin{aligned}
\sum_{s \in V_{t, 3}} s T & =T s_{3, \max }^{(\mathrm{t})} \sum_{s \in V_{t, 3}} \frac{s}{s_{3, \max }^{(\mathrm{t})}} \\
& <T s_{3, \max }^{(\mathrm{t})} \sum_{i=0}^{\infty} \frac{1}{(1+\varepsilon)^{\mathrm{i}}} \leqslant T s_{1, \min }^{(\mathrm{t})}\left(\varepsilon+\varepsilon^{2}\right) \leqslant \mathrm{T}_{\mathrm{i}}\left(\varepsilon+\varepsilon^{2}\right)
\end{aligned}
$$

Hence, (3.17) holds if we increase the makespan on the right hand side by $\left(\varepsilon+\varepsilon^{2}\right)$ T.
counting variables. The rounding step for the counting variables $u$ is the easiest: We round them up and assign the extra job sizes to the fastest machine speed in the group, that is, for each $t \in[K]$ and $p \in P_{t}$, we set $\bar{u}_{p}^{(t)}=\left\lceil\mathfrak{u}_{p}^{(t)}\right\rceil$ and increase $\tilde{y}_{p, s^{*}}^{(t)}$ by $\bar{u}_{p}^{(t)}-u_{p}^{(t)} \leqslant 1$ where $s^{*}=s_{\text {max }}^{(\mathrm{t})}$. We denote the changed $\tilde{\mathrm{y}}_{\mathfrak{p}, s^{*}}^{(\mathrm{t})}$ by $\breve{\mathrm{y}}_{\mathfrak{p}, \mathrm{s}^{*}}^{(\mathrm{t})}$. Again, it is easy to see that for ( $\bar{z}, x, \breve{y}, \bar{u}$ ) the Constraints (3.13)-(3.16) still hold, while (3.17) is violated. However, we can bound the increase the fastest speed receives again utilizing the geometric series:

$$
\sum_{p \in S_{t, s^{*}}} p\left(\breve{y}_{p, s^{*}}^{(t)}-\tilde{y}_{p, s^{*}}^{(t)}\right) \leqslant \sum_{p \in S_{t, s^{*}}} p \leqslant \varepsilon^{2} s^{*} T \frac{1+\varepsilon}{\varepsilon}=\left(\varepsilon+\varepsilon^{2}\right) s^{*} T
$$

Hence, (3.17) holds if we further increase the makespan by $\left(\varepsilon+\varepsilon^{2}\right) \mathrm{T}$.
job size assignment variables. Consider the Constraint (3.16) for the solution $(\bar{z}, x, y, \bar{u})$. Note that the right hand side and the first sum on the left hand side are both integral. Therefore, we can scale the $\breve{y}_{p, s}^{(t)}$ variables down such that $\sum_{s: p \in S_{t, s}} \breve{y}_{p, s}^{(t)}$ is integral for each machine type $t$ and job size $p \in P_{t}$, and (3.16) is still fulfilled. We fix a machine type $t$, set $k_{p}:=\sum_{s: p \in S_{t, s}} \breve{y}_{p, s}^{(t)}$ for each $p \in P_{t}$, and assume $k_{p} \in \mathbb{Z}$ because of the argument above. Furthermore, we set $L_{t, s}:=\sum_{p \in S_{t, s}} p \breve{y}_{p, s}^{(t)}$ for each $s \in V_{t}$. We have:

$$
\begin{array}{ll}
\sum_{s: p \in S_{t, s}} \breve{y}_{p, s}^{(t)}=k_{p} & \forall p \in \mathrm{P}_{\mathrm{t}} \\
\sum_{\mathrm{p} \in \mathrm{~S}_{\mathrm{t}, \mathrm{~s}}} \mathrm{p}_{\mathrm{y}}^{(\mathrm{t})}=\mathrm{L}_{\mathrm{t}, \mathrm{~s}} & \forall \mathrm{~s} \in \mathrm{~V}_{\mathrm{t}} \tag{3.21}
\end{array}
$$

If we replace the values $\breve{y}_{p, s}^{(t)}$ with any other solution for the above LP, we get an equivalent MILP solution. We can use a variation of the classical rounding approach by Lenstra et al. [108] to transform the solution $\breve{y}_{p, s}^{(t)}$.
For the sake of completeness, we summarize the main ideas of the rounding. The solution is transformed into a basic feasible one and the following bipartite graph is considered. There are two types of
nodes, some associated with sizes $p$ and some with speeds $s$. For any $p$ or $s$, there can be at most one node; there are such nodes if and only if there are fractional variables $\breve{y}_{p, s^{\prime}}^{(\mathrm{t})}$ or $\breve{y}_{\mathfrak{p}^{\prime}, s}^{(\mathrm{t})}$ left; and they are connected with an edge, if there is a fractional variable $\breve{y}_{p}(\mathbf{t}, s$. Using a counting argument and some further considerations it can be shown that this graph is a pseudoforest, i.e., all connected components are either trees or trees with one extra edge. Furthermore, because $k_{p}$ is integral, the definition of the graph together with the Constraint (3.20) yield that all the leafs are associated to speeds. Using this structure, we can define an injective mapping $\xi$ from the job sizes for which there is a fractional variable $\breve{y}_{\mathfrak{p}, \mathrm{s}}^{(\mathrm{t})}$ to the speeds such that $\breve{\mathrm{y}}_{\mathrm{p}, \xi(\mathrm{p})}^{(\mathrm{t})}$ is one of the fractional variables. This can be done as follows: For each connected component there may be at most one cycle in the graph with alternating size and speed nodes, and a suitable injective mapping for the corresponding sizes and speeds can easily be found by going around the cycle and appropriately mapping consecutive nodes. After removing the corresponding nodes and edges, only trees remain in the graph. For each tree, we can choose an arbitrary leaf. The leaf corresponds to a speed and its neighbor to a size, and we can map the size to the speed and remove both corresponding nodes from the graph. Iterating this yields the mapping $\xi$. All the above steps can be performed in polynomial time in $1 / \varepsilon$ and $|\mathrm{I}|$.

We use the mapping $\xi$ to round the variables $\breve{y}_{p}^{(t)}$, and , because $\xi$ is injective, we can guarantee that each speed receives at most one extra small job. More precisely, for each $s \in V_{t}$, we set $\bar{y}_{p, s}^{(t)}=\left\lceil\breve{y}_{p, s}^{(t)}\right\rceil$ if $\xi(p)=s$ and $\bar{y}_{\mathfrak{p}, s}^{(t)}=\left\lfloor\breve{y}_{\mathfrak{p}, s}^{(t)}\right\rfloor$ otherwise. For the solution $(\bar{z}, x, \bar{y}, \bar{u})$, the Constraints (3.13)-(3.16) still hold, while for (3.17) the makespan has to be increased further by $\varepsilon^{2} T$.
job assignment variables. The rounding of the job assignment variables is the same as in the regular machine types case. The only difference is that we can set $\eta_{t, p}=\bar{u}_{\mathfrak{p}}^{(t)}$ in this case. Since all the values $\bar{u}_{\mathfrak{p}}^{(t)}$ are integral in this case, there is no further rounding error in this step. Let $\bar{x}_{j, t}$ be the rounded version of $x_{j, t}$.

Summarizing the previous steps, the Constraints (3.13)-(3.16) hold for the solution $(\bar{z}, \overline{\mathrm{x}}, \bar{y}, \bar{u})$. Moreover, we have for each $t \in[K]$ and $s \in V_{t}$ :

$$
\begin{equation*}
\sum_{C \in \mathcal{C}_{\mathfrak{t}}(s T)} \Lambda(C) \bar{z}_{C}^{(t, s)}+\sum_{p \in S_{t, s}} p \bar{y}_{p, s}^{(t)} \leqslant m_{t, s} s\left(1+2 \varepsilon+3 \varepsilon^{2}\right) T \tag{3.22}
\end{equation*}
$$

analysis. Summarizing the above steps, we can construct a schedule with makespan at most $(1+\varepsilon)^{2}\left(1+2 \varepsilon+4 \varepsilon^{2}\right) \mathrm{T} \leqslant(1+27 \varepsilon) \mathrm{T}$ (assuming a schedule with makespan $T$ exists) by building and solving the MILP, then rounding it, and lastly transforming it into a schedule like in the proof of Lemma 3.20. Solving the MILP is again the most
expensive step, and with a simple case analysis we get a running time of:

$$
2^{\mathcal{O}\left(\mathrm{K} \log (\mathrm{~K}) 1 / \varepsilon^{3} \log ^{5} 1 / \varepsilon\right)}+\operatorname{poly}(|\mathrm{I}|)
$$

## 3.6 vector scheduling

We present an EPTAS for D-dimensional unrelated vector scheduling, where both the dimension D and the number K of machine types are constant. In this problem variant, for each job $j$, a Ddimensional processing time vector $p_{t j}=\left(p_{t j}^{(1)}, \ldots, p_{t j}^{(D)}\right)$ is given, and the makespan is defined as the maximum load any machine receives in any dimension, i.e., $C_{\max }(\sigma)=\max _{i \in \mathcal{M}}\left\|\sum_{j \in \sigma^{-1}(\mathfrak{i})} p_{i j}\right\|_{\infty}$. We define $P=\left\{p_{t j}^{(d)} \mid d \in[D], t \in[K], j \in \mathcal{J}\right\}$ and $\mathcal{P}=\left\{p_{t j} \mid t \in[K], j \in \mathcal{J}\right\}$.

The EPTAS is a direct adaptation of the one for the one dimensional case. In the following, we briefly describe the needed extra steps and modification. Note that we consider this result to be a proof of concept and took little effort to optimize the running time.
preliminaries. We again use the dual approximation approach to get a guess T of the makespan. As an upper bound for this we can use the schedule that we get by assigning each job $j$ to a machine $i$ where $\sum_{d=1}^{D} p_{i j}^{(d)}$ is minimal. It is easy to see that this approach yields a Dm-approximation and we can use this result for the dual approximation like described in Section 3.4.
First, we perform rounding steps similar to those for the other results. For each $p_{t j} \in \mathcal{P}$ with $p_{t j}^{(d)}>T$ in at least one dimension $d$, we set $\bar{p}_{\mathrm{t} j}=(\infty, \ldots, \infty)$, and, for all other processing time vectors $p_{\mathrm{t} j}$, we apply geometric rounding. Let $\theta=\left(\varepsilon^{2} / \mathrm{D}\right)^{\mathrm{D}}$ be some threshold parameter. We set $\bar{p}_{\mathfrak{t} j}^{(\mathrm{d})}=(1+\varepsilon)^{x} \theta \mathrm{~T}$ with $x=\left\lceil\log _{1+\varepsilon}\left(\mathrm{p}_{\mathrm{t} j}^{(\mathrm{d})} /(\theta \mathrm{T})\right)\right\rceil$ yielding a rounded vector $\bar{p}_{\mathrm{tj}}$ and a corresponding rounded instance $\overline{\mathrm{I}}$.

For a given processing time vector, the numbers that can occur in the different dimensions may still differ strongly. This complicates the problem, but we can reduce the extra complexity to some degree via a second rounding step: For each $\bar{p}_{t j}$, we set $\tilde{p}_{t j}^{(d)}=$ $\max \left\{\overline{\mathrm{p}}_{\mathrm{tj}}^{(\mathrm{d})},\left\|\overline{\mathrm{p}}_{\mathrm{t} j}\right\|_{\infty} \varepsilon / \mathrm{D}\right\}$ yielding a rounded vector $\tilde{\mathrm{p}}_{\mathrm{t} j}$ and a corresponding rounded instance Ĩ.
lemma 3.22. If there is a schedule with makespan at most T for I , then the same schedule has makespan at most $(1+\varepsilon)^{2} \mathrm{~T}$ for instance $\tilde{\mathrm{I}}$; and any schedule for instance Ĩ can be turned into a schedule for I without increase in the makespan.

Proof. Consider a schedule $\sigma$ with makespan T for I. The first rounding step may increase the makespan by a factor of $(1+\varepsilon)$. We fix a machine $i$ and a dimension $d$ and bound the increase in load on machine $i$
in dimension d for instance $\tilde{I}$. Let $\mathfrak{j}$ be a job with $\sigma(\mathfrak{j})=\mathfrak{i}$. If $\bar{p}_{i j}^{(d)}=$ $\left\|\bar{p}_{i j}\right\|_{\infty}$, then job $j$ causes no extra load on $i$ in dimension $d$, and, if $\bar{p}_{i j}^{\left(\mathrm{d}^{\prime}\right)}=\left\|\bar{p}_{i j}\right\|_{\infty}$ for some dimension $\mathrm{d}^{\prime} \neq \mathrm{d}$, there might be an increase of at most $\left\|\bar{p}_{i j}\right\|_{\infty} \varepsilon / D$. In fact, the summed up load machine $i$ receives in dimension $\mathrm{d}^{\prime}$ might increase the load in d by an $\varepsilon / \mathrm{D}$-factor in this fashion. Because the load in dimension $\mathrm{d}^{\prime}$ is bounded by $(1+\varepsilon) \mathrm{T}$ and there are $\mathrm{D}-1$ dimensions $\mathrm{d}^{\prime} \neq \mathrm{d}$, the overall load increase in dimension $d$ on $i$ can be up to $(D-1)(1+\varepsilon) T \varepsilon / D \leqslant \varepsilon(1+\varepsilon) T$.

Hence, we may search for a schedule for instance Ĩ with makespan $\tilde{\mathrm{T}}:=(1+\varepsilon)^{2} \mathrm{~T}$. For the sake of simplicity, we do not use the $(\tilde{\sim})$ notation in the following, i.e., we assume that the instance is already rounded and the makespan properly increased.

In this context, we call a size $q \in P$ big if $q>\theta T$ and small otherwise. Furthermore, we call a processing time vector $p \in \mathcal{P}$ big if there is a dimension $d \in[D]$ such that $p^{(d)}$ is big and small otherwise. Because of the second rounding step, we have $p^{(d)}>\theta T \varepsilon / D$ for each big vector $p$ and dimension $d$. Let $B_{t}$ and $S_{t}$ be the sets of big and small processing time vectors occurring on machine type $t$. Note that $\left|\mathrm{B}_{\boldsymbol{t}}\right| \leqslant\left(\left\lceil\log _{1+\varepsilon}(\mathrm{D} /(\theta \varepsilon))\right\rceil\right)^{\mathrm{D}} \leqslant(3 \mathrm{D} / \varepsilon \log (\mathrm{D} / \varepsilon))^{\mathrm{D}}$. Using these definition, the bound on the number of big jobs is much bigger than in the other cases. We chose this definition because in the rounding of the MILP solution each machine may receive a big (but constant) number of jobs for each small job size, and to bound the overall load the small jobs have to be appropriately small.

For each processing time vector $p \in \mathcal{P}$, we denote the set of jobs $\mathfrak{j}$ with $p_{t j}=p$ with $J_{t}(p)$.
milp. Similar to the one dimensional case, for any set $V$ of processing time vectors, we call the V -indexed vectors of non-negative integers $\mathbb{Z}_{\geqslant 0}^{V}$ configurations (for $V$ ), set the size $\Lambda(C)$ of a configuration $C$ to be the corresponding vector of sizes, i.e., $\Lambda(C)=\sum_{p \in \mathcal{P}} C_{p} p$, and set $\mathcal{C}_{t}(T)$ to be the set of configurations $C$ for $B_{t}$ with $\Lambda(C) \leqslant T^{D}$. Note that:

$$
\begin{aligned}
\left|\mathcal{C}_{t}(T)\right| & \leqslant\left(\frac{\mathrm{D}}{\theta \varepsilon}+1\right)^{(3 \mathrm{D} / \varepsilon \log (\mathrm{D} / \varepsilon))^{\mathrm{D}}} \\
& \leqslant\left(\frac{\mathrm{D}}{\varepsilon}\right)^{3 \mathrm{D}(3 \mathrm{D} / \varepsilon \log \mathrm{D} / \varepsilon)^{\mathrm{D}}} \leqslant 2^{(3 \mathrm{D} / \varepsilon \log \mathrm{D} / \varepsilon)^{\mathrm{D}+1}}
\end{aligned}
$$

The MILP is a straight-forward adaptation of the one for the onedimensional case with one important difference: The jobs are fractionally assigned to configurations belonging to a type instead of just being assigned to machine types. More precisely, we introduce integral variables $z_{\mathrm{C}, \mathrm{t}} \in \mathbb{Z}_{\geqslant 0}$ for each machine type $\mathrm{t} \in[\mathrm{K}]$ and configuration $C \in \mathcal{C}_{t}(T)$ and fractional variables $x_{j, t, C} \geqslant 0$ for each job $j \in \mathcal{J}$, ma-
chine type $t \in[K]$ and configuration $C \in \mathcal{C}_{t}(T)$. For $p_{t j}=\infty^{D}$ we set $x_{j, t, C}=0 . \operatorname{MILP}(T)$ is given by:

$$
\begin{gather*}
\sum_{C \in \mathcal{C}_{t}(T)} z_{C, t}=m_{t} \quad \forall t \in[K]  \tag{3.23}\\
\sum_{t \in[K]} \sum_{C \in \mathcal{C}_{t}(T)} x_{j, t, C}=1  \tag{3.24}\\
\sum_{j \in J_{t}(p)} x_{j, t, C} \leqslant C_{p} z_{C, t} \quad \forall \mathrm{t} \in[\mathrm{~K}], \mathrm{p} \in \mathrm{~B}_{\mathrm{t}}, \mathrm{C} \in \mathcal{C}_{\mathrm{t}}(\mathrm{~T})  \tag{3.25}\\
\sum_{\mathrm{p} \in \mathrm{~S}_{\mathrm{t}}} p \sum_{\mathrm{j} \in \mathrm{~J}_{\mathrm{t}}(\mathrm{p})} x_{\mathrm{j}, \mathrm{t}, \mathrm{C}} \leqslant\left(\mathrm{~T}^{\mathrm{D}}-\Lambda(\mathrm{C})\right) z_{\mathrm{C}, \mathrm{t}} \quad \forall \mathrm{t} \in[\mathrm{~K}], \mathrm{C} \in \mathcal{C}_{\mathrm{t}}(\mathrm{~T}) \tag{3.26}
\end{gather*}
$$

Note that the last constraint is D-dimensional. Unlike in the other cases, we cannot transform an integral solution for $\operatorname{MILP}(T)$ directly into a schedule with only a small increase in the makespan. However, we deal with this in the rounding step and still have:
Lemma 3.23. If there is schedule with makespan T there is a feasible (integral) solution of MILP(T).

We can solve $\operatorname{MILP}(T)$ in time $f(1 / \varepsilon, D, K)$ poly $(|I|)$ for some computable function $f$ using the algorithm by Lenstra and Kannan (see Theorem 3.7).

ROUNDING. Using a variation of the rounding approach for the one dimensional case, we can transform a solution $(z, x)$ for $\operatorname{MILP}(T)$ into a schedule with a makespan of at most $\left(1+\varepsilon+\varepsilon^{2}\right) T$. The main difference is that we create nodes for pairs of machines and processing time vectors instead of pairs of machine types and processing times.

For each type $t$, we assign configurations to machines of type $t$ such that for each configuration $C \in \mathcal{C}_{t}(T)$ exactly $z_{C, t}$ configurations get assigned. Therefore, we can assume that for each machine $i$ a configuration $\mathrm{C}^{(i)}$ is given. Based on this, we can fractionally assign jobs to machines by setting $x_{j, i}=x_{j, t, C^{(i)}} / z_{C^{(i)}, t}$ yielding:

$$
\begin{equation*}
\sum_{j \in \mathcal{J}} p_{i j} x_{j, i} \leqslant T^{D} \tag{3.27}
\end{equation*}
$$

For each machine $i$, let $\mathcal{P}_{i}$ be the set of occurring processing time vectors for $i$, that is, for each $p \in \mathcal{P}$, we have $p \in \mathcal{P}_{i}$ if and only if there is a job $j$ with $p_{i j}=p$ and $x_{j, i}>0$. We set $\eta_{i, p}=\left\lceil\sum_{j \in J_{t}(p)} x_{j, i}\right\rceil$. If $p$ is big, we have $\eta_{i, p} \leqslant C_{p}^{(i)}$ because of Constraint (3.25).

Like in the one dimensional case, the flow network $G=(V, E)$ has a source $\alpha$ and $\operatorname{sink} \omega$, and, for each job $j \in \mathcal{J}$, there is a job node $v_{j}$ and an edge $\left(\alpha, v_{j}\right)$ with capacity 1 connecting the source and the job node. Moreover, for each machine $i$, we have processing time vector nodes $u_{i, p}$ for each $p \in \mathcal{P}_{i}$. The processing time nodes are connected to the sink via edges $\left(u_{i, p}, \omega\right)$ with capacity $\eta_{i, p}$. Lastly, for each job $j$ and machine type $i$ with $x_{j, i}>0$, we have an edge $\left(v_{j}, u_{i, p_{i, j}}\right)$ with
capacity 1 connecting the job node with the corresponding processing time vector nodes. The variables $x_{j, i}$ yield a flow with value $n$ that is guaranteed to be feasible because of the constraints of the MILP.
LEMMA 3.24. G has a maximum flow f with value $|\mathrm{f}|=\mathrm{n}$.
Using the Ford-Fulkerson algorithm, an integral maximum flow $f^{*}$ can be found in time $\mathcal{O}\left(\left|E \| f^{*}\right|\right)=\mathcal{O}\left(n^{2} m\right)$. Due to flow conservation, for each job $j$, there is exactly one machine $i^{*}$ such that $f\left(\left(v_{j}, u_{i^{*}, p_{i^{*}}}\right)\right)=1$, and we set $\sigma(\mathfrak{j})=i^{*}$. Analogously to the one dimensional case, for each big processing time vector $p$, the schedule $\sigma$ assigns at most $C_{p}^{(i)}$ many jobs $j$ with $p_{i j}=p$ to machine $i$, and, for each small processing time vector $p^{\prime}$, one additional job $j$ with $p_{i j}=p^{\prime}$ may be assigned to $i$. Because of the choice of the parameter $\theta$ and the second rounding step, we can bound the extra load $i$ receives.
Lemma 3.25. Let $\mathrm{q} \in \mathrm{P}$ be small and $\mathrm{d} \in[\mathrm{D}]$. The number of vectors $\mathrm{p} \in \mathcal{P}$ with $\mathrm{p}^{(\mathrm{d})}=\mathrm{q}$ is upper bounded by $\left(2\left\lceil\log _{1+\varepsilon}(\mathrm{D} / \varepsilon)\right\rceil\right)^{\mathrm{D}-1}$.

Proof. Let $p$ be such a vector, $d^{\prime} \neq d$ and $q^{\prime}=p^{\left(d^{\prime}\right)}$. Because of the second rounding step, we have $q^{\prime} \geqslant q \varepsilon / D$ and $q \geqslant q^{\prime} \varepsilon / D p^{\left(d^{\prime}\right)}$. Now, because of the first rounding step, there are only few such processing times $q$, more precisely, at most $2\left\lceil\log _{1+\varepsilon}(D / \varepsilon)\right\rceil$. Hence, there can be at most $\left(2\left\lceil\log _{1+\varepsilon}(D / \varepsilon)\right\rceil\right)^{D-1}$ many such processing time vectors p.

Using this lemma and the same argumentation as in the one dimensional case, we can bound the extra load machine $i$ receives in dimension $d$ by:

$$
\begin{aligned}
& \left(2\left\lceil\log _{1+\varepsilon}(\mathrm{D} / \varepsilon)\right\rceil\right)^{\mathrm{D}-1} \times \theta \mathrm{T} \times \sum_{i=0}^{\infty} 1 /(1+\varepsilon)^{i} \\
\leqslant & 2(1 / \varepsilon \log ((\mathrm{D}-1) / \varepsilon)+1)^{\mathrm{D}-1} \times\left(\varepsilon^{2} / \mathrm{D}\right)^{\mathrm{D}} \mathrm{~T} \times(1+\varepsilon) / \varepsilon \\
\leqslant & 2\left(\mathrm{D} / \varepsilon^{2}\right)^{\mathrm{D}-1} \times\left(\varepsilon^{2} / \mathrm{D}\right)^{\mathrm{D}} \mathrm{~T} \times(1+\varepsilon) / \varepsilon \\
\leqslant & \varepsilon^{2} \mathrm{~T} \times(1+\varepsilon) / \varepsilon \leqslant\left(\varepsilon+\varepsilon^{2}\right) \mathrm{T}
\end{aligned}
$$

Summarizing we have:
LEMMA 3.26. A solution $(z, x)$ for $\operatorname{MILP}(\mathrm{T})$ can be transformed into a schedule with makespan at most $\left(1+\varepsilon+\varepsilon^{2}\right) \mathrm{T}$ in time polynomial in $|\mathrm{I}|$ and $1 / \varepsilon$.

Therefore, there is an EPTAS for this case as well.

### 3.7 OPEN PROBLEMS

In the following, we briefly discuss some possible directions for further studies.
better running times. The presented approximation schemes have running times of the form $f(1 / \varepsilon, K)+$ poly $(|I|)($ or $f(1 / \varepsilon, K, D)+$ poly $(|I|)$ in the vector scheduling case). While we took some effort to optimize $f$ at least for the first two schemes, we did not optimize the poly $(|\mathrm{II}|)$ part in any of the results. Furthermore, for the case with a constant number of uniform types, one could study whether a quadratic or linear dependence in $1 / \varepsilon$ (ignoring polylogarithmic dependencies) in the exponent of the $f(1 / \varepsilon, K)$ part can be achieved, e.g., by utilizing techniques from [72] and [73]. Lastly, the EPTAS for the vector scheduling variant is basically just a proof of concept and we did not optimize the running time at all.

LOWER BOUND. Chen et al. [30] showed that we cannot hope for an EPTAS with a sub-linear dependency in $1 / \varepsilon$ in the exponent unless the exponential time hypothesis fails. It is unclear what can be ruled out in terms of the parameter $K$.

Јов тypes. In the introduction we mentioned the concept of job types for scheduling on unrelated parallel machines: Two jobs $\mathfrak{j}, \mathfrak{j}^{\prime}$ are of the same type, if they behave the same on every machine $i$, i.e., $p_{i j}=p_{i^{\prime}{ }^{\prime}}$. It is unknown, whether there is a PTAS for scheduling on unrelated parallel machines with a constant number of job types. Furthermore, it is unknown, whether this problem is NP-hard. Indeed, the problem is in P for important special cases: For scheduling on identical parallel machines the number of job types is equal to the number of distinct processing times and for the case of the restricted assignment problem-where each job $j$ has a size $p_{j}$ and its processing time $p_{i j}$ on machine $i$ is either $p_{j}$ or $\infty$-the number of distinct processing times is bounded by the number of job types and a constant number of job types implies a constant number of machine types. Both problems can be solved in polynomial time, if the number of distinct processing times is constant.

### 4.1 INTRODUCTION

Consider the restricted assignment problem: Given a set of machines $\mathcal{M}$ and a set of jobs $\mathcal{J}$ each with a processing time or size $p_{j}$ and a subset of eligible machines $\mathcal{N}(j) \subseteq \mathcal{M}$, the goal is to find a schedule $\sigma: \mathcal{J} \rightarrow \mathcal{M}$ with $\sigma(\mathfrak{j}) \in \mathcal{M}(\mathfrak{j})$ for each job $\mathfrak{j}$ and minimizing the makespan $C_{\max }(\sigma)=\max _{i \in \mathcal{M}} \sum_{\mathfrak{j} \in \sigma^{-1}(i)} p_{j}$.

In a seminal work, Lenstra, Shmoys and Tardos [108] presented a 2-approximation for restricted assignment and also showed that there is no polynomial time approximation algorithm with rate smaller than 1.5 for the problem, unless $\mathrm{P}=\mathrm{NP}$. If there are no restrictions, i.e., $\mathcal{M}(j)=\mathcal{M}$ for each job $\mathfrak{j}$, we have the classical problem of machine scheduling which is already strongly NP-hard. On the other hand, machine scheduling is well-known to admit PTAS due to a classical result by Hochbaum and Shmoys [65]. In recent years, the approximability of special cases of restricted assignment has been intensively studied (see, e.g., [ $25,40,68,85$ ]) with one line of research focusing on the existence of approximation schemes (see, e.g., $[46,82,119,122]$ ). In this and the following chapter, we present contributions to this research direction.
interval restrictions. Arguably one of the most natural variants of the restricted assignment problem is the case of scheduling with interval restrictions (RAI). In this variant, the machines are totally ordered and each job is eligible on consecutive machines. More precisely, we have $\mathcal{M}=\left\{M_{1}, \ldots, M_{m}\right\}$, and for each job $j$ we have $\mathcal{M}(j)=\left\{M_{\ell}, \ldots, M_{r}\right\}$ for some indices $\ell, r \in[m]$. Several special cases of RAI are known to admit a PTAS: the hierarchical case [122], where for each job the interval of eligible machines starts with the first machine; the nested case [46, 119], where $\mathcal{N}(j) \subseteq \mathcal{M}\left(j^{\prime}\right), \mathcal{N}\left(j^{\prime}\right) \subseteq \mathcal{M}(j)$ or $\mathcal{M}(j) \cap \mathcal{N}\left(j^{\prime}\right)=\emptyset$ for each pair of jobs $\left(j, j^{\prime}\right)$; and the inclusionfree case [97, 135], where $\mathcal{M}(j) \subseteq \mathcal{M}\left(j^{\prime}\right)$ implies that $j$ and $j^{\prime}$ share either their first or last eligible machine. Furthermore, for general RAI, a $2-2 /\left(\max _{\mathfrak{j} \in \mathcal{J}} p_{j}\right)$-approximation due to Schwarz [135] is known (assuming integral processing times); and the special case with two distinct processing times is even polynomial time solvable [143]. Note that the problem has also been studied in the context of online algorithms (see [107, 110]).

The question of whether there is a PTAS for RAI has been posed by several authors $[95,135,143]$. As the main result of this chapter, we resolve the question in the negative:
theorem 4.1: There is no PTAS for scheduling with interval restrictions unless $\mathrm{P}=\mathrm{NP}$. ${ }^{1}$
resource restrictions. The second variant considered in this chapter, is the problem of scheduling with resource restrictions with $R$ resources $(\operatorname{RAR}(R))$. Herein, a set $\mathcal{R}$ of $R$ (renewable) resources is given, each machine $i$ has a resource capacity $c_{r}(i)$ and each job $j$ has a resource demand $d_{r}(j)$ for each $r \in \mathcal{R}$. Job $j$ is eligible on machine $i$ if $d_{r}(j) \leqslant c_{r}(i)$ for each resource $r$. For $R=1$, the problem is equivalent to the mentioned hierarchical case and has been studied intensively [109, 110]. Furthermore, it is not hard to see that RAI is properly placed between $\operatorname{RAR}(1)$ and $\operatorname{RAR}(2)$ (see Section 4.3) and hence there is a close relationship between the two problems. For arbitrary $R$, the problem was mentioned in a work by Bhaskara et el. [16] under the name of geometrically restricted scheduling ${ }^{2}$ but to the best of our knowledge it has not been further studied up to now. There is, however, a close relationship to the low rank version of unrelated scheduling introduced in [16]. In the problem of unrelated scheduling, the processing time of each job is dependent on the machine it is scheduled on, that is, a processing time matrix $\left(p_{i j}\right)_{\mathfrak{j} \in \mathcal{J}, i \in \mathcal{M}}$ is given in the input. Restricted assignment can be seen as a special case of unrelated scheduling by setting $p_{i j}=p_{j}$ for $i \in \mathcal{M}(j)$ and $p_{i j}=\infty$ otherwise. In the rank $D$ version of unrelated scheduling (LRS(D)), the processing time matrix has a rank of at most D , or, equivalently [31], we may assume that there are D-dimensional size vectors $s(j)$ for each $\mathfrak{j o b} \mathfrak{j}$ and speed vectors $v(i)$ for each machine $i$ such that $p_{i j}=\sum_{k=1}^{\mathrm{D}} \mathrm{s}_{\mathrm{k}}(\mathfrak{j}) \cdot v_{k}(i)$. Considering the latter definition, scheduling with resource restrictions may intuitively be seen as the restricted assignment equivalent of low rank unrelated scheduling. It is not hard to see that formally already for $\operatorname{RAR}(1)$ instances the processing time matrix can have rank $|\mathcal{M}|$. However, $\operatorname{LRS}(\mathrm{D})$ includes approximations of any $\operatorname{RAR}(D-1)$ instance with arbitrary precision (see Section 4.3 for details). The case with $\mathrm{D}=1$ of $\operatorname{LRS}(\mathrm{D})$ is equivalent to uniform scheduling and well known to admit a PTAS [66]. Bhaskara et el. [16] gave a quasi-polynomial time approximation scheme (QPTAS) for $\mathrm{D}=2$, and showed that there is no PTAS or approximation algorithm with rate smaller than 1.5 for $\mathrm{D} \geqslant 4$ or $\mathrm{D} \geqslant 7$ respectively. The latter two results have been improved from $\mathrm{D}=4$ to $\mathrm{D}=3$ by Chen et al. [31] and from $\mathrm{D}=7$ to $\mathrm{D}=4$ by Chen, Ye and Zhang [30]. We

[^3]present similar inapproximability results for scheduling with resource restrictions:
THEOREM 4.2: There is no approximation algorithm with rate less than $48 / 47 \approx 1.02$ or 1.5 for scheduling with resource restrictions with 2 or 4 resources, respectively, unless $\mathrm{P}=\mathrm{NP}$.
santa claus. The problems of restricted assignment and unrelated scheduling are also studied with the reverse objective of maximizing the minimal machine load $\min _{i \in \mathcal{M}} \sum_{j \in \sigma^{-1}(i)} p_{i j}$. Usually these variants are described in a more game theoretical context with players instead of machines, goods instead of jobs, and values instead of processing times, and sometimes unrelated scheduling with the reverse objective is called the Santa Claus problem. In this work, we mostly stick to the scheduling notation but denote the variants of the considered problems with reverse objective as the Santa Claus version of the respective problem.

For the Santa Claus version of the restricted assignment problem a 13-approximation due to Annamalai, Kalaitzis and Svensson [6] is known, which has been improved to a rate of $6+\varepsilon$ by both Cheng and Mao [32] and Davies, Rothvoss and Zhang [38]. PTAS results are known for the case without restrictions [146] and the inclusion-free interval case [97].

Our results can be directly transferred to the Santa Claus versions of the respective problems:
theorem 4.3 : Unless $\mathrm{P}=\mathrm{NP}$, there is no PTAS for the Santa Claus version of scheduling with interval restrictions and no approximation algorithm with rate less than $47 / 46$ or 2 for the Santa Claus version of scheduling with resource restrictions with 2 or 4 resources, respectively.
organization. In the remainder of this section, we discuss further related literature and present preliminary considerations needed throughout the chapter. In Section 4.2, we present our results for RAI; in Section 4.3, we study the problem of $\operatorname{RAR}(R)$; and in Section 4.4, we present some open problems and possible future research directions.
further related work. First note that if the number of machines is constant, there is a FPTAS already for unrelated scheduling [67]. Furthermore, for some broad overview concerning parallel machine scheduling with different kinds of restrictions in the context of online and approximation algorithms, we refer to the surveys by Lee et al. [107] and Leung and Li [109, 110].

We already discussed many variants of restricted assignment that admit a PTAS. In particular, Ou, Leung and Li [122] presented a PTAS for the hierarchical case; Epstein and Levin [46] and Muratore, Schwarz and Woeginger [119] for the nested case; and Schwarz [135] and


Figure 4.1: An overview of the inclusion structure of several of the discussed variants of restricted assignment. If two problems are connected, the upper includes the lower one. The dashed problems do not admit a PTAS, the remaining ones do. For the problems below the dotted line this was known before, and for the problems above the dotted line this is shown in the present work.

Khodamoradi et al. [97] for the inclusion-free case. Another case that has been studied in the literature is the tree-hierarchical case, where the machines can be arranged in a rooted tree such that for each job the set of eligible machines corresponds to a path starting at the root. It was shown to admit a PTAS by Epstein and Levin [46] and Schwarz [134]. It is not hard to see that all of the above cases contain the hierarchical case as a subcase, and that the tree-hierarchical, nested and inclusion-free case are distinct. There is, however, a variant admitting a PTAS that covers both the nested and the tree-hierarchical case: For each instance of the restricted assignment problem the corresponding incidence graph is a bipartite graph whose nodes are given by the jobs and machines and a job $j$ is adjacent to a machine $i$ if $j$ is eligible on $i$. In the next chapter (and [82]), it is shown that there is PTAS for restricted assignment for the case that the clique- or rank-width of the incidence graph is constant. Furthermore, if the incidence graph is a bi-cograph the clique-width is well-known to be small and this case covers the nested and tree-hierarchical case. The inclusion-free case, on the other hand, is equivalent to the case that the incidence graph is a bipartite permutation graph [97] which does not have a bounded clique-width [22]. Note that $\operatorname{RAR}(1)$ or RAI are equivalent to the cases that the incidence graph is a chain [62] or convex graph [96], respectively. For an overview of the discussed cases, we refer to Figure 4.1.
Lastly, there has been a series of promising results in recent years concerning restricted assignment and variants thereof, and we highlight a few of them. In a breakthrough result, Svensson [137] showed that a certain integer linear program modeling the problem has an integrality gap of at most $33 / 17$, which implies an algorithm approximating the optimal objective value with rate $33 / 17+\varepsilon$ for any
$\varepsilon>0$ without producing a corresponding schedule. This has been improved by Jansen and Rohwedder [84] to a rate of $11 / 6$, and in [83] the same authors provide a quasi-polynomial approximation algorithm with rate $11 / 6+\varepsilon$ that also outputs a corresponding schedule. For the special case of restricted assignment with only two distinct processing times (not counting $\infty$ ) an approximation algorithm due to Chakrabarty, Khanna and Li [24] with a rate slightly below 2 is known. Furthermore, the case in which the set of eligible machines for each job has cardinality at most 2 has been studied under the name of graph balancing. Ebenlendr, Krcál and Sgall [40] presented a 1.75 -approximation for this case. Note that even if both of the above cases apply, there is no approximation algorithm with rate smaller than 1.5 [40] (unless $\mathrm{P}=\mathrm{NP}$ ). However, for this special case multiple authors found a fitting 1.5 -approximation algorithm [ $25,68,124$ ]. In a recent result, Jansen and Rohwedder [85] showed that in the graph balancing case the optimal objective value can be approximated with a rate slightly below 1.75.
preliminaries. In the following, we deal with satisfiability problems like the classical 3-SAT problem where a logical formula over variables $x_{1}, \ldots, x_{n}$ is given. The formula is a conjunction of clauses, each clause is a disjunction of three literals, and a literal is either a variable or its negation. The goal is to decide whether there is a satisfying truth assignment, that is, an assignment of the variables to the truth values "true" and "false", denoted by T and $\perp$, respectively, such that the formula evaluates to "true".

Nearly all the reductions in this work follow the same pattern: Given an instance I of the starting problem, we construct an instance $I^{\prime}$ of the variant of the restricted assignment problem considered in the respective case. For $I^{\prime}$, all job sizes are integral and upper bounded by some constant $T$ such that the overall size of the jobs equals $|\mathcal{M}| T$. Obviously, if for such an instance a machine receives jobs with overall size more or less than $T$, the makespan of the schedule is greater than T. Then we show that that there exists a schedule with makespan $T$ for $\mathrm{I}^{\prime}$, if and only if I is a yes-instance. This rules out the existence of an approximation algorithm with rate smaller than $(T+1) / T$ and a PTAS in particular. Furthermore, for the Santa Claus version, approximation algorithms with rate smaller than $T /(T-1)$ are ruled out.

### 4.2 INTERVAL RESTRICTIONS

The sole goal of this section is to prove Theorem 4.1, that is, the non-existence of a PTAS for RAI (given $\mathrm{P} \neq \mathrm{NP}$ ). Our starting point for the reduction is a satisfiability problem 3-SAT* that we tailor to our needs. We show that 3-SAT* is NP-hard via a straight forward reduction from the 1-in-3-SAT problem, which is well-know to be NP-
complete [130] and discussed in more detail below. Next, we provide a reduction from 3-SAT ${ }^{*}$ to the classical restricted assignment problem (with arbitrary sets of eligible machines). This reduction introduces some of the needed gadgets and ideas for the main result. Lastly, we show how the reduction can be refined for RAI, and this is the most elaborate step.
starting point. An instance of 1-in-3-SAT is a conjunction of clauses with 3 literals each. Each clause is a formula depending on 3 literals that is satisfied if and only if exactly one of its literals takes the value $T$. We call such formulas 1 -in-3-clauses in the following and define 2 -in-3-clauses correspondingly.
An instance of the problem 3-SAT* also is a conjunction of clauses with exactly 3 literals each. However, each of the clauses is either a 1 -in-3-clause or a 2 -in-3-clause and there are as many clauses of the first as of the second type. Furthermore, we require that each literal occurs exactly twice. In the following, we denote a 1 -in- 3 -clause or 2 -in-3-clause with literals $z_{1}, z_{2}$ and $z_{3}$ by $\left(z_{1}, z_{2}, z_{3}\right)_{1}$ or $\left(z_{1}, z_{2}, z_{3}\right)_{2}$, respectively.
To see that 3-SAT* is NP-hard, consider an instance of 1-in-3SAT with $n$ variables $x_{1}, \ldots, x_{n}$ and $m$ clauses. We now construct an equivalent 3 -SAT* instance. Let $d_{i}$ be the number of times the variable $x_{i}$ occurs in the given 1-in-3-SAT formula. For each variable $x_{i}$, we introduce new variables $x_{i, 1}, \ldots, x_{i, d_{i}}$ and $y_{i, 1}, \ldots, y_{i, d_{i}}$ along with clauses $\left(x_{i, 1}, \neg x_{i, 2}, y_{i, 1}\right)_{2}, \ldots,\left(x_{i, d_{i}-1}, \neg x_{i, d_{i}}, y_{i, d_{i}-1}\right)_{2}$, $\left(x_{i, d_{i}}, \neg x_{i, 1}, y_{i, d_{i}}\right)_{2}$ and clauses $\left(y_{i, j}, \neg y_{i, j}, \neg y_{i, j}\right)_{1}$ for each $j \in\left[d_{i}\right]$. Note that each variable $y_{i, j}$ has to take the value $T$ in a satisfying assignment, due to the clause $\left(y_{i, j}, \neg y_{i, j}, \neg y_{i, j}\right)_{1}$. The remaining clauses ensure, that for each $i$ the variables $x_{i, 1}, \ldots x_{i, d_{i}}$ have the same value in a satisfying assignment. Furthermore, for each of the clauses of the original problem, we introduce one 1 -in- 3 -clause and one 2 -in-3-clause. The 1 -in- 3 -clauses are obtained by exchanging the $j$-th occurrence of each variable $x_{i}$ with $x_{i, j}$. Moreover, the 2 -in- 3 -clauses are obtained by copying the new 1 -in- 3 -clauses, negating all the literals and turning them into a 2 -in-3-clause. Hence, each 2 -in-3-clauses evaluates to $T$, if and only if its corresponding 1 -in- 3 -clause does. It is not hard to verify the correctness of the reduction. Similar constructions are widely used, see, e.g., [141] or [31]. The remarkable aspect of the present construction lies in its symmetrical structure which helps to avoid additional dummy gadgets in the following reductions.
simple reduction. In the following, we assume that an instance of 3 -SAT* with $n$ variables $x_{1}, \ldots, x_{n}, m$ 1-in-3-clauses $C_{1}, \ldots, C_{m}$, and $m$ 2-in-3-clauses $C_{m+1}, \ldots, C_{2 m}$ is given. Note that we have $2 m$ clauses with 3 literals each, and 4 n occurring literals in total, hence $3 \mathrm{~m}=2 \mathrm{n}$. In addition to the ordering of the variables and clauses, we

| Job | Size | Eligible Machines |
| :--- | :--- | :--- |
| CMach $_{i, s}$ | 111 | CMach $_{i, s}$ |
| CJob $_{i, s^{\prime}}^{\top}$ | 100 | CMach $_{i, 1}$, CMach $_{i, 2}$, CMach $_{i, 3}$ |
| CJob $_{i, s^{\prime}}^{\perp}$ | 101 | CMach $_{i, 1}$, CMach $_{i, 2}$, CMach $_{i, 3}$ |
| TJob $_{j}^{\top}$ | 100 | TMach $_{j, 1}$, TMach $_{\mathrm{j}, 2}$ |
| TJob $_{j}^{\perp}$ | 102 | TMach $_{j, 1}$, TMach $_{j, 2}$ |
| VJob $_{j, t}^{\top}$ | 111 | TMach $_{j,\lceil t / 2\rceil}$, CMach $_{\kappa(j, t)}$ |
| VJob $_{j, t}^{\perp}$ | 110 | TMach $_{j,\lceil t / 2\rceil}$, CMach $_{\kappa(j, t)}$ |

Table 4.1: The sizes and sets of eligible machines of the jobs in the simple reduction. The entry for $\mathrm{CMach}_{i, s}$ marks the private load of the machine. The target makespan is given by $\mathrm{T}=322$.
fix an ordering of the literals belonging to each clause, and an ordering of the occurrences of each variable by assigning an index $t \in[4]$ to each of them. In particular, for each variable $x_{j}, t=1,2$ correspond to the first and second positive and $t=3,4$ to the first and second negative occurrence of $x_{j}$. Furthermore, let $\mathrm{k}:[\mathrm{n}] \times[4] \rightarrow[2 \mathrm{~m}] \times[3]$ be the bijection defined as follows: $\kappa(j, t)=(i, s)$ implies that the $t$-th occurrence of $x_{j}$ is positioned in clause $C_{i}$ on position s.

We now define the restricted assignment instance. For some of the machines, we introduce private loads which is a synonym for jobs of the corresponding size that have to be scheduled on the respective machine because its the only eligible one. The sizes and sets of eligible machines of the introduced jobs are presented in Table 4.1 and the target makespan is given by $\mathrm{T}=322$.

- For each clause $\mathrm{C}_{i}$, there are three clause machines $\mathrm{CMach}_{i, s}$ with $s \in[3]$ corresponding to its three literals, as well as three clause jobs $\mathrm{CJob}_{i, s^{\prime}}^{o_{s^{\prime}}}$ with $s^{\prime} \in[3]$ and $o_{s^{\prime}} \in\{T, \perp\}$. We have $o_{1}=T$ and $\circ_{3}=\perp$, as well as $\circ_{2}=\perp$ if $C_{i}$ is a 1-in-3 clause, and $\circ_{2}=T$ otherwise. Furthermore, each clause machine has a private load of 111 .
- For each variable $x_{j}$, there are two truth assignment machines TMach $_{\mathrm{j}, \mathrm{q}}$ with $\mathrm{q} \in[2]$ corresponding to the positive $(\mathrm{q}=1)$ and negative ( $q=2$ ) literal of $x_{j}$, as well as 2 truth assignment jobs $\mathrm{TJob}_{j}^{\circ}$ with $\circ \in\{T, \perp\}$.
- For each variable $x_{j}$, there are eight variable jobs $\mathrm{VJob}_{\mathrm{j}, \mathrm{t}}$ with $t \in[4]$ and $\circ \in\{T, \perp\}$ corresponding to the two occurrences of the positive $(t \in\{1,2\})$ and negative $(t \in\{3,4\})$ literal of $x_{j}$.


Figure 4.2: The restricted assignment instance constructed for a minimal example instance. The hatched rectangles represent private loads, and the connecting lines indicate eligibility. If these lines end at a dashed rectangle, the eligibility information concerns everything within the rectangle. We chose a short notation for the jobs and machines writing, e.g., $\mathrm{VJ}_{\mathrm{j}, \mathrm{t}}^{\circ}$ instead of $\mathrm{VJob}_{\mathrm{j}, \mathrm{t}}^{\circ}$.
example simple reduction. The following formula is an instance of 3-SAT ${ }^{*}$ with minimal size:

$$
\left(\neg x_{2}, \neg x_{3}, x_{1}\right)_{1} \wedge\left(\neg x_{1}, x_{2}, \neg x_{3}\right)_{1} \wedge\left(x_{3}, \neg x_{2}, x_{1}\right)_{2} \wedge\left(\neg x_{1}, x_{3}, x_{2}\right)_{2}
$$

The formula is satisfied if all the variables take the value $T$ and the corresponding restricted assignment instance is depicted in Figure 4.2.

## ANALYSIS SIMPLE REDUCTION. First note:

Claim 4.4. The overall size of all the jobs is exactly $|\mathcal{M}| \mathrm{T}$.
Proof. Since we have as many 1-in-3 as 2-in-3 clauses, the overall job size equals:

$$
P=6 m \cdot 111+m(3 \cdot 100+3 \cdot 101)+n(100+102+4 \cdot 111+4 \cdot 110)
$$

Moreover, since $3 m=2 n$, we have $P=1932 n=322 \cdot 6 n=|\mathcal{M}| T$.
We will show that there is a satisfying truth assignment for the 3SAT* instance if and only if there is a schedule in which each machine receives jobs with load exactly T .

For any job $\mathrm{Job}^{\circ}$ with $\circ \in\{\top, \perp\}$, we refer to $\circ$ as its truth configuration and say that $\mathrm{Job}^{\circ}$ has o-configuration. The rationale of the reduction is as follows: Each clause machine $\mathrm{CMach}_{i, s}$ should receive

| Machine | Possible Schedules |
| :---: | :---: |
| TMach $_{\text {j, }}$ | $\left\{\mathrm{TJob}_{\mathrm{j}}^{\top}, \mathrm{VJob}_{\mathrm{j}, 1}^{\top}, \mathrm{VJob}_{\mathrm{j}, 2}^{\top}\right\},\left\{\mathrm{TJob}_{\mathrm{j}}^{\perp}, \mathrm{VJob}_{\mathrm{j}, 1}^{\perp}, \mathrm{VJob}_{\mathrm{j}, 2}^{\perp}\right\}$ |
| TMach $_{\text {j,2 }}$ | $\left\{\mathrm{TJob}_{\mathrm{j}}^{\top}, \mathrm{VJob}_{\mathrm{j}, 3}^{\top}, \mathrm{VJob}_{\mathrm{j}, 4}^{\top}\right\},\left\{\mathrm{TJob}_{\mathrm{j}}^{\perp}, \mathrm{VJob}_{\mathrm{j}, 3}^{\perp}, \mathrm{VJob}_{\mathrm{j}, 4}^{\perp}\right\}$ |
| CMach $_{\text {i,s }}$ (1-in-3) | $\left\{\operatorname{VJob}_{\kappa^{-1}(\mathrm{i}, \mathrm{~s})}^{\top}, \mathrm{CJob}_{\mathrm{i}, 1}^{\top}\right\},\left\{\operatorname{VJob}_{\mathrm{K}^{-1}(\mathrm{i}, \mathrm{~s})}^{\perp}, \mathrm{CJob}_{\mathrm{i}, 2 / 3}^{\perp}\right\}$ |
| CMach $_{\text {i,s }}(2-\mathrm{in}-3)$ | $\left\{\mathrm{VJob}_{\mathrm{K}^{-1}(\mathrm{i}, \mathrm{s})}^{\top} \mathrm{CJob}_{\mathrm{i}, 1 / 2}^{\top}\right\},\left\{\mathrm{VJob}_{\mathrm{K}^{-1}(\mathrm{i}, \mathrm{s})^{\perp}}^{\perp} \mathrm{CJob}_{\mathrm{i}, 3}^{\perp}\right\}$ |

Table 4.2: Each set indicates one of the possible job assignments for each machine in a schedule with makespan T. Note that for each clause job there are three possibilities.
exactly one variable job corresponding to the literal placed in position $s$ in the clause. The truth configuration of this variable job should correspond to the truth value the variable contributes to the clause. To ensure that the jobs $\mathrm{VJob}_{j, t}^{\top}$ belonging to variable $x_{j}$ contribute consistent truth values, the truth assignment jobs and machines are introduced. In the following, we sometimes talk about the truth assignment gadget and thus refer to these jobs and machines. Similarly, the clause machines and jobs are sometimes called the clause gadget.

Next, we present a sequence of easy claims concerning the properties of a schedule for the above instance with makespan T .

Claim 4.5. Each machine receives exactly 3 jobs (including private loads).

Proof. Since the overall size of the jobs is $|\mathcal{M}| \mathrm{T}$, we know that each machine has to receive jobs with overall size $T=322$. Each job or private load has a size of at least 100 and at most 111.

Since each digit of each occurring size is upper bounded by 2 , the above claim implies that there can be no carryover when adding up job sizes of jobs scheduled on each machine. Hence the digits of the numbers involved can be considered independently, e.g., there can be at most two jobs with a 1 in the third (or second) digit of its size scheduled on any machine. This together with the given job restrictions already implies:
Claim 4.6. Each truth assignment machine receives exactly one truth assignment and two variable jobs; and each clause machine receives exactly one clause and one variable job.
Claim 4.7. The jobs scheduled on a truth assignment or clause machine all have the same truth configuration (excluding private loads).
Claim 4.8. Let $j \in[n]$. The truth configurations of jobs scheduled on TMach $_{j, 1}$ and TMach $_{j, 2}$ are distinct.

The resulting possible schedules for each machine are summed up in Table 4.2, and Figure 4.3 depicts the resulting two possible schedules for each pair of truth assignment machines. Lastly, we have:


Figure 4.3: The truth assignment gadget: There are two possible schedules of the truth assignment machines $\mathrm{TMach}_{\mathrm{j}, 1}$ and $\mathrm{TMach}_{\mathrm{j}, 2}$ that already determine the schedule of the variable jobs.

Claim 4.9. For each $\mathfrak{i} \in[2 \mathrm{~m}]$, the three clause machines corresponding to $i$ receive exactly one variable job with $T$-configuration if $C_{i}$ is a 1-in-3-clause and exactly two such jobs if $C_{i}$ is a 2-in-3-clause.

Proof. The overall load on each triplet of clause machines has to be $3 \mathrm{~T}=966$ and the private loads and clause jobs that have to be scheduled on the triplet have summed up load 635, in case of a 1 -in-3-clause, and 634, in case of a 2 -in-3-clause. The only other jobs eligible on the clause machines are variable jobs with size 111 in T-configuration and 110 otherwise. This implies the claim.
proposition 4.10. There is a satisfying truth assignment for the given 3 -SAT* instance if and only if there is a schedule with makespan T for the constructed restricted assignment instance.

Proof. Given a schedule with makespan T , let $\mathrm{VJob}_{\mathrm{j}, 1}^{\circ} \mathrm{j}, \mathrm{t}$ be the variable job scheduled on $\mathrm{CMach}_{\kappa(j, t)}$ (see Table 4.2) for each variable $x_{j}$ and occurrence $t \in[4]$. We choose the truth value of $x_{j}$ to be $\rho_{j, 1}$. The variable $x_{j}$ occurs exactly four times in the formulas, namely as a positive literal on the positions $\kappa(\mathfrak{j}, 1)$ and $\kappa(\mathfrak{j}, 2)$ and as a negative literal at position $\kappa(j, 3)$ and $\kappa(j, 4)$. Because of the above observations (see Figure 4.3), we know that $o_{j, 2}=o_{j, 1}$ and $\circ_{j, 3}=o_{j, 4} \neq o_{j, 1}$. Hence, for each variable $x_{j}$ and occurrence $t \in[4]$, the truth configuration $\mathrm{VJob}_{\mathrm{j}, 1}^{\circ}{ }_{\mathrm{j}, \mathrm{t}}$ corresponds exactly to the truth value $\mathrm{x}_{\mathrm{j}}$ contributes to the clause given by $\kappa(j, t)$. Lastly, for each clause $C_{i}$, there are exactly three variable jobs scheduled on the corresponding clause machines, and exactly one or two of these has $T$-configuration, if $C_{i}$ is a 1-in-3-clause or 2-in-3-clause respectively (Claim 4.9). Hence, $C_{i}$ is satisfied.
Next, we consider the case that a satisfying truth assignment is given. For each variable $x_{j}$, let $\triangleleft_{j}$ be the corresponding truth value and $\triangleright_{j}$ its negation. We set $\circ_{j, t}=\triangleleft_{j}$ for $t \in\{1,2\}$ and $\circ_{j, t}=\triangleright_{j}$ for $t \in\{3,4\}$ and assign $\mathrm{VJob}{ }_{j, 1}^{\mathrm{o}_{, 1}}$ to $\mathrm{CMach}_{\mathrm{K}(\mathrm{j}, \mathrm{t})}$. All the other jobs are assigned as indicated by Table 4.2 and Figure 4.3. It is easy to verify, that all jobs are assigned and each machine has a load of T .

The basic approach of using some kind of truth assignment and clause gadget for reductions in the context of restricted assignment and unrelated scheduling has been used before, see, e.g., [31, 40].
refined reduction. When trying to adapt the above reduction to the more restricted problem of RAI, we obviously have less latitude when defining the restrictions. To deal with this, we introduce additional gadgets and encode much more information into the job sizes. The idea of the reduction can be described as follows. We arrange the truth assignment gadgets on the left and the clause gadgets on the right. Consider the case that a truth assignment decision is made in the left most truth assignment gadget. Information about this decision-called signal in the following-has to be passed on to the proper clause gadgets passing multiple other truth assignment and clause gadgets on the way. This signal in the simple reduction simply corresponds to a variable job that is to be scheduled on its corresponding clause machine, and in order to prevent interaction with other gadgets, we could encode information about the corresponding variable into the size of the variable job. However, this would lead to a super constant number of job sizes. To avoid this, we introduce a new gadget called the bridge and highway gadget. Very roughly speaking, the signal is passed on to the highway via gateways; the highway passes each following truth assignment gadget using bridges and carries the signal to the proper clauses. Next, we give a detailed description and analysis of the refined reduction.
We adopt all the machines and jobs introduced in the simple reduction, but change the sizes and sets of eligible machines and introduce additional jobs and machines as well as private loads for every machine. We introduce the following jobs and machines:

- For each $\mathfrak{j} \in[\mathrm{n}]$ and $\mathrm{t} \in[4]$, we introduce one gateway machine GMach $_{\mathrm{j}, \mathrm{t}}$.
- For each $\mathfrak{j} \in[n], t \in[4]$ and $j^{\prime} \in\{j+1, \ldots n\}$, we introduce two bridge machines $\mathrm{BMach} \mathrm{In}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}$ and $\mathrm{BMachOut} \mathrm{j}_{\mathrm{t}, \mathrm{t} \mathrm{j}^{\prime}}$. Furthermore, we introduce two bridge jobs $\mathrm{BJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\top}$ and $\mathrm{BJob}_{\dot{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}}^{\perp}$.
- For each $\mathfrak{j} \in[n], t \in[4]$ and $\mathfrak{j}^{\prime} \in\{j, \ldots n\}$, we introduce two highway jobs $\mathrm{HJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\top}$ and $\mathrm{HJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\perp}$.
In order to define the intervals of eligible machines, we first need a total order of the machines. We partition the machines into blocks, define an internal order for each block, and then define an order of the blocks. Remember that $\mathrm{k}:[\mathrm{n}] \times[4] \rightarrow[2 \mathrm{~m}] \times[3]$ is a bijection indicating the positions of the occurrences of variables in the clauses. In particular, $k(j, 1)=(i, s)$ indicates that the first positive occurrence of variable $x_{j}$ is in clause $C_{i}$ on position $s$, and $\kappa(j, 2), \kappa(j, 3)$, and $\kappa(j, 4)$ indicate analogue information for the second positive, first negative, and second negative occurrence of $x_{j}$.

| Job | First machine | Last machine |
| :---: | :---: | :---: |
| $\mathrm{CJob}_{i, \mathrm{~s}}{ }^{\text {s }}$ | CMach $_{\text {i, }}$ | $\mathrm{CMach}_{\text {i,3 }}$ |
| TJob ${ }_{j}^{\circ}$ | TMach $_{\text {j, }}$ | TMach $_{\text {, } 2}$ |
| $\mathrm{VJob}_{j, t}^{\circ}$ | TMach $_{\text {j, }}$ ¢ $\left.\mathrm{t} / 2\right\rceil$ | GMach $_{\text {j,t }}$ |
| $\mathrm{BJob}_{j, t, j^{\prime}}^{\circ}$ | BMachIn ${ }_{j, t, j^{\prime}}$ | BMach0ut ${ }_{j, t, j^{\prime}}$ |
| $\mathrm{HJob}_{j, \mathrm{t}, \mathrm{j}^{\prime}}^{\circ}$ | BMachOut $_{j, t, j^{\prime}}$, if $j^{\prime}>{ }_{j}$, GMach $_{j, \mathrm{t}}$, if $\mathrm{j}^{\prime}=\mathfrak{j}$ | BMachIn ${ }_{j, t, j^{\prime}+1}$ if $j^{\prime}<n$, CMach $_{\kappa(j, t)}$, if $j^{\prime}=n$ |

Table 4.3: The sets of eligible machines for each job or job type, defined by the first and last eligible machine in the ordering. Note that in case of the highway jobs all four combinations of first and last machine are possible.

- For each $j \in[n]$, we have a truth assignment block $\mathcal{T}_{j}$ containing the truth assignment machines $\mathrm{TMach}_{\mathfrak{j}, 1}$ and $\mathrm{TMach}_{\mathfrak{j}, 2}$ in this order.
- For each $i \in[2 m]$, we have a clause block $\mathcal{C}_{i}$ containing the clause machines $\mathrm{CMach}_{i, s}$ for each $s \in[3]$ and ordered increasingly by $s$.
- For each $j \in[n]$, we have a successor block $\mathcal{S}_{j}$ containing the gateway machines $\mathrm{GMach}_{\mathfrak{j}, \mathrm{t}}$ for each $\mathrm{t} \in$ [4] and the bridge machines BMach0ut ${ }_{j}{ }^{\prime}, t, j$ for each $t \in[4]$ and $j^{\prime}<j$. For each machine, we define an index, namely $\kappa(j, t)$ for GMach $_{j, t}$ and $\kappa\left(j^{\prime}, t\right)$ for BMach0ut ${ }_{j}{ }^{\prime}, t, j$, and order the machines by the $d e-$ creasing lexicographical ordering of their indices. For example, if BMach0ut ${ }_{j_{1}, \mathrm{t}_{1}, \mathfrak{j}}$, BMach0ut $_{\mathrm{j}_{2}, \mathrm{t}_{2}, \mathrm{j}}$, GMach $_{\mathrm{j}, \mathrm{t}_{3}} \in \mathcal{S}_{\mathrm{j}}$ and $\mathrm{k}\left(\mathrm{j}_{1}, \mathrm{t}_{1}\right)=$ $(1,2), \kappa\left(j_{2}, t_{2}\right)=(1,1)$ and $\kappa\left(j, t_{3}\right)=(2,3)$, then $G M a c h ~ j_{j, t_{3}}$ precedes BMach0ut ${ }_{j 1, t_{1, j}}$ which in turn precedes BMach0ut ${ }_{j 2, t_{2, j}}$.
- For each $\mathfrak{j} \in[n]$ with $j>1$, we have a predecessor block $\mathcal{P}_{j}$ containing the bridge machines BMach $\mathrm{In}_{j^{\prime}, \mathrm{t}, \mathrm{j}}$ for each $\mathrm{t} \in[4]$ and $j^{\prime}<j$. Machine BMach $I n_{j^{\prime}, t, j}$ has index $\kappa\left(j^{\prime}, t\right)$ and the machines are ordered by the increasing lexicographical ordering of their indices.

The blocks are ordered as follows:

$$
\left(\mathcal{T}_{1}, \mathcal{S}_{1}, \mathcal{P}_{2}, \mathcal{T}_{2}, \mathcal{S}_{2}, \ldots, \mathcal{P}_{n}, \mathcal{T}_{n}, \mathcal{S}_{n}, \mathcal{C}_{1}, \ldots, \mathcal{C}_{2 m}\right)
$$

The sets of eligible machines are specified in Table 4.3 and the job sizes in Table 4.4. Note that we have prioritized comprehensibility over small sizes. For instance, it is not hard to see that the columns in Table 4.4 corresponding to the highway and clause jobs could be deleted and the reduction would still work.

|  | \# |  | B | H | C | T | V | V | V | V |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{CJob}_{i, \mathrm{~s}}^{\top}$ | $3 m=2 n$ | 1 | O | 0 | 1 | 0 | O | O | O | O | 0 |
| $\mathrm{CJob}_{i, \mathrm{~s}}^{\perp}$ | $3 \mathrm{~m}=2 \mathrm{n}$ | 1 | 0 | 0 | 1 | O | O | 0 | 0 | 0 | 1 |
| TJob ${ }_{j}^{\top}$ | n | 1 | 0 | 0 | O | 1 | 0 | 0 | 0 | O | 2 |
| TJob ${ }_{j}^{\perp}$ | n | 1 | O | 0 | O | 1 | 0 | O | O | O | 0 |
| VJob ${ }_{j, 1}^{\top}$ | n | 1 | O | O | O | O | 1 | 0 | O | O | O |
| VJob ${ }_{j, 2}^{\top}$ | n | 1 | O | 0 | O | O | O | 1 | O | O | O |
| $V^{\prime}$ Job $_{j, 3}^{\top}$ | n | 1 | O | O | 0 | O | O | O | 1 | 0 | O |
| $\mathrm{VJob}_{j, 4}^{\top}$ | n | 1 | O | 0 | 0 | O | O | O | O | 1 | O |
| VJob ${ }_{j, 1}^{\perp}$ | n | 1 | O | 0 | 0 | O | 1 | O | O | 0 | 1 |
| VJob ${ }_{\mathrm{j}, 2}^{\perp}$ | n | 1 | O | 0 | 0 | O | O | 1 | O | 0 | 1 |
| VJob ${ }_{j, 3}^{\perp}$ | n | 1 | O | 0 | 0 | O | O | O | 1 | O | 1 |
| $\mathrm{VJob}_{j, 4}^{\perp}$ | n | 1 | O | 0 | 0 | O | O | O | 0 | 1 | 1 |
| $\mathrm{BJob}_{j, \mathrm{t}, \mathrm{j}^{\prime}}^{\top}$ | $2 n(n-1)$ | 1 | 1 | O | 0 | O | O | O | O | O | O |
| BJob ${ }_{j, t, j^{\prime}}^{\perp}$ | $2 n(n-1)$ | 1 | 1 | 0 | O | O | O | 0 | 0 | O | 1 |
| $\mathrm{HJob}_{j, t, j^{\prime}}^{\top}$ | $2 n(n+1)$ | 1 | 0 | 1 | 0 | 0 | 0 | 0 | O | 0 | 1 |
| HJob $_{j, t, j^{\prime}}^{\perp}$ | $2 n(n+1)$ | 1 | O | 1 | O | O | O | O | O | 0 | 0 |
| $\mathrm{CMach}_{\mathrm{i}, \mathrm{s}}$ | $6 \mathrm{~m}=4 \mathrm{n}$ | 1 | 1 | 0 | O | 1 | 1 | 1 | 1 | 1 | 1 |
| TMach $_{\text {j, }}$ | n | O | 1 | 1 | 1 | O | O | O | 1 | 1 | O |
| TMach $_{\text {j,2 }}$ | n | O | 1 | 1 | 1 | 0 | 1 | 1 | 0 | O | 0 |
| GMach $_{\mathrm{j}, 1}$ | n | 1 | 1 | O | 1 | 1 | O | 1 | 1 | 1 | 1 |
| GMach $_{\text {j,2 }}$ | n | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 1 |
| GMach $_{\mathbf{j}, 3}$ | n | 1 | 1 | 0 | 1 | 1 | 1 | 1 | o | 1 | 1 |
| GMach $_{\text {j, } 4}$ | n | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | O | 1 |
| BMachIn ${ }_{j, t, j^{\prime}}$ | $2 n(n-1)$ | 1 | O | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| BMach0ut $_{\text {j, } \mathrm{t}, \mathrm{j}^{\prime}}$ | $2 n(n-1)$ | 1 | O | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| Makespan T |  | 3 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 |

Table 4.4: Table of job and machine types with job sizes and private loads and the makespan. The second column states the number of jobs and machines of the respective types. Each horizontal sequence of numbers following the second column indicates the size of the respective job or private load. Each of the corresponding columns serves a function in the reduction: the first bounds the number of jobs on each machines; the following eight implement restrictions for the bridge, highway, clause, truth assignment and variable jobs; and the last encodes truth values.
example refined reduction. We consider the same formula as we did for the simple reduction, that is:

$$
\left(\neg x_{2}, \neg x_{3}, x_{1}\right)_{1} \wedge\left(\neg x_{1}, x_{2}, \neg x_{3}\right)_{1} \wedge\left(x_{3}, \neg x_{2}, x_{1}\right)_{2} \wedge\left(\neg x_{1}, x_{3}, x_{2}\right)_{2}
$$

The values of $\kappa$ for the occurrences of the first two variables together with the resulting increasing lexicographical ordering is depicted in Table 4.5. Furthermore, in Figure 4.4 the truth assignment as well as the bridge and highway gadget for the first two variables are depicted.

| $(j, t)$ | $(1,1)$ | $(1,2)$ | $(1,3)$ | $(1,4)$ | $(2,1)$ | $(2,2)$ | $(2,3)$ | $(2,4)$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathrm{K}(\mathrm{j}, \mathrm{t})$ | $(1,3)$ | $(3,3)$ | $(2,1)$ | $(4,1)$ | $(2,2)$ | $(4,3)$ | $(1,1)$ | $(3,2)$ |
| Ordering | $(2,3)$ | $(1,1)$ | $(1,3)$ | $(2,1)$ | $(2,4)$ | $(1,2)$ | $(1,4)$ | $(2,2)$ |

Table 4.5: The occurrences of the first two values in the clauses and the resulting increasing lexicographical ordering of the occurrences.

ANALYSis Refined reduction. We have:
Claim 4.11. The overall size of the jobs is exactly $|\mathcal{M}| T$.
Proof. This can be verified by basic arithmetic using Table 4.4. For simplicity, this can also be done digit by digit. We look at the last digit as an example. Note that we have $4 n^{2}+6 n$ machines and the last digit of the makespan is 2 . Summing up the last digits of the job sizes, on the other hand, yields $2 n+2 n+n+n+n+n+2 n(n-1)+2 n(n+$ $1)+4 n+n+n+n+n+2 n(n-1)+2 n(n-1)=8 n^{2}+12 n$.

Like for the simple reduction, we proof a sequence of easy claims concerning the properties of a schedule for the constructed instance with makespan $T$.
Claim 4.12. Each machine receives exactly 4 jobs if it is a truth assignment machine and exactly 3 jobs otherwise (including private loads).

Proof. This follows directly from Claim 4.11 and the job sizes defined in Table 4.4.

Since each machine receives at most 4 jobs and each digit in the job sizes is bounded by 2 , we may consider each digit of the involved numbers independently, e.g., if two jobs and the makespan have a 1 at the $l$-th digit, we already know that these jobs cannot be scheduled on the same machine. This already implies a series of claims:
Claim 4.13. The jobs $\mathrm{TJob}_{j}^{\top}$ and $\mathrm{TJob}_{j}^{\perp}$ can exclusively be scheduled on $\mathrm{TMaCh}_{j, 1}$ and $\mathrm{TMach}_{\mathrm{j}, 2}$, for each $\mathfrak{j} \in[\mathrm{n}]$, and each of the two machines receives exactly one of the two jobs.
 intervals of eligible machines for the respective jobs. In the picture, we use a more compact notation for the machines, and write, e.g., $T M_{1,1}$ instead of TMach ${ }_{1,1}$.


Figure 4.5: The bridge and highway gadget. The intervals of eligible machines of highway, bridge and variable jobs are depicted in blue, red and orange, respectively. In this example, variable $x_{n}$ occurs for the second time in its positive form in the last clause at the first position, and for the first time in its negative form in the first clause at the first position.

Claim 4.14. The jobs $\mathrm{VJob}_{j, \mathrm{t}}^{\top}$ and $\mathrm{VJob}_{\mathrm{j}, \mathrm{t}}^{\perp}$ can exclusively be scheduled on $\mathrm{TMach}_{j,\lceil\mathrm{t} / 2\rceil}$ and $\mathrm{GMach}_{\mathrm{j}, \mathrm{t}}$, for each $\mathfrak{j} \in[\mathrm{n}]$ and $\mathrm{t} \in[4]$, and each of the two machines receives exactly one of the two jobs.
Claim 4.15. Bridge jobs can exclusively be scheduled on bridge machines and each bridge machine receives exactly one bridge job.

Claim 4.16. Highway jobs can exclusively be scheduled on bridge, gateway and clause machines and each such machine receives exactly one highway job.

Claim 4.17. Each clause machine $\mathrm{CMach}_{i, s}$ receives exactly one of the corresponding clause jobs $\mathrm{CJob}_{i, s^{\prime}}^{{ }^{s^{\prime}}}$ with $s^{\prime} \in[3]$.
At this point, we already know that variable (and truth assignment) jobs can exclusively be scheduled on the first or last machine of their respective interval of eligible machines. The next step is to show that the same holds for highway and bridge jobs. To do so, the ordering of the bridge and highway machines is of critical importance.
Claim 4.18. The jobs $\mathrm{BJob}_{j, \mathrm{t}, \mathrm{j}^{\prime}}^{\top}$ and $\mathrm{BJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\perp}$ can exclusively be scheduled on BMachIn $n_{j, t, j^{\prime}}$ and BMachOut ${ }_{j, t, j^{\prime}}$, for each $\mathfrak{j} \in[n], j^{\prime} \in\{j+$ $1, \ldots, n\}$ and $t \in[4]$, and each of the two machines receives exactly one of the two jobs.

Proof. The claim can be proved with a simple inductive argument: Let $j^{\prime} \in\{2, \ldots, n\}$ and, furthermore, $\left(j_{\ell}, t_{\ell}\right) \in\left[j^{\prime}-1\right] \times[4]$ denote the $\ell$-th element from $\left[j^{\prime}-1\right] \times[4]$ when ordering the pairs $(j, t) \in\left[j^{\prime}-1\right] \times[4]$ by the increasing lexicographical ordering of the pairs $k(j, t)$. Considering the ordering of the machines and the job restrictions, $\mathrm{BJob}_{j_{1}, \mathrm{t}_{1}, \mathrm{j}^{\prime}}^{\top}$ and $\mathrm{BJob}_{\mathrm{j}_{1}, \mathrm{t}_{1, j} \mathrm{j}^{\prime}}^{\perp}$ are the only bridge jobs that can be scheduled on BMachIn $n_{j_{1}, t_{1}, j^{\prime}}$ and BMachOut ${ }_{j, t_{1}, j^{\prime}}$ (see Figure 4.5). Hence, the claim has to hold for $\left(j_{1}, t_{1}\right)$. But then again $B J o b_{j_{2}, t_{2}, j^{\prime}}^{\top}$ and $B J o b b_{j_{2}, t_{2}, j^{\prime}}^{\perp}$ are the only remaining bridge jobs that can be scheduled on BMachIn $\mathrm{j}_{2, \mathrm{t}_{2}, \mathrm{j}^{\prime}}$ and BMachOut ${ }_{j 2}, \mathrm{t}_{2}, \mathrm{j}^{\prime}$, and so on.

| Machine | Possible Schedule |
| :---: | :---: |
| TMach $_{\text {j, }}$ | $\left\{\mathrm{TJob}_{\mathrm{j}}^{\top}, \mathrm{VJob}_{\mathrm{j}, 1}^{\top}, \mathrm{VJob}_{\mathrm{j}, 2}^{\top}\right\},\left\{\mathrm{TJob}_{\mathrm{j}}^{\perp}, \mathrm{VJob}_{\mathrm{j}, 1}^{\perp}, \mathrm{VJob}_{\mathrm{j}, 2}^{\perp}\right\}$ |
| TMach $_{\text {j,2 }}$ | $\left\{\mathrm{TJob}_{\mathrm{j}}^{\top}, \mathrm{VJob}_{\mathrm{j}, 3}^{\top}, \mathrm{VJob}_{\mathrm{j}, 4}^{\top}\right\},\left\{\mathrm{TJob}_{\mathrm{j}}^{\perp}, \mathrm{VJob}_{\mathrm{j}, 3}^{\perp}, \mathrm{VJob}_{\mathrm{j}, 4}^{\perp}\right\}$ |
| GMach $_{\text {j,t }}$ | $\left\{\mathrm{VJob}_{\mathfrak{j}, \mathrm{t}}^{\top}, \mathrm{HJob}_{j, \mathrm{t}, \mathrm{j}}^{\top}\right\},\left\{\mathrm{VJob}{ }_{\mathrm{j}, \mathrm{t}}^{\perp}, \mathrm{HJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}}^{\perp}\right\}$ |
| BMachIn $\mathrm{j}, \mathrm{t,j}^{\prime}$ | $\left\{\mathrm{BJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\top}, \mathrm{HJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}-1}^{\top}\right\},\left\{\mathrm{BJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\perp}, \mathrm{HJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}-1}^{\perp}\right\}$ |
| BMach0ut ${ }_{j, t, j^{\prime}}$ | $\left\{\mathrm{BJob}_{j, \mathrm{t}, \mathrm{j}^{\prime}}^{\top} \mathrm{HJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\top}\right\},\left\{\mathrm{BJob}_{\mathfrak{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\perp}, \mathrm{HJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\perp}\right\}$ |
| CMach $_{\text {i,s }}$ (1-in-3) | $\begin{aligned} & \left\{\operatorname{CJob}_{i, 1}^{\top}, \operatorname{HJob}_{\kappa^{-1}(i, s), n}^{\top}\right\},\left\{\operatorname{CJob}_{i, 2}^{\perp}, \operatorname{HJob}_{\kappa^{-1}(i, s), n}^{\perp}\right\}, \\ & \left\{\operatorname{CJob}_{i, 3}^{\perp}, \operatorname{HJob}_{\kappa^{-1}(i, s), n}^{\perp}\right\} \end{aligned}$ |
| CMach $_{\text {i,s }}$ (2-in-3) | $\begin{aligned} & \left\{\mathrm{CJob}_{i, 1}^{\top}, \mathrm{HJob}_{\kappa^{-1}(i, s), n}^{\top}\right\},\left\{\mathrm{CJob}_{i, 2}^{\top}, \mathrm{HJob}_{\kappa^{-1}(i, s), n}^{\top}\right\}, \\ & \left\{\mathrm{CJob}_{i, 3}^{\perp}, \mathrm{HJob}_{\kappa^{-1}(i, s), n}^{\perp}\right\} \end{aligned}$ |

Table 4.6: For each machine there are only few possible jobs that may be assigned to it in a schedule with makespan $T$. Each set corresponds to one of the possible schedules.

Claim 4.19. The jobs $\mathrm{HJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\top}$ and $\mathrm{HJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\perp}$ can exclusively be scheduled on machine $X$ and $Y$, for each $j \in[n], j^{\prime} \geqslant j$, and $t \in[4]$; where $X=$ BMachOut $_{j, t, j^{\prime}}$ if $\mathfrak{j}^{\prime}>\mathfrak{j}$, and $X=$ GMach $_{\mathfrak{j}, \mathrm{t}}$ otherwise, and $Y=B M a c h I n_{j, t, j^{\prime}+1}$ if $j^{\prime}<n$, and $Y=$ CMach $_{k(j, t)}$ otherwise. Furthermore, each of the two machines receives exactly one of the two jobs.

Proof. We can use the same argument (with reversed orderings) as we did in the last claim. It is only slightly more complicated, because more machine types are involved.

Summing up, each job except for clause jobs may only be scheduled on the first or last machine of their interval of eligible machines, and each of these machines receives either the respective job in $T$ - or $\perp$ configuration. Considering this distribution of the jobs and the last digit of the size vectors, we get the following two claims:
Claim 4.20. For any machine, the jobs assigned to this machine all have the same truth configuration (excluding private loads).
Claim 4.21. For each $i \in[2 m]$, the three clause machines corresponding to $i$ receive exactly one highway job with $T$-configuration, if $C_{i}$ is a 1-in-3-clause, and exactly two such jobs, if $C_{i}$ is a 2-in-3-clause.

The former property together with the possible job distribution determined so far implies that there are only few possible schedules for each machine. We summarize these schedules in Table 4.6. Furthermore, we can infer that the truth assignment gadget works essentially the same as before (see Figure 4.3):
Claim 4.22. Let $\mathrm{j} \in[\mathrm{n}]$. The truth configuration of any job scheduled on $\mathrm{TMach}_{\mathfrak{j}, 1}$ is distinct from the truth configuration of any job scheduled on TMach $_{j, 2}$.

Lastly, we can show that the bridge and highway gadget works as well:

Claim 4.23. Let $j \in[n]$ and $t \in[4]$. The variable job scheduled on TMach $_{\mathfrak{j},\lceil\mathrm{t} / 2\rceil}$ and the highway job scheduled on $\mathrm{CMach}_{\mathrm{K}(\mathrm{j}, \mathrm{t})}$ have the same truth configuration.

Proof. Note that the truth configuration of the variable job scheduled on $\mathrm{GMach}_{j, t}$ compared with the one of the variable job scheduled on $\mathrm{TMach}_{\mathrm{j},\lceil\mathrm{t} / 2\rceil}$ is reversed. Hence, the highway job scheduled on $\mathrm{GMach}_{\mathrm{j}, \mathrm{t}}$ also has the reversed truth-configuration while the highway job that is passed on again has the original truth-configuration. This argument can be repeated with the bridge and highway jobs in the following, yielding the asserted claim.

Using the above claims, we can conclude the proof of Theorem 4.1 via the following Lemma:
LEMMA 4.24. There is a satisfying truth assignment for the given 3-SAT* instance, if and only if there is a schedule with makespan T for the constructed RAI instance.

Proof. Given a schedule with makespan T, let $\mathrm{HJob}_{j, t, n}^{0_{j, t}}$ be the highway job scheduled on $\mathrm{CMach}_{\mathrm{K}(\mathrm{j}, \mathrm{t})}$ for each variable $x_{j}$ and occurrence $t \in[4]$ (see Table 4.6). We choose the truth value of $x_{j}$ to be $\circ_{j, 1}$. Considering the distribution of jobs on the truth assignment machines (see Table 4.6 ), as well as Claim 4.22 and 4.23 , we know that for each variable $x_{j}$ and occurrence $t \in[4]$, the truth configuration $\circ_{j, t}$ corresponds exactly to the truth value $x_{j}$ contributes to the clause given by $\kappa(j, t)$. Furthermore, we know that for each clause $C_{i}$, there are exactly three variable jobs scheduled on the corresponding clause machines, and exactly one or two of these has $T$-configuration, if $C_{i}$ is a 1-in-3-clause or 2-in-3-clause, respectively (Claim 4.21). Hence, $C_{i}$ is satisfied.

Next, we consider the case that there is a satisfying truth assignment. Let $\triangleleft_{j}$ be the corresponding truth value of variable $x_{j}$ and $\triangleright_{j}$ its negation. We set $\triangle_{j, t}=\triangleleft_{j}$ for $t \in\{1,2\}$ and $\triangle_{j, t}=\triangleright_{j}$ for $t \in\{3,4\}$ and assign $\operatorname{HJob}_{j, t, n}^{\triangle_{j, t}}$ to $\operatorname{CMach}_{\kappa(j, t)}$. Let $\nabla_{j \mathrm{j}}$ be the negation of $\triangle_{\mathfrak{j} t}$. All the other jobs are assigned as indicated by the claims and Table 4.6 in particular: Each machine receives its private load; $\mathrm{CMach}_{\kappa(j, t)}$ additionally receives one of the eligible remaining clause jobs with $\triangle_{j, t}$-configuration (this can be done because the truth assignment is satisfying); BMach0ut ${ }_{j, t, j^{\prime}}$ receives $\mathrm{HJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\nabla \mathrm{j}, \mathrm{t}}$ and $\mathrm{BJob}_{j, t, j^{\prime}}^{\nabla \mathrm{j}, \mathrm{t}} ;$ BMachIn $_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}$ receives $\mathrm{HJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}-1}^{\triangle_{\mathrm{j}, \mathrm{t}}}$ and $\mathrm{BJob}_{\mathrm{j}, \mathrm{t}, \mathrm{j}^{\prime}}^{\triangle_{\mathrm{j}, \mathrm{t}}} ; \mathrm{GMach}_{\mathrm{j}, \mathrm{t}}$ re-
 $\mathrm{TJob}_{\mathrm{j}}^{\triangle} \triangle_{\mathrm{j}, 1}$; and $\mathrm{TMach}_{\mathrm{j}, 2}$ receives $\mathrm{VJob}_{\mathrm{j}, 3}^{\triangle_{\mathrm{j}, 3}}, \mathrm{VJob}_{\mathrm{j}, 4}^{\triangle_{\mathrm{j}, 4}}$ as well as $\mathrm{TJob}_{\mathrm{j}} \triangle_{\mathrm{j}, 3}$. It is easy to verify, that all jobs are assigned and each machine has a load of T .

In this section, we first present some preliminary observations concerning $\operatorname{RAR}(\mathrm{R})$ and discuss the relationship of the problem with RAI and LRS(D). Next, we revisit established reductions for the restricted assignment problem and show that they can be modeled with only few resources. This already gives the result for 4 resources in Theorem 4.2. Lastly, we study the cases with 2 and 3 resources. We first give a reduction for $R=3$ and then refine the result to work for $R=2$ as well thereby concluding the proof of Theorem 4.2 and Theorem 4.3 .
preliminaries. Recall that in the problem of scheduling with resource restrictions with $R$ resources ( $\operatorname{RAR}(R)$ ), a set $\mathcal{R}$ of $R$ (renewable) resources is given, each machine $i$ has a resource capacity ${c_{r}(i) \text { and }}^{( })$ each job $j$ has a resource demand $d_{r}(j)$ for each $r \in \mathcal{R}$. Job $j$ is eligible on machine $i$, if $d_{r}(j) \leqslant c_{r}(i)$ for each resource $r$. We allow arbitrary real values for the capacities and demands but it is not hard to see that relatively small integer values suffice. Indeed, given an instance of $\operatorname{RAR}(R)$, we may perform the following two steps: First, we increase for each job $j$ and each resource $r$ the demand $d_{r}(j)$ to the smallest value included in $\left\{\boldsymbol{c}_{r}(\mathfrak{i}) \mid i \in \mathcal{M}, c_{r}(i) \geqslant d_{r}(\mathfrak{j})\right\}$ (if this set is empty the job cannot be processed anywhere). Afterwards, there are at most $\mathrm{m}=|\mathcal{M}|$ distinct demand or capacity values for each resource, and we can change the smallest value to 1 the second to 2 and so on. This yields an instance with the same restrictions and the property that all the capacities and demands are included in [m].

Technically, there are two versions of the problem $\operatorname{RAR}(\mathrm{R})$ depending on whether the resources, demands and capacities are explicitly given or not. In the second variant recognition is an issue that we do not address in this work since our results work for both versions of the problem. However, note that the proof of the following lemma gives some intuition concerning this:
lemma 4.25. Each restricted assignment instance with m machines is also $a \operatorname{RAR}(\mathrm{~m})$ instance; and for each $\mathrm{m} \in \mathbb{N}$ there is a $\operatorname{RAR}(\mathrm{m})$ instance with $m$ machines (and $m$ jobs) that is not a $\operatorname{RAR}(\mathrm{R})$ instance for any $\mathrm{R}<\mathrm{m}$.

Proof. Given a restricted assignment instance with $m$ machines, we define resources, demands and capacities that model the given restrictions. First, we identify each machine with a resource, that is, we set $\mathcal{R}=\mathcal{M}$. Furthermore, we set the capacities of machine $i \in \mathcal{M}$ concerning resource $r \in \mathcal{R}$ to be $\boldsymbol{c}_{r}(i)=1$ if $r \neq i$ and $c_{i}(i)=0$; and the demand of job $j \in \mathcal{J}$ concerning $r$ to be $d_{r}(i)=0$ if $r \in \mathcal{M}(j)$, and $d_{r}(i)=1$ otherwise. It is easy to check that for each job $j$ and machine $i$, we have $d_{r}(j) \leqslant c_{r}(i)$ for each resource $r$, if and only if $i \in \mathcal{M}(j)$.

The next goal is to construct a simple $\operatorname{RAR}(\mathfrak{m})$ instance for each $m \in \mathbb{N}$. We first collect some simple observations. Given some instance of $\operatorname{RAR}(R)$ with $j \in \mathcal{J}$ and $\mathfrak{i}^{\prime} \in \mathcal{M} \backslash \mathcal{M}(j)$, we know that there is
a resource $r\left(j, i^{\prime}\right) \in \mathcal{R}$ such that $c_{r\left(j, i^{\prime}\right)}\left(i^{\prime}\right)<d_{r\left(j, i^{\prime}\right)}(j)$ (otherwise $\left.i^{\prime} \in \mathcal{M}(j)\right)$. One could say that $r\left(j, i^{\prime}\right)$ separates $i^{\prime}$ from $j$ or $\mathcal{M}(j)$. On the other hand, we know that $d_{r}(j) \leqslant c_{r}(i)$ for each $i \in \mathcal{M}(j)$ and $r \in \mathcal{R}$. Let $i \in \mathcal{M}(j)$. Now, consider the case that we have another job $j^{\prime}$ with $\mathfrak{i}^{\prime} \in \mathcal{M}\left(j^{\prime}\right)$ and $i \in \mathcal{M} \backslash \mathcal{M}\left(j^{\prime}\right)$. Then we have $r\left(j, i^{\prime}\right) \neq r\left(j^{\prime}, i\right)$, because otherwise:

$$
\begin{aligned}
& d_{r\left(j^{\prime}, i\right)}(j) \leqslant \\
&= c_{r\left(j^{\prime}, i\right)}(i)<d_{r\left(j^{\prime}, i\right)}\left(j^{\prime}\right) \leqslant \\
&\left(i^{\prime}\right)<d_{r\left(j, j^{\prime}, i\right)}\left(i^{\prime}\right) \\
&(j)=d_{r\left(j^{\prime}, i\right)}(j)
\end{aligned}
$$

Using this insight, we construct the instance as follows: We set $\mathcal{M}=[\mathrm{m}]$ and $\mathcal{J}=\{\mathfrak{j} \subseteq \mathcal{M}| | \mathfrak{j} \mid=\mathfrak{m}-1\}$ with $\mathcal{M}(\mathfrak{j})=\mathfrak{j}$. We may assume unit processing times. This instance has exactly $m$ jobs and machines and we know that it is a $\operatorname{RAR}(m)$ instance because of the first part of the proof. Now, given any resources $\mathcal{R}$ along with capacities and demands that model the restrictions for the above instance, we show that $|\mathcal{R}| \geqslant \mathrm{m}$. For each $\mathfrak{j} \in \mathcal{J}$ let $\mathfrak{i}_{j} \in \mathcal{M}$ be the single machine that is restricted to process $\mathfrak{j}$, i.e., $\mathfrak{i}_{\mathfrak{j}} \in \mathcal{M} \backslash \mathcal{M}(\mathfrak{j})$. This implies $\mathcal{M}=\left\{\mathfrak{i}_{\mathfrak{j}} \mid \boldsymbol{j} \in \mathcal{J}\right\}$ and due to the above observation, we have $r\left(\mathfrak{j}, \mathfrak{i}_{\mathfrak{j}}\right) \neq r\left(\mathfrak{j}^{\prime}, \mathfrak{i}_{\mathfrak{j}^{\prime}}\right)$ for each pair of distinct jobs $\mathfrak{j}, \mathfrak{j}^{\prime} \in \mathcal{J}$. Hence, $\left\{r\left(\mathfrak{j}, \mathfrak{i}_{\mathfrak{j}}\right) \mid \mathfrak{j} \in \mathcal{J}\right\}=\mathcal{R}^{\prime} \subseteq \mathcal{R}$ and $\left|\mathcal{R}^{\prime}\right|=\mathrm{m}$ concluding the proof.

The relationship between scheduling with resource and interval restrictions is discussed in the following lemma:

Lemma 4.26. Each RAR(1) instance is also a RAI instance and there is a RAI instance that is not a RAR(1) instance. Moreover, each RAI instance is also a $\operatorname{RAR}(2)$ instance and there is a $\operatorname{RAR}(2)$ instance that is not a RAI instance. With a slight abuse of notation, we may write: $\operatorname{RAR}(1) \subset R A I \subset$ RAR(2).

Proof. Given an instance of $\operatorname{RAR}(1)$, we may sort the machines based on their capacity values decreasingly. Than each job $j$ that can be processed on any machine, can also be processed on any predecessor of this machine. Hence, $\mathcal{M}(\mathfrak{j})$ corresponds to an interval of machines starting with the first machine. On the other hand, consider an instance with two machines and two jobs. The first job is (exclusively) eligible on the first machine and the second one on the second. This instance is a RAI but not a $\operatorname{RAR}(2)$ instance.
Given an instance of RAI, we may assume w.l.o.g. $\mathcal{M}=[m]$ and that the ordering of the machines is the natural ordering. We set $\mathcal{R}=[2]$. Furthermore, for each machine $i$, we set $c(i)=(i,(m+1)-i)$; and for each job $j$ with $\mathcal{M}(j)=\{\ell, \ldots, r\}$, we set $d(j)=(\ell,(m+1)-r)$ (see Figure 4.6). If $i \in \mathcal{M}(j)$, we have $c_{1}(i)=\mathfrak{i} \geqslant \ell=d_{1}(j)$ and $c_{2}(i)=(m+1)-i \geqslant(m+1)-r=d_{2}(j)$; and if $i \in \mathcal{M} \backslash \mathcal{M}(j)$, we have either $i<\ell$ or $i>r$ which implies $c_{1}(i)<d_{1}(j)$ or $c_{2}(i)<d_{2}(j)$ respectively.
Lastly, we construct an instance of $\operatorname{RAR}(2)$ that is not a RAI instance. Let $\mathcal{M}=[4], \mathcal{R}=[2]$ and $\mathcal{J}=\{\{1,2,3,4\},\{1,2\},\{1,3\},\{1,4\}\}$. We may


Figure 4.6: The left picture visualizes that each RAI instance can be seen as a $\operatorname{RAR}(2)$ instance and the right one depicts an $\operatorname{RAR}(2)$ instance that is not a RAI instance. In both pictures, each dimension corresponds to a resource, the squares mark the capacities of machines and the circles the demands of jobs. If the capacity of a machine is at least as big as the demand of a job in both dimension, the job is eligible on the machine.

| Machine | Capacity | Job | Demand |
| :--- | :--- | :--- | :--- |
| $\mathbf{1}$ | $(3,3)$ | $\{1,2,3,4\}$ | $(0.5,0.5)$ |
| 2 | $(4,1)$ | $\{1,2\}$ | $(2.5,0.75)$ |
| 3 | $(2,2)$ | $\{1,3\}$ | $(1.5,1.5)$ |
| 4 | $(1,4)$ | $\{1,4\}$ | $(0.75,2.5)$ |

Table 4.7: A simple example of a $\operatorname{RAR}(2)$ instance that is not a RAI instance. Note that all demands could be rounded up to the next integer value without changing the construction.
assume unit job sizes. The resource capacities and demands are given in Table 4.7 and the construction is illustrated in Figure 4.6. It is easy to see that $\mathcal{M}(j)=j$ for each $\mathfrak{j} \in \mathcal{J}$. In any total ordering of the machines in which each job is eligible on consecutive machine, the machine 1 has to be a direct neighbor of 2,3 and 4 . This is not possible.

We already mentioned in the introduction that there is a close relationship between scheduling with resource restrictions and low rank unrelated scheduling. Remember that in the rank D unrelated scheduling problem (LRS(D)) the processing time matrix $\left(p_{i j}\right)_{i \in \mathcal{M}, j \in \mathcal{J}}$ has a rank of at most $D$, or, equivalently, there is a $D$ dimensional size or speed vector $s(\mathfrak{j})$ or $v(\mathfrak{i})$ for each job $\mathfrak{j}$ or machine $\mathfrak{i}$ respectively, and the processing time $p_{i j}$ is given by $\sum_{d \in[D]} s_{d}(j) v_{d}(i)$. It is easy to construct for any $m \in \mathbb{N}$ a $\operatorname{RAR}(1)$ instance that is a $\operatorname{LRS}(m)$ instance as well: The instance with $\mathcal{J}=\mathcal{M}=[m], \mathcal{R}=\{1\}, d_{1}(k)=c_{1}(k)=k$ for each $k \in[m]$ and unit processing times suffices (assuming that the number $\infty$ is interpreted as some sufficiently big number). On the
other hand, any $R A R(R)$ instance can be approximated with arbitrary precision by $\operatorname{LRS}(R+1)$ instances in the following sense:
LEMMA 4.27. Let I be a $\mathrm{RAR}(\mathrm{R})$ instance. For any $\varepsilon, \mathrm{K}>0$, there is a $\operatorname{LRS}(\mathrm{R}+1)$ instance $\mathrm{I}^{\prime}$ with the same jobs and machines and the following property: Let $p_{i j}^{\prime}$ be the processing time of job $j$ on machine $i$ in instance $I^{\prime}$. We have $p_{j} \leqslant p_{i j}^{\prime} \leqslant p_{j}+\varepsilon$ if $i \in \mathcal{M}(j)$ and $p_{i j}^{\prime} \geqslant p_{j}+K$ otherwise.

Proof. W.l.o.g. we assume $\mathcal{R}=[R]$. Let $\delta=\varepsilon / R$ and $N=\max \{K / \delta, 1\}$. We define the size and speed vectors of $I^{\prime}$ as follows: For each job $j$ we set $s_{r}^{\prime}(j)=\delta N^{d_{r}(j)}$ for each $r \in[R]$, as well as $s_{R+1}^{\prime}(j)=p_{j}$. Moreover, for each machine $i$ we set $v_{r}^{\prime}(\mathfrak{j})=N^{-c_{r}(\mathfrak{j})}$ for each $r \in$ $[R]$, as well as $v_{R+1}^{\prime}(j)=1$. Then $p_{i j}^{\prime}=\sum_{r \in[R+1]} s_{r}(j) v_{r}(i)=p_{j}+$ $\sum_{r \in[R]} \delta N^{d_{r}(j)-c_{r}(j)}$ and therefore $p_{i j}^{\prime} \geqslant p_{j}$ in any case. Furthermore, if $i \in \mathcal{M}(j)$, we have $d_{r}(j) \leqslant c_{r}(j)$ for each $r \in[R]$, and hence $p_{i j}^{\prime} \leqslant$ $p_{j}+R \delta=p_{j}+\varepsilon$. If, on the other hand, $i \notin \mathcal{M}(j)$, then there is an $r \in[R]$ such that $d_{r}(j)>c_{r}(j)$ yielding $p_{i j}^{\prime} \geqslant p_{j}+\delta N \geqslant p_{j}+K$.

The above lemma implies that from the perspective of approximation algorithms $\operatorname{RAR}(R)$ is essentially included in $\operatorname{LRS}(R+1)$. We could use this lemma and Theorem 4.1 or Theorem 4.2 to show that there is no PTAS for LRS(3) unless $\mathrm{P}=\mathrm{NP}$. While this is already known [31], the resulting construction may be more accessible.
established reductions revisited. In the following, we first present the classical reduction by Lenstra et al. [108] showing 1.5inapproximability for the restricted assignment problem. We show that the restricted assignment instances in this reduction can be modeled using 6 resources yielding the same hardness for RAR(6). Nearly the same argument was used by Bhaskara et al. [16] to show 1.5inapproximability for $\operatorname{LRS}(7)$. Next, we take the same approach for the more recent reduction by Ebenlendr et al. [40] and show 1.5inapproximability already for 4 resources.
In the 3-DM problem, the input consists of three disjoint sets $A$, $B$ and $C$ with $|A|=|B|=|C|=n \in \mathbb{N}$, as well as a set of triplets $E \subseteq\{\{a, b, c\} \mid a \in A, b \in B, c \in C\}$. The goal is to decide whether there is a subset $F \subseteq E$ that perfectly covers $A, B$ and $C$, that is, for each $x \in A \cup B \cup C$ there is exactly one triplet $e \in F$ with $x \in e$. The set $F$ is called a $3 D$-matching. We assume that the elements of $A, B$ and $C$ are indexed, that is, $A=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}, B=\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$ and $C=\left\{c_{1}, c_{2}, \ldots, c_{n}\right\}$. Furthermore, we assume that for each $x \in$ $A \cup B \cup C$ there is at least one $e \in E$ with $x \in E$ (otherwise the problem is trivial). Via a reduction from 3-DM to the restricted assignment problem, Lenstra et al. [108] showed:
THEOREM 4.28 ([108]): There is no polynomial time approximation algorithm for restricted assignment with rate smaller than 1.5 unless $\mathrm{P}=\mathrm{NP}$.

Proof. Given an instance of 3-DM, we set $\mathcal{M}=\mathrm{E}$ and $\mathrm{E}(\mathrm{x})=\{e \in \mathrm{E} \mid x \in$ $e\}$ for each $x \in A \cup B \cup C$. For each $a \in A$, we introduce $|E(a)|-1 \geqslant 0$ many dummy jobs with size 2 and eligible on machines $e \in E(a)$. Moreover, for each $x \in B \cup C$ we introduce an element job with size 1 eligible on machines $e \in E(x)$. Note that the overall size of the jobs is given by $2 n+2 \sum_{a \in A}(|E(a)|-1)=2 n+2(|E|-n)=2|\mathcal{M}|$.

If there is a schedule with makespan 2 for this instance, then each machine either processes two element or one dummy job. For each $x \in$ $B \cup C$, we have $x \in e$ for the machine $e$ processing the corresponding element job, and, furthermore, for each $a \in A$, there is exactly one machine $e$ with $a \in e$ that does not process a dummy job (and therefore processes element jobs). Hence, we get a 3D-matching by selecting the machines that process element jobs.

If, on the other hand, there is a ${ }_{3} D$-matching $F$ for the 3-DM instance, then we can schedule the element job corresponding to $x \in B \cup C$ on the machine $e \in F$ with $x \in E$ and the dummy jobs corresponding to $a \in A$ on the $|E(a)|-1$ machines $e \in E(a) \backslash F$. This yields a schedule with makespan 2.

We reproduce the restrictions in the above reduction using six resources and get:
corollary 4.29. There is no polynomial time approximation algorithm for RAR(6) with rate smaller than 1.5 unless $P=N P$.

Proof. We set $\mathcal{R}=\{(\mathrm{X}, \mathrm{k}) \mid \mathrm{X} \in\{\mathrm{A}, \mathrm{B}, \mathrm{C}\}, \mathrm{k} \in[2]\}$. Let $e \in \mathrm{E}$ and $\mathrm{X} \in$ $\{A, B, C\}$. We set the resource capacities $c_{(X, 1)}(e)=i$ and $c_{(X, 2)}(e)=$ $(n+1)-i$. Let $x_{j}$ be the element with index $j$ in $X$. We set the resource demand of a (element or dummy) job J corresponding to $x_{j}$ as follows: $d_{(X, 1)}(J)=\mathfrak{j}, d_{(X, 2)}(J)=(n+1)-\mathfrak{j}$, as well as $d_{(Y, k)}(J)=0$ for each $Y \in\{A, B, C\} \backslash\{X\}$ and $k \in[2]$. It is easy to see that $J$ can exclusively be scheduled on machines $e$ with $x_{j} \in e$.

In the classical 3-SAT problem, a conjunction of $m$ clauses is given and each clause is a disjunction of at most three literals of variables $x_{1}, \ldots, x_{n}$. In the result due to Ebenlendr et al. [40], the modified 3SAT problem, where each variable occurs exactly three and each literal at most two times in the formula, is reduced to the graph balancing problem, that is, restricted assignment with the additional property that each job is eligible on at most two machines. To show that the modified 3-SAT problem is NP-hard, we can use techniques already applied in Section 4.2: We may replace the $d_{j}$ occurrences of variable $x_{j}$ with new variables $z_{j 1}, \ldots, z_{j d_{j}}$ and add new clauses $\left(z_{j 1} \wedge \neg z_{j 2}\right)$, $\ldots\left(z_{j d_{j-1}} \wedge \neg z_{j d_{j}}\right),\left(z_{j d_{j}} \wedge \neg z_{j 1}\right)$.
theorem 4.30 ([40]): There is no polynomial time approximation algorithm with rate smaller than 1.5 for the graph balancing problem unless $\mathrm{P}=\mathrm{NP}$.

Proof. Given an instance of modified 3-SAT, we introduce clause machines $v_{i}$ corresponding to the clauses $C_{i}$, and literal machines $u_{j, 1}$ and $\mathfrak{u}_{j, 0}$ corresponding to the literals $x_{j}$ and $\neg x_{j}$. Furthermore, we introduce truth assignment jobs $e_{j}$ for each variable $x_{j}$ with size 2 and eligible on $u_{j, 1}$ and $u_{j, 0}$; and clause jobs $f_{i, j, \alpha}$ for each clause $C_{i}$ and literal $y_{j}$ occurring in $C_{i}$ with $\alpha=1$ if $y_{j}=x_{j}$ and $\alpha=0$ if $y_{j}=\neg x_{j}$. The job $f_{i, j, \alpha}$ has size 1 and is eligible on $v_{i}$ and $u_{j, \alpha}$. Lastly, we introduce a dummy job $d_{i}$ for each clause $C_{i}$ with less than three literals. Its size is 1 if $C_{i}$ contains two literals, and 2 if $C_{i}$ contains only one literal.
In a schedule with makespan 2 , there is at least one clause $j$ ob $f_{i, j, \alpha}$ for each $v_{i}$ that is scheduled on $\mathfrak{u}_{j, \alpha}$ and not on $v_{i}$. Hence, the job $e_{j}$ has to be scheduled on $u_{j,|\alpha-1|}$. Now, it is easy to see that there is a schedule with makespan 2, if and only if there is a satisfying assignment. The construction works as follows: Given a schedule with makespan 2, we set variable $x_{j}$ to $T$ if $e_{j}$ is scheduled on $u_{j, 0}$, and to $\perp$ otherwise. Moreover, given a satisfying truth assignment we assign the truth assignment jobs correspondingly, and the machines $\mathfrak{u}_{j, \alpha}$ that did not receive a truth assignment job receive all eligible clause jobs (at most two).

We reproduce the restrictions in the above reduction using four resources and get:
corollary 4.31. There is no polynomial time approximation algorithm for $\operatorname{RAR}(4)$ with rate smaller than 1.5 unless $P=N P$.

Proof. We set $\mathcal{R}=[4]$. The clause machine $v_{i}$ has a resource capacity vector of $(2 n+1,2 n+1, i,(m+1)-i)$, and the literal machine $u_{j, \alpha}$ has capacity vectors $(2 j-\alpha,(2 n+1)-(2 j-\alpha), m+1, m+1)$. Furthermore, the truth assignment job $e_{j}$ has a resource demand vector of $(2 j-$ $1,(2 n+1)-2 j, m+1, m+1)$; the clause job $f_{i, j, \alpha}$ has a demand vector of $(2 j-\alpha,(2 n+1)-(2 j-\alpha), i,(m+1)-i)$; and the dummy job $d_{i}$ has a demand vector of $(2 n+1,2 n+1, i,(m+1)-i)$. It is easy to verify that the resulting sets of eligible machines are the same as described in Theorem 4.30.
three resources. We present a reduction from 3-DM to RAR(3). The reduction is based on the classical result by Lenstra et al. [108] and very similar to a reduction by Bhaskara et al. [16] for LRS(4). However, there is a problem with the choice of processing times in the latter reduction, and the present result can be used to fix it. We discuss this problem at the end of this section.
Given an instance ( $A, B, C, E$ ) of 3-DM, let $n=|A|$ and $E(x)=$ $\{e \in E \mid x \in e\}$ for each $x \in A \cup B \cup C$. Furthermore, we set $\alpha_{A}=12$, $\alpha_{B}=13, \alpha_{C}=22, \beta_{A}=14, \beta_{B}=15$ and $\beta_{C}=18$. Let $\mathcal{R}=\{A, B, C\}$ and $\mathcal{M}=E$. For each machine $e$, we define the resource capacities as follows. Let $X \in\{A, B, C\}$ and $x_{i} \in X \cap e$ be the element of $x$ with
index $i$. We set $c_{X}(e)=i$. Furthermore, for each element $x_{i} \in X$ with index $i$ in $X \in\{A, B, C\}$, we introduce one element job with size $\alpha_{X}$ and $|E(x)|-1$ dummy jobs with size $\beta_{X}$. The resource demand for each of these jobs is given by $d(i)$ with $d_{X}(i)=i$ and $d_{Y}(i)=0$ for $Y \in\{A, B, C\} \backslash\{X\}$.

Claim 4.32. We have $\alpha_{A}+\alpha_{B}+\alpha_{C}=47=\beta_{A}+\beta_{B}+\beta_{C}$; any four numbers from $\Gamma=\left\{\alpha_{A}, \alpha_{B}, \alpha_{C}, \beta_{A}, \beta_{B}, \beta_{C}\right\}=\{12,13,22,14,15,18\}$ sum up to a value bigger than 47 ; any selection of less than 3 numbers sums up to a value smaller than 47; and for any three numbers $\gamma_{1}, \gamma_{2}, \gamma_{3} \in \Gamma$ with $\gamma_{1} \leqslant \gamma_{2} \leqslant \gamma_{3}$ and $\gamma_{1}+\gamma_{2}+\gamma_{3}=47$, we have either $\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)=\left(\alpha_{A}, \alpha_{B}, \alpha_{C}\right)$ or $\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)=\left(\beta_{A}, \beta_{B}, \beta_{C}\right)$.

Proof. The first three assertions are obvious, and the fourth holds due to a simple case analysis:

- If $\gamma_{1}>15$, we have $\gamma_{1} \geqslant 18$, and hence $47=\gamma_{1}+\gamma_{2}+\gamma_{3} \geqslant$ $3 \cdot \gamma_{1}=54$ : a contradiction.
- Note that $\gamma_{3} \geqslant\left(\gamma_{2}+\gamma_{3}\right) / 2=\left(47-\gamma_{1}\right) / 2$. Hence, $\gamma_{1} \leqslant 15$ implies $\gamma_{3} \geqslant 16$ and therefore $\gamma_{3} \in\{18,22\}$.
- If we have $\gamma_{3}=22=\alpha_{C}$, then $\gamma_{1} \leqslant\left(\gamma_{1}+\gamma_{2}\right) / 2=\left(47-\gamma_{3}\right) / 2=$ 12.5. Hence, $\gamma_{1}=12=\alpha_{A}$ and $\gamma_{2}=13=\alpha_{B}$.
- If we have $\gamma_{3}=18=\beta_{C}$, then $\gamma_{2} \geqslant\left(\gamma_{1}+\gamma_{2}\right) / 2=\left(47-\gamma_{3}\right) / 2=$ 14.5. Hence, $\gamma_{2} \in\{15,18\}$. If $\gamma_{2}=15=\beta_{B}$, then $\gamma_{1}=14=\beta_{A}$, and if $\gamma_{2}=18$, then $\gamma_{1}=11 \notin \Gamma$.

This concludes the proof of the claim.
By brute force, it can be verified that 47 is the smallest value such that suitable numbers $\alpha_{A}, \alpha_{B}, \alpha_{C}, \beta_{A}, \beta_{B}$ and $\beta_{C}$ exist and the above claim holds.

Claim 4.33. The summed up size of all the element and dummy jobs is $47|\mathcal{M}|$.

Proof. We have exactly $n$ element jobs with size $\alpha_{A}, \alpha_{B}$ and $\alpha_{C}$, respectively, yielding an overall load of $47 n$. The dummy jobs have an overall load of:

$$
\begin{aligned}
& \beta_{A} \sum_{a \in A}(|E(a)|-1)+\beta_{B} \sum_{b \in B}(|E(b)|-1)+\beta_{C} \sum_{c \in C}(|E(b)|-1) \\
= & \left(\beta_{A}+\beta_{B}+\beta_{C}\right)(|E|-n)=47(|\mathcal{M}|-n)
\end{aligned}
$$

In this equation, we used the simple fact that $\{E(x) \mid x \in X\}$ is a partition of $E$ for each $X \in\{A, B, C\}$, and hence $|E|=\sum_{x \in X}|E(x)|$.

These two claims imply:

Claim 4.34. In any schedule with makespan 47 for the constructed instance, each machine receives exactly three jobs with sizes $\gamma_{1}, \gamma_{2}, \gamma_{3}$ such that $\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)=\left(\alpha_{A}, \alpha_{B}, \alpha_{C}\right)$ or $\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)=\left(\beta_{A}, \beta_{B}, \beta_{C}\right)$.

Using these claims, we can show:
PROPOSITION 4.35. There is a perfect matching for the given 3-DM instance, if and only if there is a schedule with makespan 47 for the constructed RAR(3) instance.

Proof. Let F be a perfect matching for the 3-DM instance. For each $x \in A \cup B \cup C$ we assign the corresponding element job to the machine $e$ with $x \in e$ and $e \in F$. Furthermore, the dummy jobs corresponding to $x \in X$ with $X \in\{A, B, C\}$, are distributed to the machines $e$ with $x \in e$ and $e \notin F$ such that each machine receives exactly one job. Hence, each machine $e \in E$ receives exactly three eligible jobs either with sizes $\alpha_{A}, \alpha_{B}$ and $\alpha_{C}$ (if $e \in F$ ) or $\beta_{A}, \beta_{B}$ and $\beta_{C}$ (otherwise).
Next, we assume that there is a schedule with makespan 47 for the scheduling instance. For each $X \in\{A, B, C\}$, there are exactly $|\mathcal{M}|$ many jobs with size $\alpha_{X}$ or $\beta_{X}$, and due to the above claims, we know that each machine receives exactly one of these jobs. For each $j \in[n]$, let $x_{j} \in X$ be the element with index $j$ in $X \in\{A, B, C\}$. The machines $\bigcup_{j=i}^{n} E\left(x_{j}\right)$ are the only machines that may process jobs corresponding to $x_{i}, \ldots, x_{n}$ for each $i \in[n]$ and we have exactly $\sum_{j=i}^{n}\left|E\left(x_{j}\right)\right|$ many such jobs. Hence, the machines from $E\left(x_{i}\right)$ receive exactly the jobs corresponding to $x_{i}$. Now, considering this and Claim 4.34, we get a perfect matching by selecting the machines that process three element jobs.
two resources. We are able to refine the result for three resources to work for two resources as well by using another variant of 3DM as the starting point of the reduction. The problem 3-DM* was introduced by Chen et al. [30] to get an improved lower bound for the approximation ratio of rank four unrelated scheduling. In this problem, a set of six disjoint sets $\mathcal{E}=\left\{A, A^{\prime}, B, B^{\prime}, C, C^{\prime}\right\}$ is given. For each $X \in \mathcal{E}$, we have $|X|=3 n$ for some $n \in \mathbb{N}$ and the sets are indexed by [3n], e.g., $A=\left\{a_{1}, a_{2}, \ldots, a_{3 n}\right\}$. Furthermore, there are two sets of triplets $E_{1} \subseteq\left\{\left\{a_{i}, b_{j}, c_{j}\right\},\left\{a_{i}^{\prime}, b_{j}, c_{j}\right\} \mid i \in[3 n], j \in[3 n]\right\}$ and $E_{2}=\left\{\left\{a_{i}, b_{i}^{\prime}, c_{i}^{\prime}\right\},\left\{a_{i}^{\prime}, b_{i}^{\prime}, c_{\zeta(i)}^{\prime}\right\} \mid i \in[3 n]\right\}$ with $\zeta(3 k+1)=3 k+2$, $\zeta(3 k+2)=3 k+3$ and $\zeta(3 k+3)=3 k+1$ for each $k \in\{0, \ldots, n-1\}$. Note that the second set of triplets is already determined by the element sets in the input. Similar to the classical 3-DM problem, the goal is to decide whether there is a subset $F \subseteq E_{1} \cup E_{2}$ that perfectly covers the element set, that is, for each $x \in \bigcup_{X \in \varepsilon} X$ there is exactly one triplet $e \in F$ with $x \in e$. Furthermore, we assume that for each $x \in \bigcup_{X \in \mathcal{E}} X$ there is at least one $e \in E$ with $x \in E$ (otherwise the problem is trivial).

| Jobs | Resources | Machines | Resources |
| :---: | :---: | :---: | :---: |
| $\mathrm{a}_{\mathrm{i}}$ | $(2 i, 0)$ | $\left\{a_{i}, b_{j}, c_{j}\right\}$ | $(2 i, 3 n+j)$ |
| $\mathrm{a}_{\mathrm{i}}^{\prime}$ | $(2 i-1,0)$ | $\left\{\mathrm{a}_{\mathrm{i}}^{\prime}, \mathrm{b}_{\mathrm{j}}, \mathrm{c}_{\mathrm{j}}\right\}$ | $(2 i-1,3 n+j)$ |
| $\mathrm{b}_{\mathrm{j}}$ | $(0,3 n+j)$ | $\left\{a_{i}, b_{i}^{\prime}, c_{i}^{\prime}\right\}$ | ( $2 i, i$ ) |
| $c_{j}$ | $(0,3 n+j)$ | $\left\{a_{i}^{\prime}, b_{i}^{\prime}, c_{\zeta(i)}^{\prime}\right\}$ | $(2 i-1, \zeta(i))$ |
| $\mathrm{b}_{i}^{\prime}$ | $(2 i-1,0)$ |  |  |
| $c_{i}^{\prime}$ | $(0, i)$ |  |  |

Table 4.8: The resource demands and capacities for the different job (types) and machines.

Let $\alpha_{A}=\alpha_{A^{\prime}}=12, \alpha_{B}=\alpha_{B^{\prime}}=13, \alpha_{C}=\alpha_{C^{\prime}}=22, \beta_{A}=\beta_{A^{\prime}}=14$, $\beta_{B}=\beta_{B^{\prime}}=15$ and $\beta_{C}=\beta_{C^{\prime}}=18$. We set $\mathcal{M}=E_{1} \cup E_{2}$ and $\mathcal{R}=[2]$. The corresponding resource capacity vectors are presented in Table 4.8. Furthermore, for each element $x \in X$ in $X \in \mathcal{E}$, we introduce one element job with size $\alpha_{X}$ and $|E(x)|-1$ dummy jobs with size $\beta_{X}$. The vector of resource demands for each such job is given in Table 4.8. Note that Claim 4.32, 4.33 and 4.34 hold for this reduction as well and with the same reasoning. Furthermore, a simple case analysis yields:
Claim 4.36. For each $x \in \bigcup_{x \in \mathcal{E}} X$, a (dummy or element) job corresponding to $x$ is eligible on each machine $e$ with $x \in e$.

Using these claims, we can conclude the proof of Theorem 4.2:
lemma 4.37. There is a perfect matching for the given 3-DM* instance, if and only if there is a schedule with makespan 47 for the constructed $\operatorname{RAR}(2)$ instance.

Proof. Let F be a perfect matching for the 3-DM* instance. For each $x \in \cup_{x \in \mathcal{E}} X$, we assign the corresponding element job to the machine $e$ with $x \in e$ and $e \in F$. Furthermore, the dummy jobs corresponding to $x \in X$ with $X \in \mathcal{E}$, are distributed to the machines $e$ with $x \in e$ and $e \notin \mathrm{~F}$ such that each such machine receives exactly one job. Hence, each machine $e \in E$ receives exactly three eligible jobs either with sizes $\alpha_{A}, \alpha_{B}$ and $\alpha_{C}$ or $\beta_{A}, \beta_{B}$ and $\beta_{C}$.

Next, we assume that there is a schedule with makespan 47 for the scheduling instance. There are exactly $|\mathcal{M}|$ many jobs with size $\alpha_{A}=\alpha_{A^{\prime}}$ or $\beta_{A}=\beta_{A^{\prime}}$ corresponding to elements of $A \cup A^{\prime}$, and due to Claim 4.34 we know that each machine receives exactly one of these jobs. The machines corresponding to triplets from $E\left(a_{3 n}\right)$ are the only ones that can process the $\left|E\left(a_{3 n}\right)\right|$ jobs corresponding to $a_{3 n}$, and hence each of these machines receives exactly one of these jobs. Now, the machines corresponding to triplets from $\mathrm{E}\left(\mathrm{a}_{3 n}^{\prime}\right)$ are the only remaining ones that can process the $\left|E\left(a_{3 n}^{\prime}\right)\right|$ jobs corresponding to $a_{3 n}^{\prime}$. Iterating this argument, we get that each machine $e$ receives exactly one job corresponding to some $x \in A \cup A^{\prime}$ with $x \in e$. Note that the
above argument was based on the first resource value. Considering the second resource value yields the same result for each $x \in C \cup C^{\prime}$. For the elements $x \in B \cup B^{\prime}$ both resource values have to be considered, namely the second for $b \in B$ and the first for $b^{\prime} \in B^{\prime}$, but the argument stays the same. Summing up, each machine $e=\{x, y, z\}$ receives exactly three jobs corresponding to $x, y$ and $z$. Now, considering this and Claim 4.34, we get a perfect matching by selecting the triplets $e$ that processes three element jobs.

PROBLEM WITH KNOWN REDUCTION. We state the reduction by Bhaskara et al. [16] from 3-DM to LRS(4) and show that it is not sound. We remark that the construction can be repaired with not too much effort using processing times similar to the ones presented in the reduction for $\operatorname{RAR}(3)$ in Section 4.3 .

Given an instance (A, B, C, E) of 3-DM and some $\varepsilon>0$, let $n=|A|$, $N=n / \varepsilon$ and $E(x)=\{e \in E \mid x \in e\}$ for each $x \in A \cup B \cup C$. We identify the set of machines $\mathcal{M}$ with the set of triplets $E$, i.e., $\mathcal{M}=E$. The speed vector of $e=\left\{a_{i}, b_{j}, c_{k}\right\} \in \mathcal{M}$ is given by $\left(N^{i}, N^{j}, N^{k}, 1\right)$. Furthermore, for each $x \in A \cup B \cup C$, we introduce one element and $|E(x)|-1$ dummy jobs. The size vectors of the jobs are presented in the following table:

|  | Element | Dummy |
| :--- | :--- | :--- |
| $a_{i} \in A$ | $\left(\varepsilon N^{-i}, 0,0,1\right)$ | $\left(\varepsilon N^{-i}, 0,0,0.8\right)$ |
| $b_{j} \in B$ | $\left(0, \varepsilon N^{-j}, 0,1\right)$ | $\left(0, \varepsilon N^{-j}, 0,0.9\right)$ |
| $c_{k} \in C$ | $\left(0,0, \varepsilon N^{-k}, 1\right)$ | $\left(0,0, \varepsilon N^{-k}, 1.3\right)$ |

In [16] the authors show that there is a schedule with makespan at most $3+3 \varepsilon$ if there is a 3 D -matching. Furthermore, two Lemmata (Lemma 2.1 and 2.2 in [16]) are used to show that the existence of a schedule with makespan at most $3.09+3 \varepsilon$ implies the existence of a 3D-matching. We present a counter example. Let $\mathfrak{n}=3$ and:

$$
E=\left\{\left\{a_{1}, b_{1}, c_{2}\right\},\left\{a_{2}, b_{2}, c_{2}\right\},\left\{a_{3}, b_{3}, c_{3}\right\},\left\{a_{3}, b_{2}, c_{3}\right\},\left\{a_{3}, b_{3}, c_{1}\right\}\right\}
$$

Hence, we have:

| $x$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $b_{1}$ | $b_{2}$ | $b_{3}$ | $c_{1}$ | $c_{2}$ | $c_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\|E(x)\|$ | 1 | 1 | 3 | 1 | 2 | 2 | 1 | 2 | 2 |

In order to match $a_{1}$ and $a_{2}, a{ }_{3} D$-matching would have to contain the first two triplets matching $c_{2}$ twice. Hence, there is no 3D-matching for this instance.
On the other hand, we define a schedule with makespan $3+3 \varepsilon \leqslant$ $3.09+3 \varepsilon$ in the following table.

| Mach. | $\left\{\mathrm{a}_{1}, \mathrm{~b}_{1}, \mathrm{c}_{2}\right\}$ | $\left\{\mathrm{a}_{2}, \mathrm{~b}_{2}, \mathrm{c}_{2}\right\}$ | $\left\{\mathrm{a}_{3}, \mathrm{~b}_{3}, \mathrm{c}_{3}\right\}$ | $\left\{\mathrm{a}_{3}, \mathrm{~b}_{2}, \mathrm{c}_{3}\right\}$ | $\left\{\mathrm{a}_{3}, \mathrm{~b}_{3}, \mathrm{c}_{1}\right\}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Jobs | $\mathrm{a}_{1}, \mathrm{a}_{2}, \mathrm{~b}_{1}$ <br> (element) | $\mathrm{a}_{3}, \mathrm{~b}_{2}, \mathrm{c}_{2}$ | $\mathrm{a}_{3}, \mathrm{~b}_{3}, \mathrm{c}_{3}$ | $\mathrm{a}_{3}, \mathrm{~b}_{2}, \mathrm{c}_{3}$ | $\mathrm{~b}_{3}, \mathrm{c}_{1}, \mathrm{c}_{2}$ |
| (dummy) | (dummy) | (element) | (element) |  |  |
| Load | $3+2 \varepsilon+\frac{\varepsilon}{\mathrm{N}}$ | $3+2 \varepsilon+\frac{\varepsilon}{\mathrm{N}}$ | $3+3 \varepsilon$ | $3+3 \varepsilon$ | $3+2 \varepsilon+\frac{\varepsilon}{\mathrm{N}}$ |

### 4.4 OPEN PROBLEMS

We list some possible future research directions: From the perspective of complexity, tighter hardness results seem plausible. In particular, we have the same inapproximability results for $\operatorname{RAR}(2)$ and $\operatorname{RAR}(3)$ and it would be interesting to find a better result for $\operatorname{RAR}(3)$.

From the algorithmic perspective, it remains open whether any of the studied problems and RAI in particular admits an approximation algorithm with a rate smaller than 2 . There have been some results [135, 143] for RAI using promising linear programming relaxations that may be useful in this context. Another possibility is the application of the local search techniques originally used by Svensson [137] for the restricted assignment problem. This approach recently yielded a breakthrough for the graph balancing problem [85].

Finally, while a PTAS for $\operatorname{RAR}(1)$ is known [122], it is unclear whether the problem admits a an EPTAS.

### 5.1 INTRODUCTION

Like in the last chapter, we study the relationship between the structure of restrictions and the existence of approximation schemes for the restricted assignment problem. To this end, we introduce a graph framework based on the restrictions and consider structural parameters of the resulting graphs in this context. This leads to PTAS results generalizing the hierarchical, tree-hierarchical and nested cases discussed in Section 4.1. We also use the framework to develop FPT results (see Section 2.1) which also work for the unrelated scheduling setting. These results can in turn be used to obtain FPTAS results.

Recall that in the unrelated scheduling problem we are given a set $\mathcal{J}$ of $n$ jobs that has to be assigned to a set $\mathcal{M}$ of $m$ machines via a schedule $\sigma: \mathcal{J} \rightarrow \mathcal{M}$. A job $\mathfrak{j}$ has a processing time $p_{i j}$ for every machine $i$ and the goal is to minimize the makespan $C_{\max }(\sigma)=$ $\max _{i} \sum_{j \in \sigma^{-1}(i)} p_{i j}$. On some machines a job might have a very high or even infinite processing time, hence it should never be processed on these machines. This amounts to assignment restrictions in which for every $j$ ob $j$ there is a subset $\mathcal{M}(j)$ of eligible machines on which it may be processed. In the restricted assignment problem, the machines are identical in the sense that each job $j$ has the same processing time $p_{j}$ on all its eligible machines, i.e., $p_{i j} \in\left\{p_{j}, \infty\right\}$.
graph framework. We briefly describe the graph framework. In the primal graph, the vertices are the jobs and two vertices are connected by an edge if there is a machine on which both of the jobs can be processed. In the dual graph, on the other hand, the machines are vertices and two of them are adjacent if there is a job that can be processed by both machines. Lastly, we consider the incidence graph. This is a bipartite graph and both the jobs and machines are vertices. A job $j$ is adjacent to a machine $i$ if $i \in \mathcal{M}(\mathfrak{j})$. In Figure 5.1, an example of each graph is given. These graphs have also been studied in the context of constraint satisfaction (see e.g. [139] or [129]) and we adopted the naming scheme.

We study so called width parameters for these graphs, namely, the tree- and cliquewidth which are probably the most famous width parameters. Concerning the cliquewidth, we will actually utilize the closely related rankwidth, but the results will translate directly back to the cliquewidth. Each of these parameters is associated with a graph


Figure 5.1: Primal, dual and incidence graph for an instance with 6 jobs and 4 machines.
decomposition which is used in the presented algorithms. For the definitions of these concepts, we refer to Section 5.2.
results and organization. In the following, we denote the treewidth of the primal, dual and incidence graph with $t w_{p}, \mathrm{tw}_{\mathrm{d}}$ and $t w_{i}$, respectively. Let $\mathcal{J}(i)$ be the set of jobs the machine $i$ can process. In the context of parameterized algorithms, we show the following:
theorem 5.1: Unrelated scheduling is FPT for the parameter $\mathrm{tw}_{\mathrm{p}}$. theorem 5.2: Unrelated Scheduling is FPT for the pair of parameters $\mathrm{k}_{1}, \mathrm{k}_{2}$ with $\mathrm{k}_{1} \in\left\{\mathrm{tw}_{\mathrm{d}}, \mathrm{tw}_{\mathrm{i}}\right\}$ and $\mathrm{k}_{2} \in\left\{\mathrm{OPT}, \max _{\mathrm{i}}|\mathcal{J}(\mathrm{i})|\right\}$.
Note that unrelated scheduling with constant $k_{2}$ remains NP-hard [40], and it is easy to see that $k_{1}$ is upper bounded by the number of machines $m$. Unrelated scheduling remains weakly NP-hard even if $m=2$. The above results are achieved via dynamic programs that utilize tree decompositions of the respective graphs.
In the context of approximation we get:
theorem 5.3: There is an FPTAS for instances of unrelated scheduling with constant $\mathrm{tw}_{\mathrm{d}}$ or $\mathrm{tw} \mathrm{w}_{\mathrm{i}}$.
This is achieved by combining the dynamic programs used for Theorem 5.2 with a suitable rounding. The result for the dual graph generalizes one by Lee, Leung and Pinedo [106]-who studied the case that the dual graph is a tree-and resolves cases that were marked as open in that paper. All results mentioned so far are discussed in Section 5.3.

In Section 5.4, we consider the clique- and rankwidth:
theorem 5.4: There is a PTAS for instances of the restricted assignment problem where the clique- or rankwidth of the incidence graph is bounded by a constant.
This results is achieved via dynamic programming utilizing a branch decomposition combined with a suitable rounding approach. It can be shown that instances of restricted assignment with hierarchical, tree-hierarchical or nested restrictions are special cases of the case when the incidence graph is a bi-cograph. Bicographs are known to have a cliquewidth of at most 4 (see [54]) and a suitable branch
decomposition can be found very easily. Therefore, we generalize and unify most known PTAS results for restricted assignment with structured job assignment restrictions.

Lastly, in Section 5.5, we discuss to what extent our results can be generalized to other objective functions. More precisely, we consider minimizing the $\ell_{p}$-norm of machines loads, that is, $\left\|\lambda^{\sigma}\right\|_{p}=$ $\left(\sum_{i \in \mathcal{M}}\left(\lambda_{i}^{\sigma}\right)^{\mathfrak{p}}\right)^{1 / p}$ with $\lambda_{i}^{\sigma}=\sum_{j \in \sigma^{-1}(i)} p_{i j}$; and maximizing the minimum machine load $C_{\min }(\sigma)=\min _{i} \sum_{j \in \sigma^{-1}(i)} p_{i j}$. We argue that the results concerning the treewidth hold for these objective functions as well. Concerning the rank- and cliquewidth, we get a PTAS for the minimum machine load but only a QPTAS, that is, an approximation scheme with quasi-polynomial running time, for the $\ell_{\mathrm{p}}$-norm of machines loads. Quasi-polynomial running times are of the form $2^{\text {polylog (|II) }}$.
further related work. In the last chapter, namely in Section 4.1, we provided a detailed literature review that for the most part also applies to this setting. We highlight a few further results in the context of approximation and otherwise focus on the FPT perspective and other objective functions in the following.

We already mentioned that Lee, Leung and Pinedo [106] showed that there is an FPTAS for instances restricted assignment where the dual graph is a tree. Moreover, the special case of graph balancing where the graph is simple has been considered. For this problem, Asahiro et al. [10] presented, among other things, a pseudo-polynomial time algorithm for the case of graphs with bounded treewidth.

The first result for unrelated scheduling from the FPT perspective was given by Mnich and Wiese [116]. They showed that unrelated scheduling is FPT for the pair of parameters $m$ and the number of distinct processing times. Knop and Koutecký [100] showed that the problem is also FPT for the parameter pair $\max p_{i j}$ and the number of machine types. Two machines have the same type, if each job has the same processing time on them. This was further generalized by Chen et al. [31] who showed that the problem is also FPT when considering $\max p_{i j}$ and the rank of the processing time matrix $\left(p_{i j}\right)$. Furthermore, Szeider [140] showed that graph balancing on simple graphs with unary encoding of the processing times is not FPT for the parameter treewidth under usual complexity assumptions. For an overview of FPT results for scheduling, we refer to the survey by Mnich and van Bevern [115].

We briefly consider the other objective functions studied in this chapter. Concerning the maximization of the minimum machine load on unrelated machines, there is an FPTAS implied by a work by Woeginger [147] for the case that there is only a constant number of machines. In the general case, however, no approximation algorithm with a constant rate is known. Adapting the result by Lenstra et al.
[108], Bezáková and Dani [15] showed that there is no approximation ratio with a rate smaller than 2 (unless $\mathrm{P}=\mathrm{NP}$ ), and presented an algorithm that finds a solution with value at least opt(I) $-\max p_{i, j}$ as well as a simple $(n-m+1)$-approximation. The best known approximation ratio of $\mathcal{O}\left(n^{\varepsilon}\right)$ is due to Bateni et al. [13] and Chakrabarty et al. [23] with a running time of $\mathcal{O}\left(n^{1 / \varepsilon}\right)$ for any $\varepsilon>0$. Moreover, for maximization of the minimum machine load in the restricted assignment setting, Annamalai, Kalaitzis and Svensson [6] developed a 13-approximation. This was improved to a rate of $6+\varepsilon$ by both Cheng and Mao [32] and Davies, Rothvoss and Zhang [38]. There are also PTAS results in this setting, namely, for the identical machine case [146] and the inclusion-free case [97].

Concerning the minimization of the $\ell_{p}$-norm of machines loads, Azar et al. [12] showed for the restricted assignment case that there is no PTAS (for any $p>1$ ) unless $\mathrm{P}=\mathrm{NP}$, and furthermore presented a 2-approximation that works for all norms simultaneously. Moreover, for unrelated scheduling, they presented an FPTAS for the case that the number of machines is constant. Lastly, there is a 2 -approximation for the unrelated scheduling case due to Azar and Epstein [11].

### 5.2 PRELIMINARIES

In the following, I will always denote an instance of unrelated scheduling or restricted assignment and most of the time we will assume that it is feasible. We call an instance feasible if $\mathcal{M}(j) \neq \emptyset$ for every job $j \in \mathcal{J}$. A schedule is feasible if $\sigma(\mathfrak{j}) \in \mathcal{M}(\mathfrak{j})$. For a subset $J \subseteq \mathcal{J}$ of jobs and a subset $\mathcal{M} \subseteq \mathcal{M}$ of machines we denote the subinstance of I induced by $J$ and $M$ with $I[J, M]$. Furthermore, for a set $S$ of schedules for I we define $\operatorname{opt}(S)=\min _{\sigma \in S} C_{\max }(\sigma)$ and $\operatorname{opt}(I)=\operatorname{OPt}(S)$ if $S$ is the set of all schedules for I. We will sometimes use opt $(\emptyset)=\infty$. Note that there are no schedules for instances without machines. On the other hand, if I is an instance without jobs, we consider the empty function a feasible schedule (with makespan 0 ), and have therefore opt(I) $=0$ in that case.

SIMPLE DYNAMIC PROGRAMS. We sketch two basic dynamic programs for unrelated scheduling that will be needed as subprocedures in the following. The first one is based on iterating through the machines. Let $\operatorname{OPt}(i, J)=\operatorname{OPt}(I[\mathcal{J} \backslash J,[i]])$ for $J \subseteq \mathcal{J}$ and $i \in$ $[m]:=\{1, \ldots, m\}$ assuming $\mathcal{M}=[m]$. Then it is easy to see that $\operatorname{OPT}(i, J)=\min _{J \subseteq J^{\prime} \subseteq \mathcal{J}} \max \left\{\operatorname{OPT}\left(i-1, J^{\prime}\right), \sum_{j \in J^{\prime} \backslash J} p_{i j}\right\}$. Using this recurrence relation, a simple dynamic program can be formulated that computes the values $\operatorname{OPT}(i, J)$. It holds that $\operatorname{OPT}(I)=\operatorname{OPT}(m, \emptyset)$, and, as usual for dynamic programs, an optimal schedule can be recovered via backtracking. The running time of such a program can be bounded by $2^{\mathcal{O}(\mathrm{n})} \times \mathcal{O}(\mathrm{m})$ yielding the following trivial result:

Remark 5.5. Unrelated scheduling is FPT for the parameter $n$.
The second dynamic program is based on iterating through the jobs. Let $\lambda \in \mathbb{Z}_{\geqslant 0}^{\mathcal{M}}$. We call $\lambda$ a load vector and say that a schedule $\sigma$ fulfills $\lambda$ if $\lambda_{i}=\sum_{j \in \sigma^{-1}(i)} p_{i j}$. For $j \in[n]$, let $\Lambda(j)$ be the set of load vectors that are fulfilled by some schedule for the subinstance $I[j], \mathcal{M}]$ assuming $\mathcal{J}=[\mathrm{n}]$. Then $\Lambda(\mathrm{j})$ can also be defined recursively as the set of vectors $\lambda$ with $\lambda_{i^{*}}=\lambda_{i^{*}}^{\prime}+p_{i^{*} j}$ and $\lambda_{i}=\lambda_{i}^{\prime}$ for $i \neq i^{*}$, where $i^{*} \in \mathcal{M}(j)$ and $\lambda^{\prime} \in \Lambda(j-1)$. Using this, a simple dynamic program can be formulated that computes $\Lambda(j)$ for all $j \in[n]$. OPT(I) can be recovered from $\Lambda(n)$, and a corresponding schedule can be found via backtracking. Let there be a bound $L$ for the number of distinct loads that can occur on each machine, i.e., $\mid\left\{\sum_{j \in \sigma^{-1}(i)} p_{i j} \mid \sigma\right.$ schedule for $\left.I\right\} \mid \leqslant L$ for each $i \in \mathcal{M}$. Then the running time can be bounded by $L^{\mathcal{O}(m)} \times \mathcal{O}(n)$ yielding:
Remark 5.6. Unrelated scheduling is FPT for the pair of parameters $m$ and $k$ with $k \in\left\{\right.$ ort, $\left.\max _{i}|\mathcal{Z}(i)|\right\}$.

For this, note that $2^{\max _{i}|\mathcal{I}(i)|}$ is a bound for the number of distinct loads that can occur on any machine. Furthermore, if a target objective value is given, we can easily modify the dynamic program to only consider loads that are upper bounded by this value.

This dynamic program can also be used to get a simple FPTAS for unrelated scheduling with a constant number of machines $m$. We briefly discuss such an FPTAS. Let B be an upper bound of opt(I) with $B \leqslant 2$ opt. Such a bound can be found with the 2 -approximation by Lenstra et al. [108]. Moreover, let $\varepsilon>0$ and $\delta=\varepsilon / 2$. By rounding the processing time of every job up to the next integer multiple of $\delta B / n$, we get an instance I' whose optimum makespan is at most $\varepsilon \operatorname{OPT}(\mathrm{I})$ bigger than opt(I). The dynamic program can easily be modified to only consider load vectors for $\mathrm{I}^{\prime}$, where all loads are upper bounded by $(1+\delta / n) B$. Therefore, there can be at most $n / \delta+2$ distinct load values for any machine and an optimal schedule for I' can be found in time $(n / \varepsilon)^{\mathcal{O}(m)}$. The schedule can trivially be transformed into a schedule for the original instance without an increase in the makespan.
tree decompostion and treewidth. A tree decomposition of a graph $G$ is a pair ( $T,\left\{X_{t} \mid t \in V(T)\right\}$ ) where $T$ is a tree, $X_{t} \subseteq V(G)$ for each $t \in V(t)$ is a set of vertices of $G$ called a bag, and the following three conditions hold:
(T1) $\cup_{t \in V(T)} X_{t}=V(G)$
(T2) $\forall\{u, v\} \in \mathrm{E}(\mathrm{G}) \exists \mathrm{t} \in \mathrm{V}(\mathrm{T}): u, v \in X_{\mathrm{t}}$
(T3) For every $u \in V(G)$ the set $T_{u}:=\left\{t \in V(T) \mid u \in X_{t}\right\}$ induces a connected subtree of T .

The width of the decomposition is defined as $\max _{t \in \mathrm{~V}(\mathrm{~T})}\left(\left|X_{\mathrm{t}}\right|-1\right)$, and the treewidth $\operatorname{tw}(\mathrm{G})$ of G is the minimum width of all tree decompositions of G. It is well known that forests are exactly the graphs
with treewidth one, and that the treewidth of $G$ is at least as big as the biggest clique in $G$ minus 1 . More precisely, for each set of vertices $V^{\prime} \subseteq V(G)$ inducing a clique in $G$, there is a node $t \in V(T)$ with $V^{\prime} \subseteq X_{t}$ (see e.g. [19]). For a given graph and a value $k$ it can be decided in FPT time (and linear in $|V(G)|)$ whether the treewidth of $G$ is at most $k$ and in the affirmative case a corresponding tree decomposition can be computed [18]. However, deciding whether a graph has a treewidth of at most $k$, is NP-hard [7].

BRANCH DECOMPOSITION AND RANKWIDTH. It is easy to see that graphs with a small treewidth are sparse. Probably the most studied parameter for dense graphs is the cliquewidth $\mathrm{cw}(\mathrm{G})$. In this work, however, we are going to utilize a closely related parameter called the rankwidth $\operatorname{rw}(G)$. These two parameters are equivalent in the sense that $\operatorname{rw}(G) \leqslant \operatorname{cw}(G) \leqslant 2^{\operatorname{rw}(G)+1}-1$ [123]. Due to this, our result utilizing the rankwidth translate back to the cliquewidth. Furthermore, it is known that $\mathrm{cw}(\mathrm{G}) \leqslant 3 \times 2^{\operatorname{tw}(G)-1}$ [34]. On the other hand, $\operatorname{tw}(\mathrm{G})$ cannot be bounded by any function in $\mathrm{cw}(\mathrm{G})$ or $\operatorname{rw}(\mathrm{G})$ which can easily be seen by considering complete graphs.

A cut of G is a partition of $\mathrm{V}(\mathrm{G})$ into two subsets. For $\mathrm{X}, \mathrm{Y} \subseteq \mathrm{V}(\mathrm{G})$ let $A_{G}[X, Y]=\left(a_{x y}\right)$ be the $|X| \times|Y|$ adjacency submatrix induced by $X$ and $Y$, i.e., $a_{x y}=1$ if $\{x, y\} \in E(G)$ and $a_{x y}=0$ otherwise for $x \in X$ and $y \in Y$. The cut rank of $(X, Y)$ is the rank of $A_{G}[X, Y]$ over the field with two elements GF(2) and denoted by $\operatorname{cutrk}_{G}(X, Y)$. A branch decomposition of $V(G)$ is a pair $(T, \eta)$ where $T$ is a tree with $|V(G)|$ leaves whose internal nodes all have degree 3 and $\eta$ is a bijection from $V(G)$ to the leafs of $T$. For each $e=\{s, t\} \in E(T)$, there is an induced cut $\left\{X_{s}, X_{t}\right\}$ of $G$ : For $x \in\{s, t\}$, the set $X_{x}$ contains exactly the nodes $\eta^{-1}(\ell)$ where $\ell \in \mathrm{V}(\mathrm{T})$ is a leaf that is in the same connected component of $T$ as $x$ if $e$ is removed. Now, the width of $e$ (with respect to $\left.\operatorname{cutr}_{\mathrm{G}}\right)$ is cutrk $\mathrm{G}_{\mathrm{G}}\left(\mathrm{X}_{\mathrm{s}}, \mathrm{X}_{\mathrm{t}}\right)$, and the rankwidth of the decomposition $(T, \eta)$ is the maximum width over all edges of $T$. The rankwidth of $G$ is the minimum rankwidth of all branch decompositions of G. It is well known that the cliquewidth of a complete graph is equal to 1 , and this is also true for the rankwidth. For a given graph and fixed $k$ there is an algorithm that finds a branch decomposition of width $k$ in FPT time (cubic in $|V(G)|)$, or reports correctly that none exists [64].

## $5 \cdot 3$ TREEWIDTH RESULTS

We start with some basic relationships between different restriction parameters for unrelated scheduling, especially the treewidths of the different graphs for a given instance. Similar relationships have been determined for the three graphs in the context of constraint satisfaction [129].

Remark 5.7. $\mathrm{tw}_{\mathrm{p}} \geqslant \max _{\mathrm{i}}|\mathcal{J}(\mathrm{i})|-1$ and $\mathrm{tw}_{\mathrm{d}} \geqslant \max _{\mathrm{j}}|\mathcal{M}(\mathrm{j})|-1$.

To see this, note that the sets $\mathcal{J}(i)$ and $\mathcal{M}(\mathfrak{j})$ are cliques in the primal and dual graphs, respectively.
Remark 5.8. $\mathrm{tw}_{\mathrm{i}} \leqslant \mathrm{tw}_{\mathrm{p}}+1$ and $\mathrm{tw}_{\mathrm{i}} \leqslant \mathrm{tw}_{\mathrm{d}}+1$. On the other hand, $t w_{p} \leqslant\left(t w_{i}+1\right) \max _{i}|\mathcal{Z}(\mathfrak{i})|-1$ and $\mathrm{tw}_{\mathrm{d}} \leqslant\left(\mathrm{t} w_{\mathrm{i}}+1\right) \max _{\mathrm{j}}|\mathcal{M}(\mathfrak{j})|-1$.

These properties were pointed out by Kalaitis and Vardi [102] in a different context. Note that this remark together with Theorem 5.1 implies the results of Theorem 5.2 concerning the parameter $\max _{i}|\mathcal{J}(i)|$. Furthermore, in the case of machine scheduling with only 1 job and $m$ machines or $n$ jobs and only 1 machine, the primal graph has treewidth 0 or $n-1$ and the dual $m-1$ or 0 , respectively, while the incidence graph in both cases has treewidth 1 .
dynamic programs. We show how a given tree decomposition ( $\mathrm{T},\left\{\mathrm{X}_{\mathrm{t}} \mid \mathrm{t} \in \mathrm{V}(\mathrm{T})\right\}$ ) of width $k$ for any one of the three graphs can be used to design a dynamic program for the corresponding instance I of unrelated scheduling. Selecting a node as the root of the decomposition, the dynamic program works in a bottom-up manner from the leaves to the root. We assume that the decomposition has the following simple form: For each leaf node $t \in V(T)$ the bag $X_{t}$ is empty and we fix one of these nodes as the root a of T. Furthermore, each internal node $t$ has exactly two children $\ell(\mathrm{t})$ and $\mathrm{r}(\mathrm{t})$ (left and right), and each node $t \neq a$ has one parent $p(t)$. We denote the descendants of $t$ with $\operatorname{desc}(t)$. A decomposition of this form can be generated from any other one without increasing the width and growing only linearly in size through the introduction of dummy nodes. The bag of a dummy node is either empty or identical to the one of its parent. In the literature, the so called nice tree decomposition due to Kloks [99] is often used which has an even simpler structure and could be utilized in the following as well.

For each of the graphs and each node $t \in V(T)$, we define sets $\check{J}_{t} \subseteq \mathcal{J}$ and $\check{M}_{t} \subseteq \mathcal{M}$ of inactive jobs and machines along with sets $J_{t}$ and $M_{t}$ of active jobs and machines. The active jobs and machines in each case are defined based on the respective bag $X_{t}$, and the inactive ones have the property that they were active for a descendant $t \in \operatorname{desc}(t)$ of $t$ but are not at $t$. In addition, there are nearly inactive jobs $\tilde{J}_{t}$ and machines $\tilde{M}_{\mathrm{t}}$, which are the jobs and machines that are deactivated when going from $t$ to its parent $p(t)$ (for the root $a$ we set $\tilde{J}_{t}=\tilde{M}_{t}=\emptyset$ ). The sets are defined so that certain conditions hold. The first two are that the (nearly) inactive jobs may only be processed on active or inactive machines, and the (nearly) inactive machines can only process active or inactive jobs:

$$
\begin{align*}
& \mathcal{M}\left(\check{J}_{\mathrm{t}} \cup \tilde{J}_{\mathrm{t}}\right) \subseteq M_{\mathrm{t}} \cup \check{M}_{\mathrm{t}}  \tag{5.1}\\
& \mathcal{J}\left(\tilde{M}_{\mathrm{t}} \cup \tilde{M}_{\mathrm{t}}\right) \subseteq \mathrm{J}_{\mathrm{t}} \cup \check{J}_{\mathrm{t}} \tag{5.2}
\end{align*}
$$

Above, we use the notation $\mathcal{M}\left(J^{*}\right)=\bigcup_{\mathfrak{j} \in \mathrm{J}^{*}} \mathcal{M}(\mathfrak{j})$ for any $\mathrm{J}^{*} \subseteq \mathcal{J}$ and $\mathcal{J}\left(\mathrm{M}^{*}\right)=\bigcup_{i \in \mathrm{M}^{*}} \mathcal{J}(i)$ for any $\mathrm{M}^{*} \subseteq \mathcal{M}$. Furthermore, the (nearly)
inactive jobs and machines of the children of an internal node $t$ form a disjoint union of the inactive jobs and machines of $t$, respectively:

$$
\begin{align*}
\check{J}_{t} & =\check{J}_{\ell(t)} \dot{U} \tilde{J}_{\ell(t)} \dot{U} \check{J}_{r(t)} \dot{U} \tilde{J}_{r(t)}  \tag{5.3}\\
\check{M}_{t} & =\check{M}_{\ell(t)} \dot{\cup} \tilde{M}_{\ell(t)} \dot{\cup} \check{M}_{r(t)} \dot{\cup} \tilde{M}_{r(t)} \tag{5.4}
\end{align*}
$$

For any two sets $A$ and $B$, we emphasize by writing $A \dot{\cup} B$ that the union $A \cup B$ is disjoint, i.e., $A \cap B=\emptyset$. Now, at each node of the decomposition the basic idea is to perform three steps:

1. Combine the information from the children (for internal nodes).
2. Consider the nearly inactive jobs and machines:

- Primal and incidence graph: Try all possible ways of scheduling active jobs on nearly inactive machines.
- Dual and incidence graph: Try all possible ways of scheduling nearly inactive jobs on active machines.

3. Combine the information from the last two steps.

For the second step, the dynamic programs described in Section 5.2 are used as subprocedures. We now consider each of the three graphs.

THE PRIMAL GRAPH. In the primal graph, all the vertices are jobs, and we define the active jobs of a tree node $t$ to be exactly the jobs that are included in the respective bag, i.e., $\mathrm{J}_{\mathrm{t}}=X_{\mathrm{t}}$. The inactive jobs are those that are not included in $X_{t}$ but are in a bag of some descendant of $t$, and the nearly inactive ones are those that are active at $t$ but inactive at $\mathfrak{p}(\mathrm{t})$, i.e., $\check{I}_{\mathrm{t}}=\left\{j \in \mathcal{J} \mid j \notin X_{\mathrm{t}} \wedge \exists \mathrm{t}^{\prime} \in \operatorname{desc}(\mathrm{t}): \mathfrak{j} \in X_{\mathrm{t}^{\prime}}\right\}$ and $\tilde{J}_{t}=J_{t} \backslash J_{p(t)}$. Moreover, the inactive machines are the ones on which some inactive job may be processed, and the (nearly in-)active machines are those that can process (nearly in-)active jobs and are not inactive, i.e., $\check{M}_{t}=\mathcal{M}\left(\check{J}_{t}\right), M_{t}=\mathcal{M}\left(J_{t}\right) \backslash \check{M}_{t}$ and $\tilde{M}_{t}=\mathcal{M}\left(\tilde{J}_{t}\right) \backslash \check{M}_{t}$. For these definitions we get:
lemma 5.9. The conditions (5.1)-(5.4) hold, as well as:

$$
\begin{align*}
\mathcal{J}\left(\tilde{M}_{t}\right) & \subseteq J_{t}  \tag{5.5}\\
\mathcal{M}\left(\check{J}_{t} \cup \tilde{J}_{t}\right) & =\tilde{M}_{t} \cup \check{M}_{t} \tag{5.6}
\end{align*}
$$

Proof. (5.1) and (5.6):

$$
\mathcal{M}\left(\check{J}_{t} \cup \tilde{J}_{t}\right)=\mathcal{M}\left(\check{J}_{t}\right) \cup \mathcal{M}\left(\tilde{J}_{t}\right)=\check{M}_{t} \cup\left(\mathcal{M}\left(\tilde{J}_{t}\right) \backslash \check{M}_{t}\right)=\check{M}_{t} \cup \tilde{M}_{t}
$$

This yields (5.6) and (5.6) implies (5.1).
(5.2) and (5.5): Let $i \in \check{M}_{t} \cup \tilde{\mathcal{M}}_{t}$ and $j \in \mathcal{J}(i)$. We first consider the case that $\mathfrak{i} \in \breve{M}_{t}$. Then there is a job $j^{\prime} \in \breve{J}_{t}$ with $\mathfrak{i} \in \mathcal{M}\left(j^{\prime}\right)$. If $\mathfrak{j}=\mathfrak{j}^{\prime}$, we have $\mathfrak{j} \in \check{J}_{\mathrm{t}}$ and otherwise $\left\{\mathfrak{j}, \mathrm{j}^{\prime}\right\} \in E(G)$. Because of (T2), there is a node $t^{\prime} \in V(T)$ with $j, j^{\prime} \in J_{t^{\prime}}$. Since $j^{\prime} \in \breve{J}_{t}$, we have $j^{\prime} \notin J_{t}$. This together
with $\left(T_{3}\right)$ gives $t^{\prime} \in \operatorname{desc}(t)$. Now, $j \notin J_{t}$ implies $j \in \check{J}_{t}$. Therefore, we have $j \in J_{t} \cup \check{J}_{t}$. Next, we consider the case that $i \in \tilde{M}_{t}$. In this case, there is a job $j^{\prime} \in \tilde{J}_{t}$ with $i \in \mathcal{M}\left(j^{\prime}\right)$, and, for each job $j^{\prime \prime} \in \check{J}_{t}$, we have $\mathfrak{i} \notin \mathcal{N}\left(j^{\prime \prime}\right)$. If $\mathfrak{j}=j^{\prime}$, we have $\mathfrak{j} \in J_{t}$ and otherwise $\left\{j, j^{\prime}\right\} \in E(G)$. Because of (T2), there is again a node $t^{\prime} \in V(T)$ with $j, j^{\prime} \in J_{t^{\prime}}$. Since $\mathfrak{j}, \mathfrak{j}^{\prime} \notin \check{\mathrm{J}}_{\mathrm{t}}, \mathfrak{j}^{\prime} \notin \mathrm{J}_{\mathfrak{p}(\mathrm{t})}$ and $\mathfrak{j}^{\prime} \in \mathrm{J}_{\mathrm{t}}$ we get $\mathfrak{j} \in \mathrm{J}_{\mathrm{t}}$ using ( $\mathrm{T}_{3}$ ). This also implies (5.5).
(5.3): All but $\left(\check{J}_{\ell(t)} \cup \tilde{J}_{\ell(t)}\right) \cap\left(\check{J}_{r(t)} \cup \tilde{J}_{r(t)}\right)=\emptyset$ follows directly from the definitions. Assuming there is a job $j \in\left(\check{J}_{\ell(t)} \cup \tilde{J}_{\ell(t)}\right) \cap\left(\check{J}_{r(t)} \cup\right.$ $\left.\tilde{\mathrm{J}}_{\mathrm{r}(\mathrm{t})}\right)$, we get $\mathrm{j} \in \mathrm{J}_{\mathrm{t}}$ because of $\left(\mathrm{T}_{3}\right)$, yielding a contradiction.
(5.4): Because of (5.3) and the definitions, we get $\check{M}_{t}=\check{M}_{\ell(t)} \cup$ $\tilde{M}_{\ell(t)} \cup \tilde{M}_{r(t)} \cup \tilde{M}_{r(t)}$, and $\tilde{M}_{s(t)} \cap \tilde{M}_{s(t)}$ for $s \in\{\ell, r\}$ is clear from the definitions. Therefore, it remains to show $\left(\check{M}_{\ell(t)} \cup \tilde{\mathcal{M}}_{\ell(t)}\right) \cap\left(\check{M}_{r(t)} \cup\right.$ $\left.\tilde{M}_{r(t)}\right)=\emptyset$. We assume that there is a machine $i$ in this cut. Then there are jobs $\mathfrak{j}_{s} \in \check{J}_{s(t)} \cup \tilde{J}_{s(t)}$ for $s \in\{\ell, r\}$ with $\mathfrak{i} \in \mathcal{N}\left(j_{s}\right)$. We have $\left\{j_{\ell}, j_{r}\right\} \in E$, and, because of ( $T_{2}$ ), there is a node $t^{\prime}$ with $j_{\ell}, j_{r} \in J_{t^{\prime}}$. Because of $\mathfrak{j}_{\ell}, \mathfrak{j}_{r} \notin \mathrm{~J}_{\mathrm{t}}$ and $\left(\mathrm{T}_{3}\right)$, we have a contradiction.

For $J \subseteq \mathcal{J}$ and $M \subseteq \mathcal{M}$, let $\Gamma(J, M)=\left\{J^{\prime} \subseteq J \mid \forall j \in J^{\prime}: \mathcal{M}(j) \cap M \neq \emptyset\right\}$. Let $t \in V(T), J \in \Gamma\left(J_{t}, \check{M}_{t}\right)$, and $J^{\prime} \in \Gamma\left(J_{t} \backslash \tilde{J}_{t}, \check{M}_{t} \cup \tilde{M}_{t}\right)$. We set $S(\mathrm{t}, \mathrm{J})$ and $\tilde{S}\left(\mathrm{t}, \mathrm{J}^{\prime}\right)$ to be the sets of feasible schedules for the instances $I\left[\check{y}_{t} \cup J, \check{M}_{t}\right]$ and $I\left[\check{y}_{t} \cup \tilde{J}_{t} \cup J^{\prime}, \check{M}_{t} \cup \tilde{M}_{t}\right]$, respectively. We will consider $\operatorname{OPt}(\mathrm{S}(\mathrm{t}, \mathrm{J}))$ and $\operatorname{opt}\left(\tilde{S}\left(\mathrm{t}, \mathrm{J}^{\prime}\right)\right)$.

First note that $\operatorname{OPt}(I)=\operatorname{OPt}(S(a, \emptyset))$ (remember that $a$ is the root of $T$ ). Moreover, for a leaf node $t$, there are neither jobs nor machines and $\operatorname{opt}(S(t, \emptyset))=\operatorname{OPt}(\tilde{S}(\mathrm{t}, \emptyset))=\operatorname{Opt}(\{\emptyset\})=0$ holds. Hence, let t be a non-leaf node. We first consider how $\operatorname{Opt}(S(t, J))$ can be computed from the children of $t$ (Step 1). Due to ( $T_{3}$ ), the jobs from J are already active on at least one of the direct descendants of $t$. Because of this and (5.4), J may be split in two parts $\mathrm{J}_{\ell} \dot{\cup} \mathrm{J}_{\mathrm{r}}=\mathrm{J}$ where $\mathrm{J}_{s} \in \Gamma\left(\mathrm{~J}_{s(\mathrm{t})} \backslash\right.$ $\left.\tilde{J}_{s(t)}, \tilde{M}_{s(t)} \cup \tilde{M}_{s(t)}\right)$ for $s \in\{\ell, r\}$. Let $\Phi(J)$ be the set of such pairs $\left(\mathrm{J}_{\ell}, \mathrm{J}_{\mathrm{r}}\right)$.
lemma 5.10. We have:

$$
\operatorname{OPt}(S(t, J))=\min _{\left(J_{\ell}, J_{r}\right) \in \Phi(J)} \max _{s \in\{\ell, r\}} \operatorname{OPr}\left(\tilde{S}\left(s(t), J_{s}\right)\right)
$$

Proof. Let $\sigma^{*} \in S(t, J)$ be optimal. Since $\mathrm{J} \subseteq \mathrm{J}_{\mathrm{t}}$, we have $\mathrm{J} \cap \tilde{J}_{s(\mathrm{t})}=\emptyset$ for $s \in\{\ell, r\}$. Let $J_{s}^{*}=\sigma^{*-1}\left(\check{M}_{s(t)} \cup \tilde{M}_{s(t)}\right) \cap \mathrm{J}$. Because of (5.4), we have $J=J_{\ell}^{*} U_{r}^{*}$ and $J_{s}^{*} \in \Gamma\left(J_{s(t)} \backslash \tilde{J}_{s(t)}, \check{M}_{s(t)} \cup \tilde{M}_{s(t)}\right)$ obviously holds. Let $\sigma_{s}^{*}=\left.\sigma^{*}\right|_{J_{s} \cup \check{J}_{s(t)} \cup \tilde{J}_{s(t)}}$. Because of (5.6), we have $\sigma_{s}^{*} \in \tilde{S}\left(s(t), J_{s}^{*}\right)$ and (5.3) implies $\sigma^{*}=\sigma_{\ell}^{*} \cup \sigma_{r}^{*}$ (here we consider functions as sets of pairs). This yields:

$$
\begin{aligned}
\operatorname{OPT}(\mathrm{S}(\mathrm{t}, \mathrm{~J})) & =\mathrm{C}_{\max }\left(\sigma^{*}\right) \\
& =\max _{s \in\{\ell, r\}} C_{\max }\left(\sigma_{\mathrm{s}}^{*}\right) \\
& \geqslant \max _{s \in\{\ell, r\}} \operatorname{OPT}\left(\tilde{S}\left(s(\mathrm{t}), J_{\mathrm{s}}^{*}\right)\right)
\end{aligned}
$$

$$
\geqslant \min _{\left(\mathrm{J}_{\ell}, \mathrm{J}_{r}\right) \in \Phi(\mathrm{J})} \max _{s \in\{\ell, r\}} \operatorname{OPT}\left(\tilde{S}\left(s(t), J_{s}\right)\right)
$$

Now, let $\left(\mathrm{J}_{\ell}, \mathrm{J}_{\mathrm{r}}\right) \in \Phi(\mathrm{J})$ be minimizing the right-most term in the above expression and $\sigma_{s} \in \tilde{S}\left(s(t), J_{s}\right)$ be optimal. Then (5.3) and (5.4) imply that $\sigma:=\sigma_{\ell} \cup \sigma_{r}$ is in $S(t, J)$. Therefore, we have $C_{\max }(\sigma) \geqslant C_{\max }\left(\sigma^{*}\right)$. By definition we also have $C_{\max }(\sigma)=\min _{\left(\mathrm{J}_{\ell}, \mathrm{J}_{\mathrm{r}}\right)} \max _{\mathrm{s}} \operatorname{OPT}\left(\tilde{S}\left(s(t), J_{s}\right)\right)$ and the claim follows.

Consider the computation of $\operatorname{OPt}\left(\tilde{S}\left(t, J^{\prime}\right)\right)$, that is, step 3. We may split $J^{\prime}$ and $\tilde{J}_{t}$ into a set going to the nearly inactive and a set going to the inactive machines. We set $\Psi\left(J^{\prime}\right)$ to be the set of pairs $(A, X)$ with $J^{\prime} \cup \tilde{J}_{t}=A \dot{\cup} X, A \in \Gamma\left(\tilde{J}_{t} \cup J^{\prime}, \tilde{M}_{t}\right)$ and $X \in \Gamma\left(\tilde{J}_{t} \cup J^{\prime}, \check{M}_{t}\right)$.
lemma 5.11. We have:

$$
\operatorname{OPT}\left(\tilde{S}\left(t, J^{\prime}\right)\right)=\min _{(A, X) \in \Psi\left(J^{\prime}\right)} \max \left\{\operatorname{OPT}(S(t, X)), \operatorname{OPT}\left(I\left[A, \tilde{M}_{t}\right]\right)\right\}
$$

Proof. Let $\sigma^{*} \in \tilde{S}\left(t, J^{\prime}\right)$ be an optimal schedule. Because of (5.5), we have $\sigma^{*-1}\left(\tilde{M}_{t}\right) \subseteq J^{\prime} \cup \tilde{J}_{t}$. We set $A^{*}=\sigma^{*-1}\left(\tilde{M}_{t}\right)$ and $X^{*}=\left(J^{\prime} \cup \tilde{J}_{t}\right) \backslash A$. Then $\left(A^{*}, X^{*}\right) \in \Psi\left(J^{\prime}\right)$. Let $\check{\sigma}^{*}=\left.\sigma^{*}\right|_{\breve{J}_{t} \cup X^{*}}$ and $\tilde{\sigma}^{*}=\left.\sigma^{*}\right|_{\mathcal{A}}$. Then $\check{\sigma}^{*} \in$ $S\left(t, X^{*}\right)$ and $\tilde{\sigma}^{*}$ is a feasible schedule for $I\left[A^{*}, \tilde{M}_{t}\right]$. Because of (5.3) and (5.4), we have $\sigma=\check{\sigma}^{*} \dot{\cup} \tilde{\sigma}^{*}$ and:

$$
\begin{aligned}
\operatorname{OPT}\left(\tilde{S}\left(\mathrm{t}, \mathrm{~J}^{\prime}\right)\right) & =C_{\max }\left(\sigma^{*}\right) \\
& =\max \left\{\mathrm{C}_{\max }\left(\check{\sigma}^{*}\right), \mathrm{C}_{\max }\left(\tilde{\sigma}^{*}\right)\right\} \\
& \geqslant \max \left\{\operatorname{OPT}\left(\mathrm{S}\left(\mathrm{t}, \mathrm{X}^{*}\right)\right), \operatorname{OPT}\left(\mathrm{I}\left[A^{*}, \tilde{M}_{\mathrm{t}}\right]\right)\right\} \\
& \geqslant \min _{(A, X) \in \Psi\left(\mathrm{J}^{\prime}\right)} \max \left\{\operatorname{OPT}(\mathrm{S}(\mathrm{t}, \mathrm{X})), \operatorname{OPT}\left(\mathrm{I}\left[\mathcal{A}, \tilde{M}_{\mathrm{t}}\right]\right)\right\}
\end{aligned}
$$

Now, let $(A, X) \in \Psi\left(J^{\prime}\right)$ be minimizing the right-most term in the above expression, $\check{\sigma} \in S(t, X)$ be optimal, and $\tilde{\sigma}$ be an optimal schedule for $I\left[A, \tilde{M}_{t}\right]$. Then (5.3) and (5.4) yield $\sigma:=\check{\sigma} \dot{\cup} \tilde{\sigma} \in \tilde{S}\left(t, J^{\prime}\right)$, and therefore $C_{\max }\left(\sigma^{*}\right) \leqslant C_{\max }(\sigma)$. By definition $C_{\max }(\sigma)$ also equals $\min _{(A, X)} \max \left\{\operatorname{OPT}(S(t, X)), \operatorname{OPT}\left(I\left[A, \tilde{M}_{t}\right]\right)\right\}$ and the claim follows.

Determining the values $\operatorname{opt}\left(\mathrm{I}\left[A, \tilde{M}_{t}\right]\right)$ corresponds to Step 2. Note that these values can be computed using the first dynamic program from Section 5.2 in time $2^{\mathcal{O}(\mathrm{k})} \times \mathcal{O}(\mathrm{m})$.

THE DUAL GRAPH. For the dual graph, the (in-)active jobs and machines are defined analogously: The active machines for a tree node $t$ are the ones in the respective bag, the inactive machines are those that were active for some descendant but are not active for $t$, and the nearly inactive machines are those that are active at $t$ but inactive at its parent, i.e., $M_{t}=X_{t}, \check{M}_{t}=\left\{i \in \mathcal{M} \mid i \notin M_{t} \wedge \exists t^{\prime} \in \operatorname{desc}(t): i \in X_{t^{\prime}}\right\}$ and $\tilde{M}_{t}=M_{t} \backslash \check{M}_{p(t)}$. Furthermore, the inactive jobs are those that may be processed on some inactive machine and the (nearly in-)active ones are those that can be processed on some (nearly in-)active machine and are not inactive, i.e., $\check{J}_{t}=\mathcal{J}\left(\check{M}_{t}\right), J_{t}=\mathcal{J}\left(M_{t}\right) \backslash \check{J}_{t}$ and $\tilde{J}_{t}=\mathcal{J}\left(\tilde{M}_{t}\right) \backslash \check{J}_{t}$.

With these definitions, we get the following lemma which can be proved analogously to Lemma 5.9:
lemma 5.12. The conditions (5.1)-(5.4) hold, as well as:

$$
\begin{align*}
\mathcal{M}\left(\tilde{J}_{t}\right) & \subseteq M_{t}  \tag{5.7}\\
\mathcal{J}\left(\tilde{M}_{t} \cup \tilde{M}_{t}\right) & =\tilde{J}_{t} \cup \check{J}_{t} \tag{5.8}
\end{align*}
$$

We need some extra notation. Like we did in Section 5.2, we consider load vectors $\lambda \in \mathbb{Z}_{\geqslant 0}^{M}$ where $M \subseteq \mathcal{M}$ is a set of machines. We say that a schedule $\sigma$ fulfills $\lambda$ if $\lambda_{i}=\sum_{j \in \sigma^{-1}(i)} p_{i j}$ for each $i \in M$. For any set $S$ of schedules for $I$, we denote the set of load vectors for $M$ that are fulfilled by at least one schedule from $S$ with $\wedge(S, M)$. Furthermore, we denote the set of all schedules for I with $S(I)$, and, for a subset of jobs $J \subseteq \mathcal{J}$, we write $\Lambda(J, M)$ as a shortcut for $\Lambda(S(I[J, M]), M)$. Let $t \in V(T)$. We set $S(t)=S\left(I\left[\check{J}_{t}, \check{M}_{t} \cup M_{t}\right]\right)$ and $\tilde{S}(t)=S\left(I\left[\check{L}_{t} \cup \tilde{J}_{t}, \check{M}_{t} \cup M_{t}\right]\right)$. Moreover, for $\lambda \in \Lambda\left(S(t), M_{t}\right)$ and $\lambda^{\prime} \in \Lambda\left(\tilde{S}(t), M_{t}\right)$, we set $S(t, \lambda) \subseteq$ $S(t)$ and $\tilde{S}\left(t, \lambda^{\prime}\right) \subseteq \tilde{S}(t)$ to be those schedules that fulfill $\lambda$ and $\lambda^{\prime}$, respectively. We now consider $\operatorname{OPt}(S(t, \lambda))$ and $\operatorname{OPt}\left(\tilde{\mathrm{S}}\left(\mathrm{t}, \lambda^{\prime}\right)\right)$.

First note $\operatorname{opt}(I)=\operatorname{opt}(S(a, \emptyset))$. Moreover, for a leaf node $t$, we have neither jobs nor machines and $\Lambda\left(S(t), M_{t}\right)=\Lambda\left(\tilde{S}(t), M_{t}\right)=\{\emptyset\}$. Therefore, $\operatorname{opt}(S(\mathrm{t}, \emptyset))=\operatorname{opt}(\tilde{S}(\mathrm{t}, \emptyset))=\operatorname{opt}(\{\emptyset\})=0$. Hence, let t be a non-leaf node. Again, we first consider how $\operatorname{Opt}(S(t, \lambda))$ can be computed from the children of $t$. Because of (5.3), $\lambda$ may be split into a left and a right part. For two machine sets $M, M^{\prime}$, let $\tau_{M, M^{\prime}}$ : $\mathbb{Z}_{\geqslant 0}^{M} \rightarrow \mathbb{Z}_{\geqslant 0}^{M^{\prime}}$ be a transformation function for load vectors where the entry of $\tau_{M, M^{\prime}}(\lambda)$ indexed by $i$ equals $\lambda_{i}$ for $i \in M \cap M^{\prime}$ and 0 otherwise. We set $\Xi(\lambda)$ to be the set of pairs $\left(\lambda_{\ell}, \lambda_{r}\right)$ with $\lambda=$ $\tau_{M_{\ell(t)}, M_{t}}\left(\lambda_{\ell}\right)+\tau_{M_{r(t)}, M_{t}}\left(\lambda_{r}\right)$, and $\lambda_{s} \in \Lambda\left(\tilde{S}(s(t)), M_{s(t)}\right)$ for $s \in\{\ell, r\}$.
lemma 5.13. We have:

$$
\operatorname{OPt}(S(\mathrm{t}, \lambda))=\min _{\left(\lambda_{\ell}, \lambda_{r}\right) \in \Xi(\lambda)} \max _{s \in\{\ell, r\}} \operatorname{OPT}\left(\tilde{S}\left(s(t), \lambda_{s}\right)\right)
$$

Proof. Let $\sigma^{*} \in \mathrm{~S}(\mathrm{t}, \lambda)$ be optimal. Because of (5.1), we have $\sigma^{*}\left(\breve{J}_{s(\mathrm{t})} \cup\right.$ $\left.\tilde{J}_{s(t)}\right) \subseteq M_{s(t)} \cup \check{M}_{s(t)}$ for $s \in\{\ell, r\}$. Let $\sigma_{s}^{*}=\left.\sigma^{*}\right|_{\tilde{J}_{s(t)} \cup \tilde{J}_{s(t)}}$ and $\lambda_{s}^{*}$ the load vector that $\sigma_{s}^{*}$ fulfills on $M_{s(t)}$. Then we have $\sigma_{s}^{*} \in \tilde{S}\left(s(t), \lambda_{s}^{*}\right)$ and $\left(\lambda_{\ell}^{*}, \lambda_{\mathrm{r}}^{*}\right) \in \Xi(\lambda)$. Because of (5.3) and (5.4), we have $\sigma^{*}=\sigma_{\ell}^{*} \dot{\cup} \sigma_{r}^{*}$. Moreover, we have:

$$
\begin{aligned}
\operatorname{OPT}(S(t, \lambda)) & =C_{\max }\left(\sigma^{*}\right) \\
& =\max _{s \in\{\ell, r\}} C_{\max }\left(\sigma_{s}^{*}\right) \\
& \geqslant \max _{s \in\{\ell, r\}} \operatorname{OPT}\left(\tilde{S}\left(s(t), \lambda_{s}^{*}\right)\right) \\
& \geqslant \min _{\left(\lambda_{\ell}, \lambda_{r}\right) \in \Xi(\lambda)} \max _{s \in\{\ell, r\}} \operatorname{OPT}\left(\tilde{S}\left(s(t), \lambda_{s}\right)\right)
\end{aligned}
$$

Now, let $\left(\lambda_{\ell}, \lambda_{r}\right) \in \Xi(\lambda)$ be minimizing the right-most term in the above expression and $\sigma_{s} \in \tilde{S}\left(s(t), \lambda_{s}\right)$ be optimal. Then $\sigma:=\sigma_{\ell} \cup$ $\sigma_{\mathrm{r}}$ is in $\mathrm{S}(\mathrm{t}, \lambda)$ and $\mathrm{C}_{\max }(\sigma)=\min _{\left(\lambda_{\ell}, \lambda_{r}\right)} \max _{\mathrm{s}} \operatorname{OPt}\left(\tilde{S}\left(s(\mathrm{t}), \lambda_{\mathrm{s}}\right)\right)$. Since furthermore $C_{\max }(\sigma) \geqslant C_{\max }\left(\sigma^{*}\right)$, the claim follows.

Note that determining $\operatorname{Opt}(S(t, \lambda))$ corresponds to Step 1. Next, we consider $\operatorname{Opt}\left(\tilde{S}\left(\mathrm{t}, \lambda^{\prime}\right)\right)$ (see Step 3). We may split $\lambda^{\prime}$ into the load due to inactive and that due to nearly inactive jobs. Note that the nearly inactive jobs can only be processed by active machines (5.7). We set $\gamma\left(\lambda^{\prime}\right)$ to be the set of pairs $(\alpha, \xi)$ with $\lambda^{\prime}=\alpha+\xi, \alpha \in \Lambda\left(\tilde{J}_{t}, M_{t}\right)$ and $\xi \in \Lambda\left(S(t), M_{t}\right)$.
lemma 5.14. We have:

$$
\operatorname{OPT}\left(\tilde{S}\left(t, \lambda^{\prime}\right)\right)=\min _{(\alpha, \xi) \in \mathcal{Y}\left(\lambda^{\prime}\right)} \max \left(\{\operatorname{OPT}(S(t, \xi))\} \cup\left\{\lambda_{i}^{\prime} \mid i \in M_{t}\right\}\right)
$$

Proof. Let $\sigma^{*} \in \tilde{S}\left(\mathrm{t}, \lambda^{\prime}\right)$ be optimal. Then (5.7) implies $\sigma^{*}\left(\tilde{J}_{\mathrm{t}}\right) \subseteq M_{\mathrm{t}}$. We set $\tilde{\sigma}^{*}=\left.\sigma^{*}\right|_{\tilde{J}_{t}}$ and $\check{\sigma}^{*}=\left.\sigma^{*}\right|_{\tilde{y}_{\mathrm{t}}}$. Furthermore, let $\alpha^{*}$ be the load vector fulfilled by $\tilde{\sigma}^{*}$ and $\xi^{*}$ the one fulfilled by $\check{\sigma}^{*}$ on $M_{\mathrm{t}}$. Then $\tilde{\sigma}^{*}$ is a feasible schedule for $I\left[\tilde{J}_{t}, M_{t}\right]$ fulfilling $\alpha^{*}, \check{\sigma}^{*} \in S\left(t, \xi^{*}\right)$ and $\left(\alpha^{*}, \xi^{*}\right) \in \Upsilon\left(\lambda^{\prime}\right)$. Furthermore, (5.3) yields $\sigma^{*}=\tilde{\sigma}^{*} \dot{\cup} \check{\sigma}^{*}$. We get:

$$
\begin{aligned}
\operatorname{OPT}\left(\tilde{S}\left(\mathrm{t}, \lambda^{\prime}\right)\right) & =\mathrm{C}_{\max }\left(\sigma^{*}\right) \\
& =\max \left(\left\{\mathrm{C}_{\max }\left(\check{\sigma}^{*}\right)\right\} \cup\left\{\lambda_{\mathfrak{i}}^{\prime} \mid \mathfrak{i} \in M_{\mathrm{t}}\right\}\right) \\
& \geqslant \max \left(\left\{\operatorname{OPT}\left(\mathrm{S}\left(\mathrm{t}, \xi^{*}\right)\right)\right\} \cup\left\{\lambda_{i}^{\prime} \mid \mathfrak{i} \in M_{\mathrm{t}}\right\}\right) \\
& \geqslant \min _{(\alpha, \xi) \in \Upsilon\left(\lambda^{\prime}\right)} \max \left(\{\operatorname{OPT}(S(\mathrm{t}, \xi))\} \cup\left\{\lambda_{\mathrm{i}}^{\prime} \mid i \in M_{\mathrm{t}}\right\}\right)
\end{aligned}
$$

Now, let $(\alpha, \xi) \in \Upsilon\left(\lambda^{\prime}\right)$ be minimizing the right-most term in the above expression, $\check{\sigma} \in \mathrm{S}(\mathrm{t}, \xi)$ be optimal, and $\tilde{\sigma}$ be a feasible schedule for $I\left[\tilde{J}_{\mathrm{t}}, \mathrm{M}_{\mathrm{t}}\right]$ fulfilling $\alpha$. Then $\sigma:=\check{\sigma} \cup \tilde{\sigma} \in \tilde{S}\left(\mathrm{t}, \lambda^{\prime}\right)$ and therefore $\mathrm{C}_{\max }(\sigma) \geqslant \mathrm{C}_{\max }\left(\sigma^{*}\right)$. Since we additionally have

$$
C_{\max }(\sigma)=\min _{(\alpha, \xi)} \max \left(\{\operatorname{opt}(S(\mathrm{t}, \xi))\} \cup\left\{\lambda_{i}^{\prime} \mid i \in M_{\mathrm{t}}\right\}\right),
$$

the claim follows.
The set $\Lambda\left(\tilde{J}_{t}, M_{t}\right)$ can be computed using the second dynamic program described in Section 5.2 in time $L^{\mathcal{O}(k)} \times \mathcal{O}(n)$ if $L$ is again a bound on the number of distinct loads that can occur on each machine. This corresponds to Step 2.
the incidence graph. For the incidence graph, we combine the ideas that we used for the two other graphs. The situation is slightly more complicated because we have to handle the jobs and machines simultaneously. All the job sets are defined like in the primal, and all the machine sets like in the dual graph case, i.e., $\mathrm{J}_{\mathrm{t}}=X_{t} \cap \mathcal{J}, M_{t}=$ $X_{t} \cap \mathcal{M}, \check{J}_{t}=\left\{j \in \mathcal{J} \mid j \notin X_{t} \wedge \exists t^{\prime} \in \operatorname{desc}(t): j \in X_{t^{\prime}}\right\}, \tilde{M}_{t}=\{i \in \mathcal{M} \mid i \notin$ $\left.M_{t} \wedge \exists t^{\prime} \in \operatorname{desc}(t): i \in X_{t^{\prime}}\right\}, \tilde{J}_{t}=J_{t} \backslash J_{p(t)}$, and $\tilde{M}_{t}=M_{t} \backslash \check{M}_{p(t)}$.

With these definitions the conditions (5.1)-(5.4) follow almost directly from the definitions together with ( $\mathrm{T}_{2}$ ) and ( $\mathrm{T}_{3}$ ). The proofs for the recurrence relations in this paragraph have the same structure as the proofs for the other recurrence relations and no new ideas are needed. Therefore, they are omitted.

Let $t \in V(t), J \in \Gamma\left(J_{t}, \check{M}_{t}\right)$ and $J^{\prime} \in \Gamma\left(J_{t} \backslash \tilde{J}_{t}, \check{M}_{t} \cup \tilde{M}_{t}\right)$. We set $S(t, J)$ to be the set of feasible schedules $\sigma$ for $I\left[\check{J}_{t} \cup J, \check{M}_{t} \cup M_{t}\right]$ that schedule the jobs from $J$ on inactive machines, i.e., $\sigma(\mathfrak{j}) \in \check{M}_{t}$ for each $j \in J$. Moreover, $\tilde{S}\left(t, J^{\prime}\right)$ is the set of schedules for $I\left[\check{J}_{t} \cup \tilde{J}_{t} \cup J^{\prime}, \check{M}_{t} \cup M_{t}\right]$ that schedule the jobs from $J^{\prime}$ on (nearly) inactive machines $\tilde{M}_{t} \cup \check{M}_{t}$. The sets of schedules that in addition fulfill a load vector $\lambda \in \Lambda\left(S(t, J), M_{t}\right)$ or $\lambda^{\prime} \in \Lambda\left(\tilde{S}\left(t, J^{\prime}\right)\right.$ are denoted by $S(t, J, \lambda)$ and $\tilde{S}\left(t, J^{\prime}, \lambda^{\prime}\right)$. We consider $\operatorname{OPt}(S(t, J, \lambda))$ and $\operatorname{opt}\left(\tilde{S}\left(t, J^{\prime}, \lambda^{\prime}\right)\right)$.

First note $\operatorname{OPt}(I)=\operatorname{OPt}(S(a, \emptyset, \emptyset))$. For a leaf note $t$ there are neither jobs nor machines and therefore $\operatorname{OPt}(S(t, \emptyset, \emptyset))=\operatorname{OPt}(\emptyset))=0$. Hence, let $t$ be a non-leaf node. Like before, we first consider $\operatorname{opt}(\mathrm{S}(\mathrm{t}, \mathrm{J}, \lambda))$. Both J and $\lambda$ may be split into a left and a right part and we set $\Phi(\mathrm{J})$ like before. Moreover, for $\left(\mathrm{J}_{\ell}, \mathrm{J}_{r}\right) \in \Phi(\mathrm{J})$ we define $\Xi\left(\lambda,\left(\mathrm{J}_{\ell}, \mathrm{J}_{\mathrm{r}}\right)\right)$ to be the set of pairs $\left(\lambda_{\ell}, \lambda_{r}\right)$ with $\lambda_{s} \in \Lambda\left(\tilde{S}\left(s(t), J_{s}\right), M_{s(t)}\right)$ for $s \in\{\ell, r\}$.
lemma 5.15. We have:

$$
\operatorname{OPT}(S(t, J, \lambda))=\min _{\left(J_{\ell}, J_{r}\right),\left(\lambda_{e}, \lambda_{r}\right)} \max _{s \in\{\ell, r\}} \operatorname{OPT}\left(\tilde{S}\left(s(t), J_{s}, \lambda_{s}\right)\right)
$$

Next we consider $\operatorname{Opt}\left(\tilde{S}\left(\mathrm{t}, \mathrm{J}^{\prime}, \lambda^{\prime}\right)\right)$. The set $\mathrm{J}^{\prime}$ again may be split into a part going to the inactive and a part going to the nearly inactive machines, while the nearly inactive jobs $\tilde{J}_{t}$ have to be split into a part going to the inactive and a part going to the active machines (note that in this case (5.7) does not hold). Therefore, we set $\Psi\left(J^{\prime}\right)$ to be the set of pairs $(A, X)$ with $J^{\prime}=A \cup X, A \cap J^{\prime} \in \Gamma\left(J^{\prime}, \tilde{M}_{t}\right), A \cap \tilde{J}_{t} \in \Gamma\left(\tilde{J}_{t}, M_{t}\right)$ and $X \in \Gamma\left(\tilde{J}_{t} \cup J^{\prime}, \check{M}_{t}\right)$. The splitting of $\lambda^{\prime}$ is more complicated as well because in this case all of the active machines may receive load from the nearly inactive jobs, and the nearly inactive machines may additionally receive load from the active but not nearly inactive jobs ( $(5.5)$ does not hold). Therefore, we set $\Upsilon\left(\lambda^{\prime},(A, X)\right)$ to be the set of triplets $(\alpha, \beta, \xi)$ with $\alpha \in \Lambda\left(A \cap J^{\prime}, \tilde{M}_{t}\right), \beta \in \Lambda\left(A \cap \tilde{J}_{t}, M_{t}\right), \xi \in$ $\Lambda\left(S(t, X), M_{t}\right)$ and $\lambda^{\prime}=\tau_{\tilde{M}_{t}, M_{t}}(\alpha)+\beta+\xi$.
lemma 5.16. We have:

$$
\operatorname{OPt}\left(\tilde{S}\left(\mathrm{t}, \mathrm{~J}^{\prime}, \lambda^{\prime}\right)\right)=\min _{(A, X),(\alpha, \beta, \xi)} \max \left(\{\operatorname{OPT}(S(\mathrm{t}, \mathrm{X}, \xi))\} \cup\left\{\lambda^{\prime}(\mathfrak{i}) \mid \mathfrak{i} \in M_{\mathrm{t}}\right\}\right)
$$

Note that the sets $\Lambda\left(A \cap J^{\prime}, \tilde{M}_{t}\right)$ and $\Lambda\left(A \cap \tilde{J}_{t}, M_{t}\right)$ can be computed in time $L^{\mathcal{O}(k)}$ using the second dynamic program described in Section 5.2, if L is again a bound on the number of distinct loads that can occur on each machine.
analysis. Using above arguments, we can design dynamic programs that use the simple dynamic programs from Section 5.2 as subroutines.
In case of the primal graph, all the considered sets, that is, $\Gamma\left(\mathrm{J}_{\mathrm{t}}, \check{M}_{\mathrm{t}}\right)$, $\Gamma\left(J_{t} \backslash \tilde{J}_{t}, \check{M}_{t} \cup \tilde{M}_{t}\right), \Phi(\mathrm{J})$, and $\Psi\left(\mathrm{J}^{\prime}\right)$, are upper bounded in cardinality by $2^{\mathrm{k}+1}$. This yields a running time of $2^{\mathcal{O}(\mathrm{k})} \times \mathcal{O}(\mathrm{m}|\mathrm{V}(\mathrm{T})|)$. Note that a tree decomposition exist whose number of nodes is linear in the number of vertices of the original graph (see, e.g., $[18,99]$ ).
For the dual graph, note we have an upper bound of $L^{k+1}$ for the cardinality of each of the considered sets, that is, $\Lambda\left(S(t), M_{t}\right)$, $\Lambda\left(\tilde{S}(t), M_{t}\right), \Lambda\left(\tilde{J}_{t}, M_{t}\right), \Xi(\lambda)$, and $\Upsilon\left(\lambda^{\prime}\right)$. Furthermore, the above considerations also imply how the sets can be computed for each node. We get a running time of $L^{\mathcal{O}(k)} \times \mathcal{O}(n|V(G)|)$ in this case.

Lastly, the cardinality of each of the occurring sets for the case of the incidence graph can be upper bounded by $2^{k+1}$ or $L^{k+1}$ in the same manner. Assuming $L \geqslant 2$, we get a running time of $L^{\mathcal{O}(k)} \times \mathcal{O}(|V(G)|)$.

Optimal schedules can be found via backtracking proving the Theorems 5.1 and 5.2. Theorem 5.3 follows by the combination of the dynamic programs and a rounding scheme similar to that in Section 5.2. Note that in some sense the above results lift the basic dynamic programs to a more general setting.

### 5.4 CLIQUE- AND RANKWIDTH RESULTS

In this section, we will utilize the rankwidth and a corresponding branch decomposition. The result for the cliquewidth is due to the fact that $\operatorname{rw}(G) \leqslant \operatorname{cw}(G) \leqslant 2^{\operatorname{rw}(G)+1}-1$ [123].

First, we want to argue that there is not much to be gained when considering primal or dual graphs with bounded rankwidth (or cliquewidth). For this, consider any instance I of the restricted assignment problem. By adding a job with processing time OPT(I) that can be processed on every machine, and a machine that can only process this new job, we get a modified instance $I^{\prime}$. Any schedule for one of the instances can trivially be transformed into a schedule for the other without an increase in the makespan. However, while the rankwidth of the primal or dual graph of I could have been arbitrarily high, the rankwidth of the primal and dual graph of $\mathrm{I}^{\prime}$ are both equal to one, because these graphs are complete.

We study the case when the rankwidth of the incidence graph is bounded by a constant $k$. Moreover, we assume that also the number $d$ of distinct job sizes is bounded by a constant which we can do because of the following result. Let $\mathcal{J}$ be some class of instances of restricted assignment which is invariant with respect to changing the processing times of jobs and the introduction of copies of jobs.

LEMMA 5.17 (ROUNDING LEMMA). If there is a PTAS for instances from $\mathcal{J}$ for which the number of distinct processing times is bounded by a constant, then there is also a PTAS for any instance from $\mathcal{J}$.

Proof. Let $I \in \mathcal{J}, \varepsilon>0$ and $B$ an upper bound of $\operatorname{opt}(I)$ with $B \leqslant$ 2 opt. Such a bound B can be found in polynomial time for example with the 2-approximation by Lenstra et al. [108]. Moreover, let $\delta:=\min \{1 / 3, \varepsilon / 7\}$. We call jobs $j$ big, if $p_{j}>\delta B$ and otherwise small. Next, we construct a modified instance $I^{\prime}$. This instance has the same machine set and for each big job $j$ a job $j^{\prime}$ with the same restrictions and processing time $p_{j^{\prime}}:=\delta^{2} B\left\lceil\frac{p_{j}}{\delta^{2} B}\right\rceil$ is included in the job set. This yields $p_{j}^{\prime} \leqslant p_{j}+\delta^{2} B \leqslant(1+\delta) p_{j}$. For each small job $j$ in $I$, we introduce $\left\lceil\frac{n p_{j}}{\delta B}\right\rceil \in \mathcal{O}(n)$ many jobs with the same restrictions as $j$ and with processing time $\frac{\delta B}{n}$. Note that $I^{\prime}$ has a has at most $1 / \delta+1$ many distinct processing times and that $\mathrm{I}^{\prime} \in \mathcal{J}$. Moreover, the size of $\mathrm{I}^{\prime}$ is polynomial in the size of I.

Given an optimal solution of I, consider the solution of I' we get by scheduling both the big and the small jobs in $\mathrm{I}^{\prime}$ the same way as their analogues in I. The big jobs on a machine can cause an increase of the processing time of at most factor $(1+\delta)$, while for each small job of I there may be an increase of at most $\frac{\delta B}{n}$. Therefore, we get:

$$
\mathrm{OPT}\left(\mathrm{I}^{\prime}\right) \leqslant \mathrm{OPT}(\mathrm{I})+\delta \mathrm{OPT}(\mathrm{I})+\delta \mathrm{B} \leqslant(1+3 \delta) \mathrm{OPT}(\mathrm{I})
$$

Now given a PTAS for instances of $\mathcal{J}$ for which the number of distinct processing times is bounded by a constant, we can compute a schedule $\sigma^{\prime}$ for $\mathrm{I}^{\prime}$ with $\mathrm{C}_{\max }(\sigma) \leqslant(1+\delta)$ opt $\left(\mathrm{I}^{\prime}\right)$ in polynomial time. We use $\sigma^{\prime}$ to construct a schedule for $\sigma$ for I. In this schedule the big jobs are assigned in the same way as there analogous in $I^{\prime}$. For the small jobs we need some additional consideration. Let $S$ and $S^{\prime}$ be the set of small $j$ jobs in $I$ and $I^{\prime}$ respectively. Moreover, for $\mathfrak{j} \in S$ let $S^{\prime}(\mathfrak{j})$ be the set of small jobs that were inserted in $I^{\prime}$ due to $j$. The assignment of $S(j)$ in $\sigma^{\prime}$ can be seen as a fractional assignment of $j$. We find a rounding for this fractional assignment of the small jobs. For each machine $i$ and small job $\mathfrak{j} \in S$ let $x_{i j}^{\prime}=\left|\left\{j^{\prime} \in S(j) \mid \sigma^{\prime}(\mathfrak{j})=\mathfrak{i}\right\}\right| /|S(\mathfrak{j})|$. Furthermore, let $t_{i}$ be the summed up processing time that machine $i$ receives in the schedule $\sigma^{\prime}$ from small jobs, i.e., $t_{i}=\left|\left\{j^{\prime} \in S^{\prime} \mid \sigma^{\prime}(\mathfrak{j})=\mathfrak{i}\right\}\right| \frac{\delta B}{n}$. Then $\left(x_{i j}^{\prime}\right)$ is a solution of the following linear program:

$$
\begin{array}{rr}
\sum_{i \mathcal{M}(j)} x_{i j}=1 & \forall j \in S \\
\sum_{j \in S} p_{j} x_{i j} \leqslant t_{i} & \forall i \in \mathcal{M} \\
x_{i j} \geqslant 1 & \forall j \in S, i \in \mathcal{M} \tag{5.10}
\end{array}
$$

Using the rounding approach by Lenstra et al. [108], we can transform this solution in polynomial time into an integral solution ( $x_{i j}^{*}$ ) fulfilling (5.9) and instead of (5.10) the modified constraint:

$$
\sum_{j \in S} p_{j} x_{i j} \leqslant t_{i}+\max _{j \in S} p_{j} \quad \forall i \in \mathcal{M}
$$

We set $\sigma$ to assign the small jobs according to $\left(x_{i j}^{*}\right)$. Since $\max _{j \in S} p_{j} \leqslant$ $\delta B$, we get $C_{\max }(\sigma) \leqslant C_{\max }\left(\sigma^{\prime}\right)+\delta B$. Now, $\delta:=\min \{1 / 3, \varepsilon / 7\}$ and the above inequalities yield:

$$
\mathrm{C}_{\max }(\sigma) \leqslant((1+\delta)(1+3 \delta)+2 \delta) \text { opt }(\mathrm{I}) \leqslant(1+\varepsilon) \text { opt }(\mathrm{I})
$$

For each PTAS result in this context (see [46, 97, 119, 122, 134]) some rounding and simplification approach is introduced and all of these approaches are rather similar. We remark that the above approach can be used for all of the above cases (and for other cases as well). Hence, we simplify and unify this aspect of PTAS results for variants of restricted assignment. Note, however, that the included rounding procedure is not optimized for running time. Finally note that we can indeed use the above lemma:
lemma 5.18. Let I be some instance of restricted assignment and I' be another instance that was constructed from I by changing processing times of jobs and by the introducing copies of jobs. Then the incidence graphs of I and I' have the same rankwidth.

Proof. First note that changing processing times does not change the incidence graph. We now assume that $\mathrm{I}^{\prime}$ was created from I by adding exactly one copy $j^{\prime}$ of some job $j$. Let ( $(T, \eta)$ be any branch decomposition for I. It suffices to construct a branch decomposition ( $\mathrm{T}^{\prime}, \eta^{\prime}$ ) for $I^{\prime}$ that has the same rankwidth as ( $T, \eta$ ). For this, let $v$ be the leaf of $T$ corresponding to $\mathfrak{j}$, i.e., $\eta^{-1}(v)=\mathfrak{j}$. We define $\mathrm{T}^{\prime}$ to be the tree we get if we add two additional nodes $u$ and $u^{\prime}$ that are exclusively connected to $v$. Moreover, we define $\eta^{\prime}(j)=u, \eta^{\prime}\left(j^{\prime}\right)=u^{\prime}$ and $\eta^{\prime}(x)=\eta(x)$ for any other job or machine $x$. Now, let $e^{\prime} \in E\left(T^{\prime}\right) \cap E(T)$ be some edge that was not newly added and $(X, Y)$ and $\left(X^{\prime}, Y^{\prime}\right)$ be the corresponding cuts in the incidence graphs of I and $\mathrm{I}^{\prime}$, respectively. Furthermore, let $A[X, Y]$ and $A\left[X^{\prime}, Y^{\prime}\right]$ denote the corresponding adjacency matrices. Then $A\left[X^{\prime}, Y^{\prime}\right]$ can be derived from $A[X, Y]$ by copying the column or row corresponding to $j$ in order to fill the column or row corresponding to $j^{\prime}$. Hence, the two matrices have the same rank. Moreover, the rank corresponding to matrices associated with the newly added edges is 1 since they are connected to leafs.
dynamic program. We present a dynamic program to solve the restricted assignment problem using a branch decomposition ( $T, \eta$ )
with rankwidth $k$ for the incidence graph. First, we give some intuition on why a bounded rankwidth is useful.

For any Graph $(\mathrm{V}, \mathrm{E})$ and $\mathrm{X} \subseteq \mathrm{V}$, we say that $\mathrm{u}, v \in \mathrm{~V}$ have the same connection type with respect to $X$ if $N(u) \cap X=N(v) \cap X(N(w)$ denotes the neighborhood of a vertex $w$ ). If $X$ is clear from the context, we say that $u$ and $v$ have the same connection type. Now, let $e=\{a, b\} \in$ $E(T)$ be some edge of the branch decomposition and $\left\{X_{e, a}, X_{e, b}\right\}$ the respective cut of $T$, i.e., $X_{e, x}$ for $x \in\{a, b\}$ is the set of vertices of $T$ that are in the same connected component as $x$ when the edge $e$ is removed. Then $\left\{\mathrm{X}_{e, \mathrm{a}}, \mathrm{X}_{e, b}\right\}$ induces a partition of both the jobs and machines by $J_{e, x}:=\left\{j \in \mathcal{J} \mid \eta(j) \in X_{e, x}\right\}$ and $M_{e, x}:=\left\{i \in \mathcal{M} \mid \eta(j) \in X_{e, x}\right\}$ for $x \in\{a, b\}$. We will utilize the following observation:
Remark 5.19. Let $x, y \in\{a, b\}$ with $x \neq y$. The number of distinct connection types of $J_{e, x}$ with respect to $M_{e, y}$ is bounded by $2^{k}$.

Proof. This due to the definition of the rankwidth and the simple fact that there are only $2^{k}$ distinct linear combinations of $k$ vectors over the field with two elements $\operatorname{GF}(2)$.

In the rest of this section, we first show how the branch decomposition can be used in a straightforward way to solve restricted assignment (with exponential running time). The basic idea for this is that each edge of the decomposition corresponds to a partition of the job and machine sets and an optimal solution may be found by trying all possible ways of moving jobs between partitions. At the machineleafs, all arriving jobs have to be processed with no jobs going out, and at the job-leafs, all jobs have to be send away with no jobs coming in. From this, the procedure can work up to some root edge. Next, we argue that it is sufficient to consider only certain locally defined classes of job sets. The crucial part here is that the number of these classes can be polynomially bounded because the number of distinct sizes and connection types of jobs are constant.

Jов sets. Let $e=\{a, b\} \in E(T)$ again be some edge of the tree $T$ and $\left\{X_{e, a}, X_{e, b}\right\}$ the corresponding cut of $T$. We fix a schedule $\sigma$ and make some basic observations. There is a set of jobs $\overrightarrow{\mathrm{J}}_{\mathrm{a}, \mathrm{b}} \subseteq \mathrm{J}_{e, \mathrm{a}}$ that $\sigma$ assigns to machines from $M_{e, b}$. We will use the intuition that $\vec{J}_{a, b}$ is sent through $e$ from $a$ to $b$ (see also Figure 5.2). The node $b$ may be an inner node or a leaf. Moreover, if $b$ is a leaf, $\eta^{-1}(t)$ may be $a$ job $j^{*}$ or a machine $i^{*}$. In the first case, $\sigma$ sends no jobs to $t$ and $j^{*}$ to $a$. In the second case, no jobs are sent to $a$ and the jobs send to $b$ should be feasible on $i^{*}$. Now, any set that is sent through an edge and arrives at an internal node will be split into two parts: one going forth through the second and one through the third edge. And looking at it the other way around: Any set that is sent by a schedule through an edge coming from an inner node, is put together from two parts, one coming from the second and one coming from the third edge.


Figure 5.2: Edge e slits the instance into two parts. In a given schedule, some jobs from one part may be processed in the other. We use the intuition that these jobs are send through the edge.


Figure 5.3: In a given schedule, the jobs that are send through an edge coming from or going to an inner node may be partitioned into the jobs that came from or will continue through the two incident edges, respectively.

We formalize this notion. Let t be an internal node of T with neighbors $u, v, w \in \mathrm{~V}(\mathrm{~T})$. Then, for each pair of neighbors $x, y$ of $t$, there are job sets $\overrightarrow{\mathrm{J}}_{x, t, y} \subseteq \overrightarrow{\mathrm{~J}}_{x, t} \cap \overrightarrow{\mathrm{~J}}_{\mathrm{t}, \mathrm{y}}$ such that:

$$
\begin{equation*}
\vec{J}_{u, t}=\vec{J}_{u, t, v} \dot{\cup} \vec{J}_{u, t, w} \quad \vec{J}_{t, u}=\vec{J}_{v, t, u} \dot{\cup} \vec{J}_{w, t, u} \tag{5.11}
\end{equation*}
$$

See also Figure 5.3. It is rather easy to see that sets $\vec{J}_{s, t}$ that are feasible at the leafs and fulfill the conditions (5.11) uniquely define a feasible schedule.
Using these observations, we now discuss how (the value of) an optimal schedule can be found by considering different job sets that may be sent through the edges. For this, we use an intuition of up and down with a above and b below. Let $\check{\mathrm{J}}=\overrightarrow{\mathrm{J}}_{\mathrm{a}, \mathrm{b}} \subseteq \mathrm{J}_{e, \mathrm{a}}$ and $\hat{\mathrm{J}}=\overrightarrow{\mathrm{J}}_{\mathrm{b}, \mathrm{a}} \subseteq \mathrm{J}_{e, \mathrm{~b}}$ be some candidate sets to be sent up and down, respectively, through e. We set $I_{e, x}(\hat{J}, \breve{J})=I\left[\left(J_{e, x} \backslash \vec{J}_{x, y}\right) \cup \vec{J}_{y, x}, M_{e, x}\right]$ for $x, y \in\{a, b\}$ with $x \neq y$, i.e., the subinstances of I induced by $e$ if $\hat{J}$ and $\check{J}$ are send up or down, respectively. Note that the instance I is split into the two subinstances. Moreover, let $\Gamma_{e}$ be the set of pairs ( $\left.\hat{J}, \check{J}\right)$. Then:

$$
\begin{equation*}
\operatorname{OPt}(\mathrm{I})=\min _{(\hat{\mathrm{J}}, \mathrm{~J}) \in \Gamma_{e}} \max \left\{\operatorname{OPT}\left(\mathrm{I}_{e, \mathrm{a}}(\hat{\mathrm{~J}}, \check{\mathrm{~J}})\right), \operatorname{opt}\left(\mathrm{I}_{e, \mathrm{~b}}(\hat{\mathrm{~J}}, \check{\mathrm{~J}})\right)\right\} \tag{5.12}
\end{equation*}
$$

We now consider the computation of $\operatorname{OPT}\left(\mathrm{I}_{e, b}(\hat{\mathrm{~J}}, \mathrm{~J})\right)$ for the two cases when $b$ is an internal node or a leaf. If $b$ is a leaf, it may correspond to a job or a machine, i.e., $\eta^{-1}(b)=j^{*} \in \mathcal{J}$ or $\eta^{-1}(b)=\mathfrak{i}^{*} \in \mathcal{M}$. In the first case, we have $\left\{j^{*}\right\}=\mathrm{J}_{e, \mathrm{~b}}$ and get $\operatorname{opt}\left(\mathrm{I}_{e, \mathrm{~b}}(\hat{\mathrm{~J}}, \hat{\mathrm{~J}})\right)=\infty$ if $\hat{\mathrm{J}} \neq\left\{\mathrm{j}^{*}\right\}$ or $\check{\mathrm{J}} \neq \emptyset$ and $\operatorname{opt}\left(\mathrm{I}_{e, b}(\hat{\mathrm{~J}}, \check{\mathrm{~J}})\right)=0$ otherwise. In the second case, $\hat{\mathrm{J}}$ is
empty since there are no jobs at $b$. We get $\operatorname{Opt}\left(\mathrm{I}_{e, b}(\hat{\mathrm{~J}}, \check{\mathrm{~J}})\right)=\sum_{j \in \breve{\mathrm{~J}}} \mathfrak{p}_{j}$ if $\check{\mathrm{J}} \subseteq \mathcal{J}\left(i^{*}\right)$ and $\operatorname{opt}\left(\mathrm{I}_{e, \mathrm{~b}}(\hat{\mathrm{~J}}, \check{\mathrm{~J}})\right)=\infty$ otherwise.

Now, let $b$ be an internal node that is connected to two lower nodes $\ell$ and $r$ via edges $e_{\ell}$ and $e_{r}$ (see Figure 5.4). We say that $\ell$ and $e_{\ell}$ are





Figure 5.4: An inner node $b$ and certain job sets that are send through the incident edges.
on the left, while $r$ and $e_{r}$ are on the right. Recursively, we assume that for any $(\hat{\mathrm{L}}, \check{\mathrm{L}}) \in \Gamma_{e_{\ell}}$ and $(\hat{\mathrm{R}}, \check{\mathrm{R}}) \in \Gamma_{e_{r}}$ we know opt $\left(\mathrm{I}_{e_{\ell}, \ell}(\hat{\mathrm{L}}, \check{\mathrm{L}})\right)$ and $\operatorname{OPt}\left(\mathrm{I}_{e_{r}, r}(\hat{\mathrm{R}}, \check{\mathrm{R}})\right)$, respectively. We want to identify the set $\Lambda_{e}(\hat{\mathrm{~J}}, \mathrm{~J})$ of tuples ( $\hat{\mathrm{L}}, \check{\mathrm{L}}, \hat{\mathrm{R}}, \check{\mathrm{R}}$ ) that for fixed ( $(\hat{\mathrm{J}}, \mathrm{J})$ may occur in a schedule, i.e., fulfill condition (5.11) for all edges from $\left\{e, e_{\ell}, e_{r}\right\}$. For $\hat{\jmath}$, it is clear which part is coming from the left and which from the right and we set $\hat{\mathrm{L}}_{a} \subseteq \mathrm{~J}_{e_{e}, \ell}$ and $\hat{R}_{a} \subseteq J_{e_{r}, r}$ accordingly such that $\hat{J}=\hat{L}_{a} \cup \hat{R}_{a}$. The other four sets in which the job sets going up and down could be split can all be tried. More precisely, for each $\breve{J}_{\ell}, \check{J}_{r} \subseteq \check{J}$ with $\check{J}=\check{J}_{\ell} \cup \check{J}_{r}, \hat{L}_{r} \subseteq \mathrm{~J}_{e_{\ell}, \ell} \backslash \hat{\mathrm{J}} \ell$ and $\hat{R}_{\ell} \subseteq J_{e_{r}, r} \backslash \hat{J}_{r}$ the tuple ( $\hat{\mathrm{L}}_{r} \dot{\cup} \hat{\mathrm{~L}}_{a}, \breve{J}_{\ell} \cup \hat{R}_{\ell}, \hat{R}_{\ell} \cup \hat{R}_{a}, \breve{J}_{r} \cup \hat{L}_{r}$ ) is in $\Lambda_{e}(\hat{J}, \check{J})$ and the set is defined by such tuples (see Figure 5.4). We get:

$$
\operatorname{OPt}\left(\mathrm{I}_{e, \mathrm{~b}}(\hat{\mathrm{~J}}, \check{\mathrm{~J}})\right)=\min _{(\hat{L}, \check{L}, \hat{\mathrm{R}}, \mathrm{~K})} \max \left\{\operatorname{OPT}\left(\mathrm{I}_{e_{e}, \ell}(\hat{\mathrm{~L}}, \check{\mathrm{~L}})\right), \operatorname{opt}\left(\mathrm{I}_{e_{r}, r}(\hat{\mathrm{R}}, \check{\mathrm{R}})\right)\right\}
$$

Using these considerations, restricted assignment can be solved by choosing a root edge $e^{*}=\left\{a^{*}, b^{*}\right\}$ that is incident to a leaf $a^{*}$ corresponding to a job and designing a dynamic program working from leaf edges to the root edge using (5.13). Now, (5.12) for $e=$ $e^{*}$ together with the considerations for leaf nodes yield $\operatorname{Opt}(\mathrm{I})=$ $\operatorname{Opt}\left(\mathrm{I}_{e^{*}, \mathrm{~b}^{*}}\left(\emptyset, \eta^{-1}\left(\mathrm{a}^{*}\right)\right)\right)$. The running time of such an algorithm is exponential in the input length.
classes of jobs. Let $\overline{\mathrm{J}}, \mathrm{J}^{\prime} \subseteq \mathrm{J}_{e, \mathrm{a}}$. There are some cases in which $\check{\mathrm{J}}$ and $\check{\mathrm{J}}^{\prime}$ are in some sense similar and it holds that $\operatorname{Ort}\left(\mathrm{I}_{e, b}(\hat{\mathrm{~J}}, \mathrm{~J})\right)=$ $\operatorname{OPt}\left(\mathrm{I}_{e, b}\left(\hat{\mathrm{~J}}, \breve{J}^{\prime}\right)\right)$. This is the case if there is a bijection $\alpha: \check{\mathrm{J}} \rightarrow \check{J}^{\prime}$ such that $\mathfrak{j}$ and $\alpha(j)$ have the same connection type with respect to $M_{e, b}$ and $p_{j}=p_{\alpha(j)}$ for each $\mathfrak{j} \in \hat{J}$. By this, an equivalence relation $\sim_{e, a}$ can be defined, and analogue considerations can be made for sets that are send up yielding an equivalence relation $\sim_{e, b}$. Now the observation (5.12) can be reformulated in terms of equivalence classes:

$$
\begin{align*}
& \operatorname{OPt}(\mathrm{I}) \\
= & \min _{([\hat{\mathrm{I}},(\check{\mathrm{I}}])} \max \left\{\min _{\hat{\mathrm{J}}^{\prime} \in[\hat{\mathrm{j}}]} \operatorname{OPT}\left(\mathrm{I}_{e, a}\left(\hat{\mathrm{~J}}^{\prime}, \check{\mathrm{J}}\right)\right), \min _{\mathrm{J}^{\prime} \in[\tilde{\mathrm{I}}]} \operatorname{OPT}\left(\mathrm{I}_{e, b}\left(\hat{\mathrm{~J}}, \check{J}^{\prime}\right)\right)\right\} \tag{5.14}
\end{align*}
$$

In this equation we consider equivalence classes [ J$]$ ] and $[\hat{J}]$ belonging to the relations $\sim_{e, a}$ and $\sim_{e, b}$, respectively. Moreover, $\hat{J}$ and $\hat{J}$ are arbitrary representatives of these classes. We will now develop a sensible representation for the equivalence classes.

We drop the notion of up and down for the following considerations, i.e., $\mathrm{b} \in e$ is just one of two nodes of some edge $e$. We fix some ordering of the different processing times with $p(i)$ denoting the $i$-th processing time for $i \in[d]$. Any set of jobs $J^{\prime}$ induces a vector $\lambda \in \mathbb{Z}_{\geqslant 0}^{d}$ where $\lambda_{i}$ is the number of jobs in $J^{\prime}$ that have the $i$-th processing time, i.e., $\lambda_{i}=\left|\left\{j \in J^{\prime} \mid p_{j}=p(i)\right\}\right|$. We set $p(\lambda)=\sum_{i \in[d]} p(i) \lambda_{i}$. Let $\kappa(e, b)$ be the number of connection types of jobs from $J_{e, b}$ with respect to $M_{e, a}$. Note that due to Remark 5.19 we get $\kappa(e, b) \leqslant 2^{k}$. Again, we fix some ordering of the connection types. For $i \in[\kappa(e, b)]$ let $\varphi_{e, b}(i)$ be the size vector induced by the $i$-th connection type of $J_{e, b}$ with respect to $M_{e, a}$ and $M_{e, a}(i) \subseteq M_{e, a}$ the machines from $M_{e, a}$ the respective jobs may be processed on. Furthermore, the concatenation of these size vectors is denoted by $\varphi_{e, b}$, that is, with a slight abuse of notation we may write $\varphi_{e, b}=\left(\varphi_{e, b}(1), \ldots, \varphi_{e, b}(\kappa(e, b))\right)$. Now, the equivalence classes of $\sim_{e, b}$ can naturally be represented and characterized by vectors $\iota \leqslant \varphi_{e, b}$. We have:
Remark 5.20. For each $e \in E(T)$ and $b \in e$ there are at most $n^{\kappa(e, b) d}$ different vectors $\iota \leqslant \varphi_{e, b}$.

We now study the splitting behaviour of job classes at inner nodes. Consider a set $J^{\prime}$ that is sent through an edge $f=\{u, v\}$ and then forth through an incident edge $g=\{v, w\}$. Then, there are vectors $\mathrm{l}_{\mathrm{f}}$ and $\mathrm{l}_{\mathrm{g}}$ representing $J^{\prime}$ in the context of $f$ and $g$ respectively. Now, let $J^{\prime \prime}$ be some other set represented by $\iota_{f}$ in the context of $f$. Then $J^{\prime \prime}$ will also be represented by $l_{g}$ in the context of $g$, that is, $l_{f}$ translates uniquely into $\iota_{g}$. We formalize this notion by the definition of a translation function $\tau_{f, g}:\left\{\iota \mid \iota \leqslant \varphi_{f, u}\right\} \rightarrow\left\{\iota^{\prime} \mid \iota^{\prime} \leqslant \varphi_{g, v}\right\}$. For each $i \in[\kappa(f, u)]$, there is a unique $i^{\prime} \in[k(g, v)]$ with $M_{f, v}(i) \cap M_{g, w}=M_{g, w}\left(i^{\prime}\right)$, i.e., the $i$-th connection type of $\mathrm{J}_{\mathrm{f}, \mathrm{u}}$ translates into the $i^{\prime}$-th connection type of $\mathrm{J}_{\mathrm{g}, v}$. Let $\xi_{f, g}:[\kappa(f, u)] \rightarrow[\kappa(g, v)]$ be given by $i \mapsto i^{\prime}$. For each $\iota \leqslant \varphi_{f, u}$ and $i^{\prime} \in[\kappa(g, v)]$, let $\iota^{\prime}\left(i^{\prime}\right) \in \mathbb{Z}_{\geqslant 0}^{\mathrm{d}}$ be given by $\iota^{\prime}\left(i^{\prime}\right)=\sum_{i \in \xi_{f, g}^{-1}\left(i^{\prime}\right)} \mathfrak{l}(i)$. We set $\tau_{f, g}(\iota)=\left(\iota^{\prime}(1), \ldots, \iota^{\prime}(\kappa(g, v))\right)$

With this, we can formulate an analogue of (5.11) for job classes. Hence, we again fix some schedule $\sigma$. Let $l_{a, b}$ be the representative of the set of jobs that $\sigma$ sends from $a$ to $b$. Moreover, let $t$ be an inner node with neighbors $u, v, w$. For neighbors $x, y$ of $t$, the set $\vec{J}_{x, t, y}$ considered in the last paragraph now has a representative both in the context of $\{x, t\}$ and $\{t, y\}$. Fixing the first one $l_{x, t, y} \leqslant l_{x, t}$, the second one can be obtained via the transformation function, yielding:

$$
\begin{align*}
& \mathfrak{l}_{u, t}=\iota_{u, t, v}+\iota_{u, t, w}  \tag{5.15}\\
& \iota_{t, u}=\tau_{(\{v, t\},\{u, t\})}\left(\iota_{v, t, u}\right)+\tau_{(\{w, t\},\{u, t\})}\left(\iota_{w, t, u}\right)
\end{align*}
$$

We now return to our notion of up and down $(e=\{a, b\} \in E(T)$ with $a$ above and $b$ below). Let $\hat{\imath} \leqslant \varphi_{e, b}$ and $\check{\imath} \leqslant \varphi_{e, a}$ be candidate job classes to be send up and down $e$. Considering (5.14), we set $\operatorname{OPt}(e, \hat{\imath}, \check{\imath})=\min _{\hat{\hat{j}^{\prime} \in[\hat{\jmath}]}} \operatorname{OPT}\left(\mathrm{I}_{e, a}\left(\hat{\jmath}^{\prime}, \mathrm{J}\right)\right)$ where $\hat{\imath}$ and $\check{\imath}$ represent $[\hat{\jmath}]$ and [̌̌], respectively.

For the case when $b$ is a leaf not much changes. If $\eta^{-1}(b)$ is a job $\mathfrak{j}^{*}$, the class of $\left\{j^{*}\right\}$ has only one element and is represented by $\varphi_{e, b}$. Therefore, we get that $\operatorname{Opt}(e, \hat{\imath}, \check{\iota})=0$ for $\hat{\imath}=\varphi_{e, b}$ and $\check{\imath}=0$, and $\operatorname{OPT}(e, \hat{\imath}, \check{\iota})=\infty$ otherwise. If $\eta^{-1}(b)$ is a machine $i^{*}$, we have $\varphi_{e, \mathrm{~b}}=0$ and there are only two possible connection types for jobs from $J_{e, a}$ because jobs can be processed on $i^{*}$ or not, i.e., $k(e, a) \leqslant 2$. In any case, we get $\operatorname{Opt}(e, \hat{\imath}, \check{\imath})=\sum_{i \in[k(e, a)]} p(\check{\mathfrak{l}}(\mathfrak{i}))$ (remember that $p(\lambda)=\sum_{i \in[d]} p(i) \lambda_{i}$ for any vector $\lambda$ of job size multiplicities).

Now, let b be an inner node again with lower neighbors $\ell$ and r to which it is connected via edges $e_{\ell}$ and $e_{r}$. We may assume that we know the values $\operatorname{OPt}\left(e_{\ell}, \hat{\lambda}, \check{\lambda}\right)$ and $\operatorname{OPt}\left(e_{r}, \hat{\rho}, \check{\rho}\right)$ for candidate job classes $(\hat{\lambda}, \check{\lambda}, \hat{\rho}, \check{\rho})$ to go up or down the left or right edge, respectively. We want to identify the set $\Xi_{e}(\hat{\imath}, \check{\iota})$ of quadruples $(\hat{\lambda}, \grave{\lambda}, \hat{\rho}, \check{\rho})$ that are compatible with $\hat{\imath}$ and $\check{\imath}$, i.e., that fulfill (5.15). For this, let $\check{\iota}_{\ell}, \check{\iota}_{r} \leqslant \check{\imath}$ with $\check{\iota}_{\ell}+\check{\iota}_{r}=\check{\iota}_{,} \hat{\lambda}_{\ell}, \hat{\lambda}_{r} \leqslant \varphi_{e_{\ell}, \ell}$ with $\hat{\lambda}_{\ell}+\hat{\lambda}_{r} \leqslant \varphi_{e_{\ell}, \ell}$ and $\hat{\rho}_{\ell}, \hat{\rho}_{r} \leqslant \varphi_{e_{r}, r}$ with $\hat{\rho}_{\ell}+\hat{\rho}_{r} \leqslant \varphi_{e_{r}, r}$ such that $\tau_{e_{e}, e}\left(\hat{\lambda}_{\ell}\right)+\tau_{e_{r}, e}\left(\hat{\rho}_{r}\right)=\hat{\imath}$. By setting $\hat{\lambda}=\hat{\lambda}_{\ell}+$ $\hat{\lambda}_{r}, \check{\lambda}=\tau_{e, e_{\ell}}\left(\check{\iota}_{\ell}\right)+\tau_{e_{r}, e_{\ell}}\left(\hat{\rho}_{\ell}\right), \hat{\rho}=\hat{\rho}_{\ell}+\hat{\rho}_{r}$ and $\left.\check{\rho}=\tau_{e, e_{r}}\left(\check{\iota}_{r}\right)+\tau_{e_{\ell}, e_{r}}\left(\hat{\lambda}_{r}\right)\right)$ we get such a tuple and the set $\Xi_{e}(\hat{\imath}, \check{\zeta})$ is defined by such tuples.
lemma 5.21. We have:

$$
\operatorname{OPT}(e, \hat{\imath}, \check{\iota})=\min _{(\hat{\lambda}, \grave{\lambda}, \hat{\rho}, \check{\rho})} \max \left\{\operatorname{OPt}\left(e_{\ell}, \hat{\lambda}, \check{\lambda}\right), \operatorname{OPT}\left(e_{r}, \hat{\rho}, \check{\rho}\right)\right\}
$$

Proof. If the left-hand side equals $\infty$, it is not hard to see that the equation holds, and we therefore assume $\operatorname{opt}(e, \hat{\imath}, \grave{\imath})<\infty$. For given $\hat{\imath} \leqslant$ $\varphi_{e, a}$ and $\check{\imath} \leqslant \varphi_{e, b}$, let $\check{J} \subseteq J_{e, a}$ be any set represented by $\check{\check{\imath}}$ and $\hat{\jmath}^{\prime} \subseteq J_{e, b}$ be an optimal one represented by $\hat{\imath}$, i.e., $\operatorname{OPt}(e, \hat{\imath}, \check{\imath})=\operatorname{Ort}\left(\mathrm{I}_{e, b}\left(\hat{\mathrm{~J}}^{\prime}, \check{\mathrm{J}}\right)\right)$. Let $\sigma^{*}$ be an optimal schedule for $\mathrm{I}_{e, b}\left(\hat{\mathrm{~J}}^{\prime}, \breve{\mathrm{J}}\right)$. Furthermore, let $\hat{\mathrm{L}}^{*}, \check{L}^{*}, \hat{\mathrm{R}}^{*}$ and $\check{R}^{*}$ be the sets that $\sigma^{*}$ sends up or down through $e_{\ell}$ or $e_{r}$, respectively, and let $\hat{\lambda}^{*}, \check{\lambda}^{*}, \hat{\rho}^{*}$ and $\check{\rho}^{*}$ be the representatives of their classes. Than $\sigma^{*}$ induces schedules $\sigma_{\ell}^{*}$ and $\sigma_{r}^{*}$ for $\mathrm{I}_{e, \ell}\left(\hat{\mathrm{~L}}^{*}, \check{\mathrm{~L}}^{*}\right)$ and $\mathrm{I}_{e, r}\left(\hat{\mathrm{R}}^{*}, \check{\mathrm{~K}}^{*}\right)$. We get:

$$
\begin{aligned}
\mathrm{C}_{\max }\left(\sigma^{*}\right) & =\max \left\{\mathrm{C}_{\max }\left(\sigma_{\ell}^{*}\right), \mathrm{C}_{\max }\left(\sigma_{r}^{*}\right)\right\} \\
& \geqslant \max \left\{\operatorname{OPT}\left(e_{\ell}, \hat{\lambda}^{*}, \check{\lambda}^{*}\right), \operatorname{opt}\left(e_{r}, \hat{\rho}^{*}, \check{\rho}^{*}\right)\right\} \\
& \geqslant \min _{\substack{(\hat{\lambda}, \hat{\lambda}, \hat{\rho}, \check{\rho}) \in \\
\Xi_{e}(\hat{l}, \check{)}}} \max \left\{\operatorname{OPT}\left(e_{\ell}, \hat{\lambda}, \check{\lambda}, \check{\lambda}\right), \operatorname{opt}\left(e_{r}, \hat{\rho}, \check{\rho}\right)\right\}
\end{aligned}
$$

Now, we choose $(\hat{\lambda}, \check{\lambda}, \hat{\rho}, \check{\rho}) \in \Xi_{e}(\hat{\imath}, \check{\iota})$ minimizing the last term in the above expression with the corresponding splitting vectors $\check{\check{l}}_{\ell}, \check{\check{r}}_{r}$, $\hat{\lambda}_{\ell}, \hat{\lambda}_{r}, \hat{\rho}_{\ell}, \hat{\rho}_{r}$. Moreover, let $\hat{L}^{\prime}$ and $\hat{R}^{\prime}$ be optimal sets represented by $\hat{\lambda}$ and $\hat{\rho}$, respectively. Splitting $\hat{L}^{\prime}, \hat{R}^{\prime}$ and $\check{J}$ corresponding to the
splitting of their job classes we can obtain sets $\check{L}, \check{R}$ and $\hat{J}$ that are represented by $\check{\lambda}, \check{\rho}$ and $\hat{\imath}$ respectively and fulfill (5.11). We now have $\operatorname{OPt}\left(e_{\ell}, \hat{\lambda}, \check{\lambda}\right)=\operatorname{OPt}\left(\mathrm{I}_{e_{\ell}, \ell}\left(\hat{\mathrm{L}}^{\prime}, \check{\mathrm{L}}\right)\right)$ and $\operatorname{OPt}\left(e_{r}, \hat{\rho}, \check{\rho}\right)=\operatorname{OPt}\left(\mathrm{I}_{e_{r}, r}\left(\hat{\mathrm{R}}^{\prime}, \check{\mathrm{R}}\right)\right)$. Let $\sigma_{\ell}$ and $\sigma_{r}$ be respective optimal schedules. Than $\sigma:=\sigma_{\ell} \cup \sigma_{r}$ is a schedule for $\mathrm{I}_{e, \mathrm{~b}}(\hat{\mathrm{~J}}, \mathrm{~J})$ and we have:

$$
C_{\max }(\sigma)=\min _{(\hat{\lambda}, \hat{\lambda}, \hat{\rho}, \check{\rho})} \max \left\{\operatorname{OPt}\left(e_{\ell}, \hat{\lambda}, \check{\lambda}\right), \operatorname{OPt}\left(e_{r}, \hat{\rho}, \check{\rho}\right)\right\}
$$

Hence, we have $C_{\max }\left(\sigma^{*}\right) \geqslant C_{\max }(\sigma)$. Since $\sigma^{*}$ was chosen optimal with an optimal class representative, we have furthermore $\mathrm{C}_{\max }(\sigma) \geqslant$ $C_{\max }\left(\sigma^{*}\right)$. This yields the claimed equation. Moreover, we get that $\hat{j}$ is optimal as well.
results. With these considerations a dynamic program for restricted assignment can be defined. This can be done in a way such that its running time is in $\mathfrak{m}^{2} \mathfrak{n}^{\mathcal{O}\left(\mathrm{d}^{k}\right)}$ proving Theorem 5.4 together with Lemma 5.17 (the rounding lemma) and the considerations of Section 5.2.
bi-cographs We show that the hierarchical, tree-hierarchical and nested cases are all special cases of the case that the incidence graph is a bi-cograph. Bi-cographs were introduced as a bipartite analogue of cographs [53].
definition 5.22. Let $G=(A \cup B, E)$ be a bipartite graph. The bicomplement of $G$ is the graph ( $A \cup B,\{\{a, b\} \mid a \in A, b \in B,\{a, b\} \notin E\}$ ). A graph is called bi-cograph if and only if it is bipartite and can be reduced to isolated vertices by recursively bi-complementing its connected bipartite subgraphs.
It is known [54] that their cliquewidth and therefore also their rankwidth is bounded by 4 . Furthermore, a certain decomposition of a given bi-cograph similar to cotrees of cographs can be found very efficiently by recursively bi-complementing the connected bipartite subgraphs [53]. This decomposition can easily be turned into a branch decomposition for which in the application studied here the number of connection types of jobs $k(e, u)$ for every edge $e$ of the decomposition and $v \in e$ is bounded by 2 .
lemma 5.23. Let I be an instance of restricted assignment with hierarchical, tree-hierarchical or nested restrictions. Then the incidence graph of I is a bi-cograph.

Proof. We first consider the case that I has tree-hierarchical restrictions. Let T be a corresponding rooted tree with $\mathrm{V}(\mathrm{T})=\mathcal{M}$. Then there is at least one machine (the root of T ) that can process all jobs. After bi-complementing the connected bipartite subgraphs of the incidence graph this machine is isolated. This can be repeated: After bi-complementing two more times the nearest descendants of the root
in $T$ that cannot process all jobs will be isolated. Iterating this, at some point all machines and therefore also all jobs will be isolated.

Now, let I be an instance with nested restrictions. Note that the jobs $\mathfrak{j} \in \mathcal{J}$ with maximal $\mathcal{M}(\mathfrak{j})$ (with respect to $\subseteq$ ) are all in different connected components of the incidence graph and connected to all machines in their component. Hence, they are isolated after bicomplementing the first time. If we bi-complement a second time and remove these jobs, we get a new instance with nested restrictions and less jobs. By iterating this argument the claim follows.

### 5.5 OTHER OBJECTIVE FUNCTIONS

We briefly discuss the applicability of our results for other objective functions that have prominently been studied for scheduling on unrelated parallel machines and restricted assignment. Namely, we consider the $\ell_{\mathfrak{p}}$-norm of machines loads, i.e., $\left\|\lambda^{\sigma}\right\|_{p}=\left(\sum_{i \in \mathcal{M}^{M}}\left(\lambda_{i}^{\sigma}\right)^{\mathfrak{p}}\right)^{1 / p}$ and $\lambda_{i}^{\sigma}=\sum_{j \in \sigma^{-1}(i)} p_{i j}$; and the minimum machine load $C_{\min }(\sigma)=$ $\min _{i} \sum_{j \in \sigma^{-1}(i)} p_{i j}$.
treewidth results. The basic dynamic programs discussed in Section 5.2 are used as subroutines in the dynamic programs utilizing tree decomposition. Hence, our first step is to argue that they can be adapted for the changed objective functions.

The first dynamic program iterates through the machines. Like before, we denote the objective value of an optimal scheduling of the instance given by the first $i$ machines and all jobs except $J$ with $\operatorname{Opt}(\mathfrak{i}, \mathrm{J})=\operatorname{Opt}(\mathrm{I}[\mathcal{J} \backslash \mathrm{J},[i]])$. However, now we consider the maximization of $\mathrm{C}_{\text {min }}$ and the minimization of $\sum_{i} \lambda_{i}^{p}$, respectively. Note that minimizing $\sum_{i} \lambda_{i}^{p}$ is equivalent to minimizing $\|\lambda\|_{p}$. We have

$$
\operatorname{OPT}(i, J)=\max _{J \subseteq J^{\prime} \subseteq \mathcal{J}} \min \left\{\operatorname{OPT}\left(i-1, J^{\prime}\right), \sum_{j \in J^{\prime} \backslash J} p_{i j}\right\}
$$

in the context of $\mathrm{C}_{\text {min }}$, and

$$
\operatorname{OPT}(i, J)=\min _{J \subseteq J^{\prime} \subseteq \mathcal{J}}\left(\operatorname{opt}\left(i-1, J^{\prime}\right)+\left(\sum_{j \in J^{\prime} \backslash J} p_{i j}\right)^{p}\right)
$$

in the context of $\sum_{i} \lambda_{i}^{p}$.
The second dynamic program is based on computing possible load vectors for the first $j$ jobs. It is obvious that the respective objective values can be computed directly from the load vectors and the dynamic program works for both objective functions as well.

Using the second dynamic programs to get an FPTAS, however, is a little bit more complicated than in the unrelated scheduling case for both objective functions. For $C_{\min }$ we can compute a bound $B$ with $B \leqslant$ OPt $\leqslant(n-m-1) B$ using the approximation algorithm by Bezáková and Dani [15]. Note that the load on some machines
might be arbitrarily high even for an optimal solution, but we can bound the load values nevertheless: If a processing time is bigger than $(n-m-1) B$, we can reduce it to this value. Then, if assigning a job to a machine would raise its load to a value bigger than $2(n-m-1) B$, its load was already bigger than ( $n-m-1$ ) $B$ and we do not have to consider this possibility. Now, the situation could occur that a job cannot be assigned to any machine because the load would exceed $2(n-m-1) B$ for each of them. If this is the case, a corresponding partial schedule is already optimal, and all remaining jobs can be assigned arbitrarily. Hence, we can round the processing times down to the next multiple of $\frac{\varepsilon}{\mathfrak{n}(1+\varepsilon)} B$, and get $\mathcal{O}(n(n-m-1) / \varepsilon)$ many possible distinct load values and therefore an FPTAS with running time $\left(n^{2} / \varepsilon\right)^{\mathcal{O}(m)} \times \mathcal{O}(n)$.
For the case of $\|\lambda\|_{\mathfrak{p}}$ minimization, Azar et al. [12] pointed out how the triangle inequality and the convexity of the norm function can be utilized to get an FPTAS as well. We briefly discuss the needed ideas. Let $P=\sum_{j \in \mathcal{J}} \min \left\{p_{i j} \mid i \in \mathcal{M}\right\}, \lambda$ a load vector that is fulfilled by some schedule that assigns all jobs on a machine where its processing time is minimal, and $\lambda^{*}$ a load vector that is fulfilled by some optimal schedule. We have $\left\|\lambda^{*}\right\|_{p} \leqslant\|\lambda\|_{p} \leqslant\|\lambda\|_{1}=P$ and this implies $\lambda_{i}^{*} \leqslant$ $P$ for each machine $i \in \mathcal{M}$. On the other hand, we have $\left\|\lambda^{*}\right\|_{p} \geqslant$ $P$ and therefore $\left\|\lambda^{*}\right\|_{p} \geqslant\left(\sum_{i \in \mathcal{M}}(P / m)^{p}\right)^{1 / p}=m^{1 / p} P / m$. Hence, rounding the processing times up to the next integer multiple of $\varepsilon \mathrm{P} / \mathrm{nm}$ and bounding the load values by $(1+\varepsilon / \mathrm{nm}) \mathrm{P}$ yields an FPTAS with running time $(\mathrm{nm} / \varepsilon)^{\mathcal{O}(m)} \times \mathcal{O}(\mathrm{n})$.
The dynamic programs that utilize the treewidth in some sense lift the basic dynamic programs to a more general setting. It is easy to verify that this works for the other objectives as well. Essentially, in the recurrence relations the role of maximization and minimization has to be switched for $\mathrm{C}_{\text {min }}$, and the maximizations have to be replaced by summations for $\|\lambda\|_{p}$. For example the recurrence relations for the primal graph described in Lemma 5.10 and 5.11 with analogue notation translate to

$$
\begin{aligned}
\operatorname{OPT}(S(t, J)) & =\max _{\left(\mathrm{J}, \mathrm{~J}_{\mathrm{r}}\right) \in \Phi(\mathrm{J})} \min _{s \in\{\ell, r\}} \operatorname{OPT}\left(\tilde{S}\left(s(t), \mathrm{J}_{s}\right)\right) \\
\operatorname{OPT}\left(\tilde{\mathrm{S}}\left(\mathrm{t}, \mathrm{~J}^{\prime}\right)\right) & =\max _{(\mathrm{A}, \mathrm{X}) \in \Psi\left(\mathrm{J}^{\prime}\right)} \min \left\{\operatorname{OPT}(\mathrm{S}(\mathrm{t}, \mathrm{X})), \operatorname{OPT}\left(\mathrm{I}\left[\mathcal{A}, \tilde{M}_{\mathrm{t}}\right]\right)\right\}
\end{aligned}
$$

for the case of $\mathrm{C}_{\text {min }}$ maximization and

$$
\begin{aligned}
\operatorname{OPT}(S(t, J)) & =\min _{\left(\mathrm{J}_{e}, \mathrm{~J} \mathrm{r}\right) \in \Phi(J)} \sum_{s \in\{\ell, r\}} \operatorname{OPt}\left(\tilde{\mathrm{S}}\left(\mathrm{~s}(\mathrm{t}), \mathrm{J}_{\mathrm{s}}\right)\right) \\
\operatorname{OPT}\left(\tilde{S}\left(\mathrm{t}, \mathrm{~J}^{\prime}\right)\right) & =\max _{(\mathrm{A}, \mathrm{X}) \in \Psi\left(\mathrm{J}^{\prime}\right)} \operatorname{OPT}(\mathrm{S}(\mathrm{t}, \mathrm{X}))+\operatorname{OPt}\left(\mathrm{I}\left[\mathrm{~A}, \tilde{\mathcal{M}}_{\mathrm{t}}\right]\right)
\end{aligned}
$$

for $\sum_{i} \lambda_{i}^{p}$ minimization.
Summarizing, all the results concerning the treewidth can be transferred to the other objectives as well.

Clique- and rankwidth results. Like for the treewidth results, the dynamic program utilizing the rankwidth and the branch decomposition has to be changed only slightly to adapt them for the changed objective functions and we do not elaborate on that. Therefore, it remains to argue that Lemma 5.17 (the rounding lemma) can be adapted.

For the case of $C_{\text {min }}$ minimization, this can be done in a straightforward fashion: There is a constant approximation algorithm [6] that can be used to get a lower bound $B$ of the optimum and the big jobs can be defined and rounded analogously. The small jobs can be split up as well, yielding one extra job size. A schedule for the rounded instance can be transformed into a schedule for the original one with a loss of at most $\delta B$ on each machine, using an adaptation of the result by Lenstra et al. [108] due to Bezáková and Dani [15].

For the case of $\|\lambda\|_{\mathfrak{p}}$ minimization, on the other hand, the situation is more complicated. First note that there is an approximation algorithm with a constant rate [12] that can be used to get an upper bound B of the optimal schedule, and the algorithm by Lenstra et al. [108] can be used to find an integral assignment with only slightly increased load on each machine. However, an increase in the load of at most $X$ on each machine, translates into an overall increase of $m^{1 / p} X$ in the objective function, when using the triangle inequality. Hence, defining $X$ in terms of $\varepsilon$ and some upper bound $B$ on the optimum will not work without additional information. Using the ideas that we introduced for the FPTAS in the treewidth case, we still get a QPTAS (an approximation scheme with quasi-polynomial running time): Let $\mathrm{P}=\sum_{\mathfrak{j} \in \mathcal{J}} \mathrm{p}_{\mathfrak{j}}$ and $\lambda^{*}$ a load vector that is fulfilled by some optimal schedule. Like before, we have $\lambda_{i}^{*} \leqslant P$ for each machine $i \in \mathcal{M}$ and $\left\|\lambda^{*}\right\|_{p} \geqslant m^{1 / p} P / m$. We consider a job as big if $p_{j} \geqslant \delta P / m$ and as small otherwise. The small jobs are handled like before and the big jobs are rounded via a geometric rounding step, that is, $\bar{p}_{j}=$ $(1+\delta)^{x} \delta P / m$ with $x=\left\lceil\log _{1+\delta}\left(\mathfrak{p}_{j} m\right) /(\delta P)\right\rceil$ yielding an instance with $\mathcal{O}\left(\log _{1+\delta} \mathrm{m} / \delta\right)$ many processing times. Note that an increase in the load by a factor of $(1+\delta)$ on each machine increases the objective function by at most $(1+\delta)$. Hence, an optimal solution for the rounded instance gives a $(1+\varepsilon)$-approximation of the original one for $\delta=\varepsilon / 2$. Solving an instance with $\mathcal{O}\left(\log _{1+\delta} \mathrm{m} / \delta\right)$ many processing times takes $m^{2} n^{\mathcal{O}\left(2^{k} \log _{1+\delta}(m / \delta)\right)}$ time, and therefore we get a QPTAS and not a PTAS in this case.

### 5.6 OPEN PROBLEMS

Generally speaking, it is not fully understood which kind of restrictions do (not) allow for the design of an approximation scheme. The graph framework discussed in this chapter might be a viable tool to deepen the knowledge in this regard and, more generally, to better
understand the hardness imposed by assignment restrictions. For the primal graph, some work in this direction was already done by Page, Solis-Oba and Maack [125], who showed, e.g., that instances with a triangle-free primal graph are polynomial time solvable, while the full 1.5 inapproximability holds for diamond-free graphs.

Furthermore, the work presented in this chapter provided some insights into restricted assignment from the FPT perspective, and it seems a viable research goal to deepen this understanding.

### 6.1 INTRODUCTION

In this chapter, we present an augmented formulation of the classical integer linear program of configurations (configuration IP) and demonstrate its use in the EPTAS design for scheduling problems with setup times. Configuration IPs are widely used in the context of scheduling or packing problems in which items have to be distributed to multiple target locations. The configurations describe possible placements on a single location, and the integer linear program (IP) is used to choose a proper selection covering all items. Two fundamental problems, for which configuration IPs have prominently been used, are bin packing and machine scheduling (see Section 2.2). For bin packing, the configuration IP was introduced as early as 1961 by Gilmore and Gomory [55], and the recent results for both problems typically use configuration IPs as a core technique, see, e.g., [56, 73]. In the present work, we consider scheduling problems and therefore discuss the configuration IP in more detail using the example of machine scheduling.

CONFIGURATION IP FOR MACHINE SCHEDULING. In the problem of machine scheduling, a set $\mathcal{J}$ of $n$ jobs is given together with processing times $p_{j}$ for each job $j$ and a number $m$ of identical machines. The objective is to find a schedule $\sigma: \mathcal{J} \rightarrow[\mathrm{m}]$ such that the makespan is minimized, that is, the latest finishing time of any $j o b C_{\max }(\sigma)=\max _{i \in[m]} \sum_{j \in \sigma^{-1}(i)} p_{j}$. For a given makespan bound, the configurations may be defined as multiplicity vectors indexed by the occurring processing times such that the overall length of the chosen processing times does not violate the bound. The configuration IP is then given by variables $x_{C}$ for each configuration $C$; constraints ensuring that there is a machine for each configuration, i.e., $\sum_{c}{ }^{x_{C}}=m$; and further constraints due to which the jobs are covered, i.e., $\sum_{C} C_{p} \chi_{C}=\left|\left\{j \in \mathcal{J} \mid p_{j}=p\right\}\right|$ for each processing time $p$. In combination with certain simplification techniques, this type of IP is often used in the design of approximation schemes. For machine scheduling, we demonstrated this in Section 2.2 and showed that only a constant number of configurations is needed, which leads to an integer program with a constant number of variables. Integer programs of that kind can be efficiently solved using the classical algorithm by Lenstra and Kannan [88, 89], yielding an EPTAS for machine scheduling. It is well-known that machine scheduling is strongly NP-hard,
and therefore it admits no optimal polynomial time algorithm, unless $\mathrm{P}=\mathrm{NP}$, and there neither is hope for an FPTAS.

MACHINE SCHEDULING With classes. The configuration IP is used in a wide variety of approximation schemes for machine scheduling problems $[5,73]$. However, for scheduling problems where the jobs have to meet some additional requirements, such as class dependencies, the approach often ceases to work. A problem emerging, in this case, is that the additional requirements have to be represented in the configurations, resulting in a super-constant number of variables in the IP. We elaborate on this using a concrete example: Consider the variant of machine scheduling in which the jobs are partitioned into $K$ setup classes. For each job j, a class $k_{j}$ is given; and for each class $k$, a setup time $s_{k}$ has to be paid on a machine if a job belonging to that class is scheduled on it, i.e., $C_{\max }(\sigma)=\max _{i \in[m]}\left(\sum_{j \in \sigma^{-1}(i)} p_{j}+\sum_{k \in\left\{k_{j} \mid j \in \sigma-1(i)\right\}} s_{k}\right)$. With some effort, simplification steps similar to the ones for machine scheduling can be applied. In the course of this, the setup times as well can be bounded in number and guaranteed to be sufficiently big [74]. However, it is not hard to see that the configuration IP still cannot be trivially extended while preserving its solvability. For instance, extending the configurations with multiplicities of setup times will not work because then we have to make sure that a configuration is used for a fitting subset of classes. This would create the need to encode class information into the configurations or introduce other class dependent variables.

MODULE CONFIGURATION IP. Our approach to deal with the class dependencies of the jobs is to cover the job classes with so-called modules and cover the modules in turn with configurations in an augmented IP, called the module configuration IP (MCIP). In the setup class model, for instance, the modules may be defined as combinations of setup times and multiplicity vectors of processing times, and the configurations, in turn, as multiplicity vectors of module sizes. The number of both the modules and the configurations will typically be bounded by a constant. To cover the classes by modules, each class is provided with its own set of modules, that is, there are variables for each pair of class and module. Since the number of classes is part of the input, the number of variables in the resulting MCIP is superconstant, and therefore the algorithm by Lenstra and Kannan [88, 89] is not the proper tool for the solving of the MCIP. However, the MCIP has a certain simple structure: The mentioned variables are partitioned into uniform classes each corresponding to the set of modules, and for each class, the modules have to do essentially the same, that is, cover the jobs of the class. Utilizing these properties, we can formulate the MCIP in the framework of $n$-fold integer programs-a class of IPs
whose variables and constraints fulfill certain uniformity requirements. In 2013 Hemmecke, Onn, and Romanchuk [63] presented the first FPT algorithm (see Section 2.1) for $n$-fold IPs, that is, an algorithm with a running time $f(k) \times$ poly $(|I|)$ where $k$ is some parameter (or a sequence of parameters) depending in the instance. In the MCIP the corresponding parameters can be properly bounded which enables the present result. For a more detailed description of $n$-fold IPs and the MCIP, the reader is referred to Section 6.2 and 6.3, respectively.

Using the MCIP, we are able to formulate an EPTAS for machine scheduling in the setup class model described above. Before, only a regular PTAS with running time $\mathrm{nm}^{\mathcal{O}\left(1 / \varepsilon^{5}\right)}$ was known [74]. To the best of our knowledge, this is the first use of $n$-fold integer programing in the context of approximation algorithms.
results and methodology. To show the conceptual power of the MCIP, we utilize it for two more problems: The splittable and the preemptive setup model of machine scheduling. In both variants, for each job $j$, a setup time $s_{j}$ is given. Each job may be partitioned into multiple parts that can be assigned to different machines, but before any part of the job can be processed the setup time has to be paid. In the splittable model, job parts belonging to the same job can be processed in parallel, and therefore it suffices to find a partition of the jobs and an assignment of the job parts to machines. This is not the case for the preemptive model, in which additionally a starting time for each job part has to be found, and two parts of the same job may not be processed in parallel. In 1999, Schuurman and Woeginger [133] presented a polynomial time algorithm for the preemptive model with approximation guarantee $4 / 3+\varepsilon$, and for the splittable case, a guarantee of $5 / 3$ was achieved by Chen, Ye, and Zhang [29]. These are the best known approximation guarantees for the problems at hand. We show that solutions arbitrarily close to the optimum can be found in polynomial time:
THEOREM 6.1: There is an EPTAS for minimum makespan scheduling on identical parallel machines in the setup-class model, as well as in the preemptive and splittable setup models.

Note that all three problems are strongly NP-hard, due to trivial reductions from machine scheduling, and our results are therefore in some sense best-possible. We have the following running times:

- $2^{\mathcal{O}\left(1 / \varepsilon^{3} \log ^{4} 1 / \varepsilon\right)} \mathrm{Knm} \log (n) \log ^{5}(\mathrm{~K})$ in the setup class model.

- $2^{2^{0(1 / \varepsilon \log 1 / \varepsilon)}} \mathfrak{n m} \log (\mathfrak{m}) \log ^{5}(\mathfrak{n})$ in the preemptive model.

Summing up, the main achievement of this chapter is the development of the module configuration IP and its application in the design
of approximation schemes. Up to now, EPTAS or even PTAS results seemed out of reach for the considered problems, and for the preemptive model, we provide the first improvement in 20 years. The simplification techniques developed for the splittable and preemptive model in order to employ the MCIP are original and in the latter case quite sophisticated and therefore interesting by themselves. Furthermore, we expect the MCIP to be applicable to other packing and scheduling problems as well, in particular for variants of machine scheduling and bin packing with additional class dependent constraints. On a more conceptual level, we have presented a first demonstration of the potential of $n$-fold integer programming in the theory of approximation algorithms and hope to inspire further studies in this direction.

We conclude this paragraph with a more detailed overview of our results and their presentation. For all three EPTAS results, we employ the classical dual approximation framework by Hochbaum and Shmoys [65] to get a guess of the makespan T (see Section 2.2). In the following section, we develop the module configuration IP and argue that it is indeed an $n$-fold IP. The EPTAS results follow the same basic approach described above for machine scheduling: We find a schedule for a simplified instance via the MCIP and transform it into a schedule for the original one. The simplification steps typically include rounding of the processing and setup times using standard techniques, as well as the removal of certain jobs which later can be reinserted via carefully selected greedy procedures. For the splittable and preemptive model, we additionally have to prove that schedules with a certain simple structure exist, and in the preemptive model, the MCIP has to be extended. In Section 6.4 the basic versions of the EPTAS are presented, and in Section 6.5 some improvements of the running time for the splittable and the setup class model are discussed.
related work. For an overview on n-fold IPs and their applications, we refer to the book by Onn [121]. The first FPT algorithm for n-fold IPs was presented by Hemmecke, Onn, and Romanchuk [63] in 2013, and it has a running time with a cubic dependence in $n$. In 2018, Eisenbrand, Hunkenschröder and Klein [42] and independently Koutecký, Levin and Onn [104] developed algorithms with running times with near quadratic dependence in $n$ and improved dependencies in the parameters. Very recently, a near linear dependence in $n$ was achieved by Jansen, Lassota and Rohwedder [76] as well as Eisenbrand et al. [44]. The former result also provides improved dependencies in the parameters. For an overview on recent results on $n$-fold IPs and related topics we refer to [44].
There have been recent applications of $n$-fold integer programming to scheduling problems in the context of parameterized algorithms: Knop and Koutecky [100] showed, among other things, that the problem of makespan minimization on unrelated parallel machines where
the processing times are dependent on both jobs and machines is fixedparameter tractable with respect to the maximum processing time and the number of distinct machine types. This was generalized to the parameters maximum processing time and rank of the processing time matrix by Chen et al. [31]. Furthermore, Knop, Kouteckỳ, and Mnich [101] provided an improved algorithm for a special type of n-fold IPs, yielding improved running times for several applications of $n$-fold IPs including results for scheduling problems.

There is extensive literature concerning scheduling problems with setup times. We highlight a few closely related results and otherwise refer to the surveys [2-4]. The setup class model was first considered by Mäcker et al. [112] in the special case that all classes have the same setup time. They designed a 2 -approximation and additionally a $(3 / 2+\varepsilon)$-approximation for the case that the overall length of the jobs from each class is bounded. Jansen and Land [74] presented a simple 3 -approximation with linear running time, a $(2+\varepsilon)$-approximation, and the aforementioned PTAS for the general setup class model. As indicated before, Chen et al. [29] developed a 5/3-approximation for the splittable model. A generalization of this, in which both setup and processing times are job and machine dependent, has been considered by Correa et al. [36]. They achieve a $(1+\phi)$-approximation where $\phi$ denotes the golden ratio, using a newly designed linear programming formulation. Moreover, there are recent results concerning machine scheduling in the splittable model considering the sum of (weighted) completion times as the objective function, e.g. [35, 131]. For the preemptive model, a PTAS for the special case that all jobs have the same setup time has been developed by Schuurman and Woeginger [133]. The mentioned $(4 / 3+\varepsilon)$-approximation for the general case [133] follows the same approach. Furthermore, a combination of the setup class and the preemptive model has been considered in which the jobs are scheduled preemptively, but the setup times are class dependent. Monma and Potts [117] presented, among other things, a ( $2-1 /(\lfloor\mathrm{m} / 2\rfloor+1))$-approximation for this model, and later Chen [27] achieved improvements for some special cases. Recently, Deppert and Jansen [39] presented 1.5-approximations with near-linear running times for this problem, the splittable, and the non-preemptive setup class model.

### 6.2 PRELIMINARIES

In the following, we establish some concepts and notations, formally define the considered problems, and discuss $n$-fold integer programs.

рroblems. For all three of the considered problems, a set $\mathcal{J}$ of $n$ jobs with processing times $p_{j} \in Q_{>0}$ for each $j$ ob $j \in \mathcal{J}$ and a number of machines $m$ is given. In the preemptive and the splittable model,
the input additionally includes a setup time $s_{j} \in \mathbb{Q}_{>0}$ for each job $j \in \mathcal{J}$; while in the setup class model, it includes a number $K$ of setup classes, a setup class $k_{j} \in[K]$ for each $j o b j \in \mathcal{J}$, as well as setup times $s_{k} \in Q_{>0}$ for each $k \in[K]$.

We take a closer look at the definition of a schedule in the preemptive model. The jobs may be split. Therefore, partition sizes $\kappa: \mathcal{J} \rightarrow \mathbb{Z}_{>0}$, together with processing time fractions $\lambda_{j}:[\kappa(j)] \rightarrow(0,1]$ such that $\sum_{k \in[k(j)]} \lambda_{j}(k)=1$ have to be found, meaning that job $j$ is split into $\kappa(j)$ many parts and the $k$-th part for $k \in[\kappa(j)]$ has processing time $\lambda_{j}(k) p_{j}$. This given, we define $\mathcal{J}^{\prime}=\{(j, k) \mid j \in \mathcal{J}, k \in[\kappa(j)]\}$ to be the set of job parts. Now, an assignment $\sigma: \mathcal{J}^{\prime} \rightarrow[\mathrm{m}]$ along with starting times $\xi: \mathcal{J}^{\prime} \rightarrow Q_{>0}$ has to be determined such that any two job parts assigned to the same machine or belonging to the same job do not overlap. More precisely, we have to assure that for each two job parts $(j, k),\left(j^{\prime}, k^{\prime}\right) \in \mathcal{J}^{\prime}$ with $\sigma(\mathfrak{j}, k)=\sigma\left(j^{\prime}, k^{\prime}\right)$ or $j=j^{\prime}$, we have $\xi(j, k)+s_{j}+\lambda_{j}(k) p_{j} \leqslant \xi\left(j^{\prime}, k^{\prime}\right)$ or vice versa. A schedule is given by $(\kappa, \lambda, \sigma, \xi)$, and the makespan can be defined as $C_{\max }=\max _{(j, k) \in \mathcal{J}^{\prime}}\left(\xi(j, k)+s_{j}+\lambda_{j}(k) p_{j}\right)$. Note that the variant of the problem in which overlap between a job part and setup of the same job is allowed is equivalent to the one presented above. This was pointed out by Schuurmann and Woeginger [133] and can be seen with a simple swapping argument.

In the splittable model, it is not necessary to determine starting times for the job parts because, given the assignment $\sigma$, the job parts assigned to each machine can be scheduled as soon as possible in arbitrary order without gaps. Hence, in this case, the output is of the form $(\kappa, \lambda, \sigma)$, and the makespan can be defined as $C_{\max }=\max _{\mathfrak{i} \in[m]} \sum_{(j, k) \in \sigma^{-1}(\mathfrak{i})}\left(s_{j}+\right.$ $\left.\lambda_{j}(k) p_{j}\right)$.

Lastly, in the setup class model, the jobs are not split, and the jobs assigned to each machine can be scheduled in batches comprised of the jobs of the same class assigned to the machine without overlaps and gaps. The output is therefore just an assignment $\sigma: \mathcal{J} \rightarrow$ [m], and the makespan is given by $C_{\max }=\max _{i \in[m]} \sum_{j \in \sigma^{-1}(\mathfrak{i})} p_{j}+$ $\sum_{k \in\left\{k_{j} \mid j \in \sigma^{-1}(i)\right\}} s_{k}$.

Note that in the preemptive and the setup class model, we can assume that the number of machines is bounded by the number of jobs: If there are more machines than jobs, placing each job on a private machine yields an optimal schedule in both models, and the remaining machines can be ignored. This, however, is not the case in the splittable model, which causes a minor problem in the following.
n-FOLD INTEGER PROGRAMS. We briefly define $n$-fold integer programs (IPs) following the notation of [63] and [100], and state the main algorithmic result needed in the following. Let $n, r, s, t \in \mathbb{Z}_{>0}$
be integers and $A$ be an integer $((r+n s) \times n t)$-matrix of the following form:

$$
A=\left(\begin{array}{cccc}
A_{1} & A_{1} & \cdots & A_{1} \\
A_{2} & 0 & \cdots & 0 \\
0 & A_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{2}
\end{array}\right)
$$

The matrix $A$ is the so-called $n$-fold product of the bimatrix $\binom{A_{1}}{A_{2}}$, with $A_{1}$ an $r \times t$ and $A_{2}$ an $s \times t$ matrix. Furthermore, let $w, \ell, u \in \mathbb{Z}^{n t}$ and $b \in \mathbb{Z}^{r+n s}$. Then the $n$-fold integer programming problem is given by:

$$
\min \left\{w x \mid A x=b, \ell \leqslant x \leqslant u, x \in \mathbb{Z}^{n t}\right\}
$$

We set $\Delta$ to be the maximum absolute value occurring in $A$. There are several algorithms for solving $n$-fold IPs. We use the recent result by Jansen, Lassota and Rohwedder [76]:
theorem 6.2: Let $\varphi$ be the encoding length of the largest number occurring in the input. The $n$-fold integer programming problem can be solved in time $(r s \Delta)^{\mathcal{O}\left(r^{2} s+s^{2}\right)} \varphi^{2} n t \log ^{5}(n t)$.

The variables $x$ can naturally be partitioned into bricks $x^{(q)}$ of dimension $t$ for each $q \in[n]$ such that $x=\left(x^{(1)}, \ldots x^{(n)}\right)$. Furthermore, we denote the constraints corresponding to $A_{1}$ as globally uniform and the ones corresponding to $A_{2}$ as locally uniform. Hence, $r$ is the number of globally and $s$ the number of locally uniform constraints (ignoring their $n$-fold duplication), t the brick size and n the brick number.

### 6.3 MODULE CONFIGURATION IP

In this section, we state the configuration IP for machine scheduling; introduce a basic version of the module configuration IP (MCIP) that is already sufficiently general to work for both the splittable and setup class model; and lastly show that the configuration IP can be expressed by the MCIP in multiple ways. We will use the dual approximation framework by Hochbaum and Shmoys [65] and hence always assume that a guess T of the makespan is given (see Section 2.2). Before that, however, we formally introduce the concept of configurations.

Given a set of objects $A$, such as jobs, a configuration $C$ of these objects is a vector of multiplicities indexed by the objects, i.e., $\mathrm{C} \in$ $\mathbb{Z}_{\geqslant 0}^{A}$. For given sizes $\Lambda(a)$ of the objects $a \in A$, the size $\Lambda(C)$ of a configuration $C$ is defined as $\sum_{a \in A} C_{a} \Lambda(a)$. Moreover, for a given upper bound $B$, we define $\mathcal{C}_{A}(B)$ to be the set of configurations of $A$ that are bounded in size by $B$, that is, $\mathcal{C}_{A}(B)=\left\{C \in \mathbb{Z}_{\geqslant 0}^{A} \mid \Lambda(C) \leqslant B\right\}$.

CONFIGURATION IP. We provide a recollection of the configuration IP for machine scheduling. Let $P$ be the set of distinct processing times for some instance I with multiplicities $n_{p}$ for each $p \in P$, meaning, I includes exactly $n_{p}$ jobs with processing time $p$. The size $\Lambda(p)$ of a processing time $p$ is given by itself. Furthermore, let T be a guess of the optimal makespan. The configuration IP for $I$ and $T$ is given by variables $x_{C} \geqslant 0$ for each $C \in \mathcal{C}_{P}(T)$ and the following constraints:

$$
\begin{align*}
\sum_{C \in \mathcal{C}_{P}(T)} x_{C} & =m  \tag{6.1}\\
\sum_{C \in \mathcal{C}_{P}(T)} C_{p} x_{C}=n_{p} & \forall p \in P \tag{6.2}
\end{align*}
$$

Due to constraint (6.1), exactly one configuration is chosen for each machine; while (6.2) ensures that the correct number of jobs or job sizes is covered.

MODULE CONFIGURATION IP. Let $\mathcal{B}$ be a set of basic objects (e.g. jobs or setup classes) and let there be $D$ integer values $B_{1}, \ldots, B_{D}$ for each basic object $B \in \mathcal{B}$ (e.g. processing time or numbers of different kinds of jobs). Our approach is to cover the basic objects with socalled modules and, in turn, cover the modules with configurations. Depending on the context, modules correspond to batches of jobs or job piece sizes together with a setup time and can also encompass additional information like a starting time. Let $\mathcal{M}$ be a set of such modules. In order to cover the basic objects, each module $M \in \mathcal{M}$ also has $D$ integer values $M_{1}, \ldots, M_{D}$. Furthermore, each module $M$ has a size $\Lambda(M)$ and a set of eligible basic objects $\mathcal{B}(M)$. The latter is needed because not all modules are compatible with all basic objects, e.g., because they do not have the right setup times. The configurations are used to cover the modules, however, it typically does not matter which module exactly is covered, but rather which size the module has. Let $H$ be the set of distinct module sizes, i.e., $H=\{\Lambda(M) \mid M \in \mathcal{M}\}$, and for each module size $h \in H$ let $\mathcal{M}(h)$ be the set of modules with size $h$. We consider the set $\mathcal{C}$ of configurations of module sizes which are bounded in size by a guess of the makespan T, i.e., $\mathcal{C}=\mathcal{C}_{H}(T)$. In the preemptive case, configurations need to additionally encompass information about starting times of modules, and therefore the definition of configurations will be slightly more complicated in that case.

Since we want to choose configurations for each machine, we have variables $x_{C}$ for each $C \in \mathcal{C}$ and constraints corresponding to (6.1). Furthermore, we choose modules with variables $y_{M}$ for each $M \in \mathcal{M}$, and because we want to cover the chosen modules with configurations, we have some analogue of constraint (6.2), say $\sum_{C \in \mathcal{C}(T)} C_{h} x_{C}=$ $\sum_{M \in \mathcal{M}(h)} y_{M}$ for each module size $h \in H$. It turns out, however, that to properly cover the basic objects with modules, we need the variables
$y_{M}$ for each basic object, and this is where $n$-fold IPs come into play. The variables stated so far form a brick of the variables of the $n$-fold IP, and there is one brick for each basic object, that is, we have, for each $B \in \mathcal{B}$, variables $x_{C}^{(B)}$ for each $C \in \mathcal{C}$, and $y_{M}^{(B)}$ for each $M \in \mathcal{M}$. Using the upper bounds of the $n$-fold model, variables $y_{M}^{(B)}$ are set to zero, if $B$ is not eligible for $M$; and we set the lower bounds of all variables to zero. Sensible upper bounds for the remaining variables will be typically clear from context. Besides that, the module configuration integer program MCIP (for $\mathcal{B}, \mathcal{M}$ and $\mathcal{C}$ ) is given by:

$$
\begin{gather*}
\sum_{B \in \mathcal{B}} \sum_{C \in \mathcal{C}} x_{C}^{(B)}=m  \tag{6.3}\\
\sum_{B \in \mathcal{B}} \sum_{C \in \mathcal{C}(T)} C_{h} x_{C}^{(B)}=\sum_{B \in \mathcal{B}} \sum_{M \in \mathcal{M}(h)} y_{M}^{(B)} \quad \forall h \in H  \tag{6.4}\\
\sum_{M \in \mathcal{M}} M_{d} y_{M}^{(B)}=B_{d} \quad \forall B \in \mathcal{B}, d \in[D] \tag{6.5}
\end{gather*}
$$

It is easy to see that the constraints (6.3) and (6.4) are globally uniform. They are the mentioned adaptations of (6.1) and (6.2). The constraint (6.5), on the other hand, is locally uniform and ensures that the basic objects are covered.
Note that, while the duplication of the configuration variables does not carry meaning, it also does not upset the model: Consider the modified MCIP that is given by not duplicating the configuration variables. A solution ( $\tilde{x}, \tilde{y}$ ) for this IP gives a solution $(x, y)$ for the MCIP by fixing some basic object $\mathrm{B}^{*}$, setting $x_{\mathrm{C}}^{\left(\mathrm{B}^{*}\right)}=\tilde{x}_{\mathrm{C}}$ for each configuration $C$, setting the remaining configuration variables to 0 , and copying the remaining variables. Given a solution $(x, y)$ for the MCIP, on the other hand, gives a solution for the modified version $(\tilde{x}, \tilde{y})$ by setting $\tilde{x}_{C}=\sum_{B \in \mathcal{B}} x_{C}^{B}$ for each configuration $C$. Summarizing we get:
Observation 6.3. The MCIP is an $n$-fold IP with brick-size $t=|\mathcal{M}|+|\mathcal{C}|$, brick number $n=|\mathcal{B}|, r=|\mathrm{H}|+1$ globally uniform and $s=\mathrm{D}$ locally uniform constraints.
Moreover, in all of the considered applications, we will minimize the overall size of the configurations, i.e., $\sum_{B \in \mathcal{B}} \sum_{C \in \mathcal{C}} \Lambda(C) x_{C}^{(B)}$. This will be required because in the simplification steps of our algorithms some jobs are removed and have to be reinserted later, and we therefore have to make sure that no space is wasted.
first example. We conclude the section by pointing out several different ways to replace the classical configuration IP for machine scheduling with the MCIP, thereby giving some intuition for the model. The first possibility is to consider the jobs as the basic objects and their processing times as their single value ( $\mathcal{B}=\mathcal{J}, \mathrm{D}=1$ ); the modules are the processing times $(\mathcal{M}=P)$, and a job is eligible for a module, if its processing time matches; and the configurations are all
the configurations bounded in size by $T$. Another option is to choose the processing times as basic objects keeping all the other definitions essentially like before. Lastly, we could consider the whole set of jobs or the whole set of processing times as a single basic object with $D=|P|$ different values. In this case, we can define the set of modules as the set of configurations of processing times bounded by T .

### 6.4 EPTAS RESULTS

In this section, we present approximation schemes for each of the three considered problems. Like before, we use the dual approximation framework by Hochbaum and Shmoys [65] and hence assume for each problem that a guess of the makespan $T$ is given (see Section 2.2). Note that for each of the problems a simple 1.5 -approximation with near linear running time is known [39] and hence this has no influence on the claimed asymptotic running times. Each of the results follows the same approach: The instance is carefully simplified, a schedule for the simplified instance is found using the MCIP, and this schedule is transformed into a schedule for the original instance. The presentation of the result is also similar for each problem: We first discuss how the instance can be sensibly simplified and how a schedule for the simplified instance can be transformed into a schedule for the original one. Next, we discuss how a schedule for the simplified instance can be found using the MCIP, and, lastly, we summarize and analyze the taken steps.

For the sake of clarity, we have given rather formal definitions for the problems at hand in Section 6.2. In the following, however, we will use the terms in a more intuitive fashion for the most part, and we will, for instance, often take a geometric rather than a temporal view on schedules and talk about the length or the space taken up by jobs and setups on machines rather than time. In particular, given a schedule for an instance of any one of the three problems together with an upper bound for the makespan $T$, the free space with respect to $T$ on a machine is defined as the summed up lengths of time intervals between 0 and $T$ in which the machine is idle. The free space (with respect to $T$ ) is the summed up free space of all the machines. For bounds $T$ and $L$ for the makespan and the free space, respectively, we say that a schedule is a $(T, L)$-schedule if its makespan is at most $T$ and the free space with respect to $T$ is at least $L$.

When transforming the instance, we will increase or decrease processing and setup times and fill in or remove extra jobs. Consider a ( $T^{\prime}, L^{\prime}$ )-schedule where $T^{\prime}$ and $L^{\prime}$ denote some arbitrary makespan or free space bounds. If we fill in extra jobs or increase processing or setup times, but can bound the increase on each machine by some bound $b$, we end up with a $\left(T^{\prime}+b, L^{\prime}\right)$-schedule for the transformed instance. In particular, we have the same bound for the free space
because we properly increased the makespan bound. If, on the other hand, jobs are removed or setup times decreased, we obviously still have a ( $\mathrm{T}^{\prime}, \mathrm{L}^{\prime}$ )-schedule for the transformed instance. This will be used frequently in the following.

## Setup Class Model

We start with the setup class model. In this case, we can essentially reuse the simplification steps that were developed by Jansen and Land [74] for their PTAS. The main difference between the two procedures is that we solve the simplified instance via the MCIP, while they used a dynamic program. For the sake of self-containment, we include our own simplification steps, but remark that they are strongly inspired by those from [74]. In Section 6.5 , we present a more elaborate rounding procedure resulting in an improved running time.
simplification of the instance. In the following, we distinguish big setup jobs $j$ belonging to classes $k$ with setup times $s_{k} \geqslant \varepsilon^{3} T$ and small setup jobs with $s_{k}<\varepsilon^{3} \mathrm{~T}$. We denote the corresponding subsets of jobs by $\mathfrak{f}^{\text {bst }}$ and $\mathcal{f}^{\text {sst }}$, respectively. Furthermore, we call a job tiny or small, if its processing time is smaller than $\varepsilon^{4} \mathrm{~T}$ or $\varepsilon \mathrm{T}$, respectively, and big or large otherwise. For any given set of jobs J, we denote the subset of tiny jobs from J with Jtiny and the small, big, and large jobs analogously (see Table 6.1 for an overview). We simplify the instance in four steps, aiming for an instance that exclusively includes big jobs with big setup times and additionally only a constant number of distinct processing and setup times. For technical reasons, we assume $\varepsilon \leqslant 1 / 2$.

We proceed with the first simplification step. Let $\mathrm{I}_{1}$ be the instance given by the job set $\mathcal{J} \backslash \mathcal{d}_{\text {small }}^{\text {sst }}$ and Q the set of setup classes completely contained in $\mathcal{I}_{\text {small }}^{\text {sst }}$, i.e., $Q=\left\{k \mid \forall j \in \mathcal{J}: k_{j}=k \Rightarrow j \in \mathcal{J}_{\text {small }}^{\text {sst }}\right\}$. An obvious lower bound on the space taken up by the jobs from $\mathcal{f}_{\text {small }}^{\text {sst }}$ in any schedule is given by $L=\sum_{j \in \mathcal{J}_{\text {small }}^{\text {sta }}} p_{j}+\sum_{k \in Q} s_{k}$. Note that the instance $I_{1}$ may include a reduced number $K^{\prime}$ of setup classes.
lemma 6.4. A schedule for I with makespan T induces $a(\mathrm{~T}, \mathrm{~L})$-schedule for $\mathrm{I}_{1}$, that is, a schedule with makespan T and free space at least L ; and

| $s_{\mathrm{k}_{\mathrm{j}}}$ | $<\varepsilon^{4} \mathrm{~T}$ | $<\varepsilon \mathrm{T}$ | $\geqslant \varepsilon \mathrm{T}$ |
| :--- | :--- | :--- | :--- |
| $<\varepsilon^{3} \mathrm{~T}$ | $\mathcal{J}_{\text {tiny }}^{\text {sst }}$ | $\mathcal{J}_{\text {small }}^{\text {sst }}$ | $\mathcal{J}_{\text {large }}^{\text {sst }}$ |
| $\geqslant \varepsilon^{3} \mathrm{~T}$ | $\mathcal{J}_{\text {tiny }}^{\text {bst }}$ | $\mathcal{J}_{\text {small }}^{\text {bst }}$ | $\mathcal{J}_{\text {large }}^{\text {bst }}$ |

Table 6.1: Overview on the job classifications
any $\left(\mathrm{T}^{\prime}, \mathrm{L}\right)$-schedule for $\mathrm{I}_{1}$ can be transformed into a schedule for I with makespan at most $(1+\varepsilon) \mathrm{T}^{\prime}+\varepsilon \mathrm{T}+2 \varepsilon^{3} \mathrm{~T}$.

Proof. The first claim is obvious and we therefore assume that we have a ( $T^{\prime}, L$-schedule for $I_{1}$. We group the jobs from $\mathcal{J}_{\text {small }}^{\text {sst }}$ by setup classes and first consider the groups with summed up processing time at most $\varepsilon^{2} \mathrm{~T}$. For each of these groups, we check whether the respective setup class contains a large job. If this is the case, we schedule the complete group on a machine on which such a large job is already scheduled if possible using up free space. Since the large jobs have a length of at least $\varepsilon T$, there are at most $T^{\prime} /(\varepsilon T)$ many large jobs on each machine, and therefore the schedule on the respective machine has length at most $(1+\varepsilon) T^{\prime}$, or there is free space with respect to $T^{\prime}$ left. If, on the other hand, the respective class does not contain a large job and is therefore fully contained in $\partial_{\text {small }}^{\text {sst }}$, we create a container including the whole class and its setup time. Note that the overall length of the container is at most $\left(\varepsilon^{2}+\varepsilon^{3}\right) T \leqslant \varepsilon T$ (using $\varepsilon \leqslant 1 / 2$ ). Next, we create a sequence containing the containers and the remaining jobs ordered by setup class. We insert the items from this sequence greedily into the remaining free space in a next-fit fashion exceeding $\mathrm{T}^{\prime}$ on each machine by at most one item from the sequence, thereby creating an error of at most $\varepsilon T$. This can be done because we had a free space of at least $L$, and the inserted objects had an overall length of at most $L$. To make the resulting schedule feasible, we have to insert some setup times. However, because the overall length of the jobs from each class in need of a setup is at least $\varepsilon^{2} T$, and the sequence was ordered by classes, there are at most $\mathrm{T}^{\prime} /\left(\varepsilon^{2} \mathrm{~T}\right)+2$ distinct classes without a setup time on each machine. Inserting the missing setup times will therefore increase the makespan by at most $\left(\mathrm{T}^{\prime} /\left(\varepsilon^{2} \mathrm{~T}\right)+2\right) \varepsilon^{3} \mathrm{~T}=\varepsilon \mathrm{T}^{\prime}+2 \varepsilon^{3} \mathrm{~T}$.

Next, we deal with the remaining (large) jobs with small setup times $j \in \mathcal{J}_{\text {large }}^{\text {sts }}$. Let $I_{2}$ be the instance we get by increasing the setup times of the classes with small setup times to $\varepsilon^{3} \mathrm{~T}$. We denote the setup time of class $k \in\left[K^{\prime}\right]$ for $I_{2}$ by $s_{k}^{\prime}$. Note that there are no small setup jobs in $\mathrm{I}_{2}$.
Lemma 6.5. $A\left(\mathrm{~T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule $\mathrm{I}_{1}$ induces a $\left(\left(1+\varepsilon^{2}\right) \mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{2}$, and a $\left(\mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{2}$ is also a $\left(\mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{1}$.

Proof. The first claim is true because in a schedule with makespan at most $T^{\prime}$ there can be at most $T^{\prime} /(\varepsilon T)$ many large jobs on any machine, and the second claim is obvious.

Let $I_{3}$ be the instance we get by replacing the jobs from $\mathcal{g}_{\text {tiny }}^{\text {bst }}$ with placeholders of size $\varepsilon^{4} \mathrm{~T}$. More precisely, we remove $\mathcal{J}_{\text {tiny }}^{\text {bst }}$, and, for each class $k \in[K]$, we introduce $\left\lceil\left(\sum_{j \in \mathcal{J}_{\text {tiny }}^{b s t}, k_{j}=k} p_{j}\right) /\left(\varepsilon^{4} T\right)\right\rceil$ many jobs with processing time $\varepsilon^{4} \mathrm{~T}$ and class $k$. We denote the job set of $I_{3}$ by $\mathcal{J}^{\prime}$
and the processing time of a job $j \in \mathcal{J}^{\prime}$ by $p_{j}^{\prime}$. Note that $I_{3}$ exclusively contains big jobs with big setup times.
lemma 6.6. If there is a $\left(\mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{2}$, there is also a ( $(1+$ ع) $\left.\mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule; and if there is a $\left(\mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{3}$, there is also a $\left((1+\varepsilon) \mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{2}$.

Proof. Note that for any $\left(\mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{2}$ or $\mathrm{I}_{3}$, there are at most $\mathrm{T}^{\prime} /\left(\varepsilon^{3} \mathrm{~T}\right)$ many distinct big setup classes scheduled on any machine. Hence, when considering such a schedule for $I_{2}$, we can remove the tiny jobs belonging to $\mathcal{f}_{\text {tiny }}^{\text {bst }}$ from the machines and instead fill in the placeholders, such that each machine for each class receives at most as much length from that class, as was removed, rounded up to the next multiple of $\varepsilon^{4} \mathrm{~T}$. All placeholders can be placed like this and the makespan is increased by at most $\left(\mathrm{T}^{\prime} /\left(\varepsilon^{3} \mathrm{~T}\right)\right) \varepsilon^{4} \mathrm{~T}=\varepsilon \mathrm{T}^{\prime}$. If, on the other hand, we consider such a schedule for $\mathrm{I}_{3}$, we can remove the placeholders and instead fill in the respective tiny jobs, again overfilling by at most one job. This yields a $\left((1+\varepsilon) \mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{2}$ with the same argument.

Lastly, we perform both a geometric and an arithmetic rounding step for the processing and setup times. The geometric rounding is needed to suitably bound the number of distinct processing and setup times, and due to the arithmetic rounding, we will be able to guarantee integral coefficients in the IP. More precisely, we set $\left.\tilde{p}_{j}=(1+\varepsilon)^{\left\lceil\log _{1+\varepsilon}\right.} \mathfrak{p}_{j}^{\prime} /\left(\varepsilon^{4} T\right)\right\rceil \varepsilon^{4} T$ and $\bar{p}_{j}=\left\lceil\tilde{p}_{j} / \varepsilon^{5} T\right\rceil \varepsilon^{5} T$ for each $j \in \mathcal{J}^{\prime}$, as well as $\tilde{s}_{j}=(1+\varepsilon)^{\left\lceil\log _{1+\varepsilon} s_{j}^{\prime} /\left(\varepsilon^{3} T\right)\right\rceil} \varepsilon^{3} T$ and $\bar{s}_{k}=\left\lceil\tilde{s}_{j} / \varepsilon^{5} T\right\rceil \varepsilon^{5} T$ for each setup class $k \in\left[\mathrm{~K}^{\prime}\right]$. The resulting instance is called $\mathrm{I}_{4}$.
lemma 6.7. $A\left(\mathrm{~T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{3}$ induces a $\left((1+3 \varepsilon) \mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{4}$, and any ( $\left.\mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{4}$ can be turned into a $\left(\mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{3}$.

Proof. For the first claim, we first stretch a given schedule by $(1+\varepsilon)$. This enables us to use the processing and setup times due to the geometric rounding step. Now, using the ones due to the second step increases the schedule by at most $2 \varepsilon \mathrm{~T}^{\prime}$, because there where at most $\mathrm{T}^{\prime} /\left(\varepsilon^{4} \mathrm{~T}\right)$ many big jobs on any machine to begin with. The second claim is obvious.

Based on the rounding steps, we define two makespan bounds $\bar{\top}$ and $\breve{T}$ : Let $\bar{T}$ be the makespan bound that is obtained from $T$ by the application of the Lemmata 6.4-6.7 in sequence, i.e., $\overline{\mathrm{T}}=\left(1+\varepsilon^{2}\right)(1+$ $\varepsilon)(1+3 \varepsilon) \mathrm{T}=(1+\mathcal{O}(\varepsilon)) \mathrm{T}$. We will find a $(\bar{T}, \mathrm{~L})$-schedule for $\mathrm{I}_{4}$ utilizing the MCIP and afterward apply the Lemmata 6.4-6.7 backwards to get a schedule with makespan $\breve{\mathrm{T}}=(1+\varepsilon)^{2} \overline{\mathrm{~T}}+\varepsilon \mathrm{T}+2 \varepsilon^{3} \mathrm{~T}=(1+\mathcal{O}(\varepsilon)) \mathrm{T}$.

Let $P$ and $S$ be the sets of distinct occurring processing and setup times for instance $I_{4}$. Because of the rounding, the minimum and
maximum lengths of the setup and processing times, and $\varepsilon<1$, we can bound $|P|$ and $|S|$ by $\mathcal{O}\left(\log _{1+\varepsilon} 1 / \varepsilon\right)=\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)$.
utilization of the mcip. At this point, we can employ the module configuration IP. The basic objects in this context are the setup classes, i.e., $\mathcal{B}=\left[K^{\prime}\right]$, and the different values are the numbers of jobs with a certain processing time, i.e., $D=|P|$. We set $n_{k, p}$ to be the number of jobs from setup class $k \in\left[K^{\prime}\right]$ with processing time $p \in P$. The modules correspond to batches of jobs together with a setup time. Batches of jobs can be modeled as configurations of processing times, that is, multiplicity vectors indexed by the processing times. Hence, we define the set of modules $\mathcal{M}$ to be the set of pairs of configurations of processing times and setup times with a summed up size bounded by $\overline{\mathrm{T}}$, i.e., $\mathcal{M}=\left\{(\mathrm{C}, \mathrm{s}) \mid \mathrm{C} \in \mathcal{C}_{P}(\overline{\mathrm{~T}}), s \in S, s+\Lambda(C) \leqslant \overline{\mathrm{T}}\right\}$, and write $M_{p}=C_{p}$ and $s_{M}=s$ for each module $M=(C, s) \in \mathcal{M}$. The values of a module $M$ are given by the numbers $M_{p}$ and its size $\Lambda(M)$ by $s_{M}+\sum_{p \in P} M_{p} p$. Remember that the configurations $\mathcal{C}$ are the configurations of module sizes $H$ that are bounded in size by $\bar{T}$, i.e., $\mathcal{C}=\mathcal{C}_{H}(\overline{\mathrm{~T}})$. A setup class is eligible for a module if the setup times fit, i.e., $\mathcal{B}_{M}=\left\{k \in\left[K^{\prime}\right] \mid s_{k}=s_{M}\right\}$. Lastly, we establish $\varepsilon^{5} T=1$ by scaling.

For the sake of readability, we state the resulting constraints of the MCIP with adapted notation and without duplication of the configuration variables:

$$
\begin{array}{rlr}
\sum_{C \in \mathcal{C}} x_{C} & =m \\
\sum_{C \in \mathcal{C}} C_{h} x_{C} & =\sum_{k \in\left[K^{\prime}\right]} \sum_{M \in \mathcal{M}(h)} y_{M}^{(k)} \quad \forall h \in H \\
\sum_{M \in \mathcal{M}} M_{p} y_{M}^{(k)} & =n_{k, p} & \forall k \in\left[K^{\prime}\right], p \in P \tag{6.8}
\end{array}
$$

Note that the coefficients are all integral and this includes those of the objective function, i.e., $\sum_{C} \Lambda(\mathrm{C}) \mathrm{x}_{\mathrm{C}}$, because of the scaling step.
LEMMA 6.8. With the above definitions, there is $(\overline{\mathrm{T}}, \mathrm{L})$-schedule for $\mathrm{I}_{4}$ if and only if the MCIP has a solution with objective value at most $\mathrm{m} \overline{\mathrm{T}}-\mathrm{L}$.

Proof. Let there be a ( $\overline{\mathrm{T}}, \mathrm{L})$-schedule for $\mathrm{I}_{4}$. Then the schedule on a given machine corresponds to a distinct configuration $C$ that can be determined by counting for each possible module size $h$ the batches of jobs from the same class whose length together with the setup time adds up to an overall length of $h$. Note that the length of this configuration is equal to the used up space on that machine. We fix an arbitrary setup class $k$ and set the variables $x_{C}^{(k)}$ accordingly (and $x_{C}^{\left(k^{\prime}\right)}=0$ for $k^{\prime} \neq k$ and $C \in \mathcal{C}$ ). By this setting, we get an objective value of at most $m \bar{T}-L$ because there was at least $L$ free space in the schedule. For each class $k$ and module $M$, we count the number of machines on which there are exactly $M_{p}$ jobs with processing time $p$
from class $k$ for each $p \in P$ and set $y_{M}^{(k)}$ accordingly. It is easy to see that the constraints are satisfied by these definitions.

Given a solution ( $x, y$ ) of the MCIP, we define a corresponding schedule: Because of (6.6), we can match the machines to configurations such that each machine is matched to exactly one configuration. If machine $i$ is matched to $C$, for each module size $h$, we create $C_{h}$ slots of length $h$ on $i$. Next, we divide the setup classes into batches. For each class $k$ and module $M$, we create $y_{M}^{(k)}$ batches of jobs from class $k$ with $M_{p}$ jobs with processing time $p$ for each $p \in P$ and place the batch together with the corresponding setup time into a fitting slot on some machine. Because of (6.8) and (6.7), all jobs can be placed by this process. Note that the used space equals the overall size of the configurations, and we therefore have free space of at least $L$.

RESULT. Using the above results, we can formulate and analyze the following procedure:

## ALGORITHM 6.9.

1. Generate the modified instance $\mathrm{I}_{4}$ :

- Remove the small jobs with small setup times.
- Increase the setup times of the remaining classes with small setup times.
- Replace the tiny jobs with big setup times.
- Round up the resulting processing and setup times.

2. Build and solve the MCIP for $\mathrm{I}_{4}$.
3. If the MCIP is infeasible, or the objective value greater than $m \bar{T}-L$, report that I has no solution with makespan $T$.
4. Otherwise build the schedule with makespan $\bar{T}$ and free space at least L for $\mathrm{I}_{4}$.
5. Transform the schedule into a schedule for I with makespan at most $\breve{T}$ :

- Use the prerounding processing and setup times.
- Replace the placeholders by the tiny jobs with big setup times.
- Use the orignal setup times of the classes with small setup times.
- Insert the small jobs with small setup times into the free space.

The procedure is correct due to the above results. To analyze its running time, we first bound the parameters of the MCIP. We have $|\mathcal{B}|=\mathrm{K}^{\prime} \leqslant \mathrm{K}$ and $\mathrm{D}=|\mathrm{P}|$ by definition and $|\mathcal{M}|=\mathcal{O}\left(|S|\left(1 / \varepsilon^{3}\right)^{|\mathrm{P}|}\right)=$
$2^{\mathcal{O}\left(1 / \varepsilon \log ^{2} 1 / \varepsilon\right)}$ because $|S|,|\mathrm{P}| \in \mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)$. This is true due to the last rounding step which also implies $|\mathrm{H}|=\mathcal{O}\left(1 / \varepsilon^{5}\right)$ yielding $|\mathcal{C}|=$ $|\mathrm{H}|^{\mathcal{O}\left(1 / \varepsilon^{3}\right)}=2^{\mathcal{O}\left(1 / \varepsilon^{3} \log 1 / \varepsilon\right)}$. According to Observation 6.3, this yields a brick size of $t=2^{\mathcal{O}\left(1 / \varepsilon^{3} \log 1 / \varepsilon\right)}$, a brick number of $K, r=\mathcal{O}\left(1 / \varepsilon^{5}\right)$ globally, and $s=\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)$ locally uniform constraints for the MCIP. We have $\Delta=\mathcal{O}\left(1 / \varepsilon^{5}\right)$ because all occurring values in the processing time matrix are bounded in $\bar{T}$, and we have $\bar{T}=\mathcal{O}\left(1 / \varepsilon^{5}\right)$ due to the scaling. Furthermore, the values of the objective function, the right hand side, and the upper and lower bounds on the variables are bounded by $\mathcal{O}\left(n / \varepsilon^{5}\right)$ yielding a bound of $\mathcal{O}\left(\log \left(n / \varepsilon^{5}\right)\right)$ for the encoding length of the biggest number in the input $\varphi$.

By Theorem 6.2 and some arithmetic, the MCIP can be solved in time:

$$
(\mathrm{rs} \Delta)^{\mathcal{O}\left(\mathrm{r}^{2} \mathrm{~s}+\mathrm{s}^{2}\right)} \varphi^{2} \mathrm{Kt} \log ^{5}(\mathrm{Kt})=2^{\mathcal{O}\left(1 / \varepsilon^{11} \log ^{2} 1 / \varepsilon\right)} \mathrm{K} \log ^{2}(\mathrm{n}) \log ^{5}(\mathrm{~K})
$$

When building the actual schedule, we iterate through the jobs and machines like indicated in the proof of Lemma 6.8 yielding the following:

THEOREM 6.10: The algorithm for the setup class model finds a schedule with makespan $(1+\mathcal{O}(\varepsilon))$ T or correctly determines that there is no schedule with makespan T in time:

$$
2^{\mathcal{O}\left(1 / \varepsilon^{11} \log ^{2} 1 / \varepsilon\right)} \mathrm{Knm} \log (n) \log ^{5}(\mathrm{~K})
$$

## Splittable Model

The approximation scheme for the splittable model presented in this section is probably the easiest one discussed in this chapter. There is, however, one problem concerning this procedure: Its running time is polynomial in the number of machines which might be exponential in the input size. In Section 6.5, we show how this problem can be overcome and further improve the running time.

SIMPLIFICATION OF THE instance. In this context, the set of big setup jobs $\mathcal{J}^{\text {bst }}$ is given by the jobs with setup times at least $\varepsilon T$ and the small setup jobs $\mathcal{J}^{\text {sst }}$ are all the others. Let $L=\sum_{j \in \mathcal{I}^{\text {sst }}}\left(s_{j}+p_{j}\right)$. Because every job has to be scheduled and every setup has to be paid at least once, $L$ is a lower bound on the summed up space due to small jobs in any schedule. Let $I_{1}$ be the instance that we get by removing all the small setup jobs from the given instance I.
lemma 6.11. A schedule with makespan T for I induces a (T, L)-schedule for $\mathrm{I}_{1}$; and any $\left(\mathrm{T}^{\prime}, \mathrm{L}\right)$-schedule for $\mathrm{I}_{1}$ can be transformed into a schedule for I with makespan at most $\mathrm{T}^{\prime}+\varepsilon \mathrm{T}$.

Proof. The first claim is obvious. Hence, consider a sequence consisting of the jobs from $g^{\text {sst }}$ together with their setup times where the setup
time of a job is the direct predecessor of the job. We insert the setup times and jobs from this sequence greedily into the schedule in a next-fit fashion: Given a machine, we keep inserting the items from the sequence on to the machine at the end of the schedule until the taken up space reaches $T^{\prime}$. If the current item does not fit exactly, we cut $i t$, such that the used space on the machine is exactly $\mathrm{T}^{\prime}$. Then we continue with the next machine. We can place the whole sequence like this without exceeding the makespan $\mathrm{T}^{\prime}$, because we have free space of at least L which is the summed up length of the items in the sequence. Next, we remove each setup time that was placed only partly on a machine together with those that were placed at the end of the schedule Furthermore, we insert a fitting setup time for the jobs that were scheduled without one, which can happen only once for each machine. This yields a feasible schedule whose makespan is increased by at most $\varepsilon \mathrm{T}$.

Next, we round up the processing and setup times of $\mathrm{I}_{1}$ to the next multiple of $\varepsilon^{2} T$, that is, for each job $j \in \mathcal{J}$, we set $\bar{p}_{j}=\left\lceil p_{j} /\left(\varepsilon^{2} T\right)\right\rceil \varepsilon^{2} T$ and $\bar{s}_{j}=\left\lceil s_{j} /\left(\varepsilon^{2} T\right)\right\rceil \varepsilon^{2} T$. We call the resulting instance $I_{2}$ and denote its job set by $\mathcal{J}^{\prime}$.
lemma 6.12. If there is a $\left(\mathrm{T}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{1}$, then there is also a $\left((1+2 \varepsilon) \mathrm{T}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{2}$ in which the length of each job part is a multiple of $\varepsilon^{2} \mathrm{~T}$; and any $\left(\mathrm{T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{2}$ yields $a\left(\mathrm{~T}^{\prime}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{1}$.

Proof. Consider a (T, L)-schedule for $\mathrm{I}_{1}$. There are at most $1 / \varepsilon$ jobs scheduled on each machine since each setup time has a length of at least $\varepsilon$ T. On each machine, we extend each occurring setup time and the processing time of each occurring job part by at most $\varepsilon^{2} T$ to round it to a multiple of $\varepsilon^{2}$ T. This step extends the makespan by at most $2 \varepsilon T$. Since now each job part is a multiple of $\varepsilon^{2} T$, the total processing time of the job is a multiple of $\varepsilon^{2} T$ too. However, its overall length might be greater than its rounded processing time, and we simply discard some processing time in this case. The second claim is obvious.

Based on the two Lemmata, we define two makespan bounds $\overline{\mathrm{T}}=$ $(1+2 \varepsilon) \mathrm{T}$ and $\breve{\mathrm{T}}=\overline{\mathrm{T}}+\varepsilon \mathrm{T}=(1+3 \varepsilon) \mathrm{T}$. We will use the MCIP to find a ( $\overline{\mathrm{T}}, \mathrm{L})$-schedule for $\mathrm{I}_{2}$ in which the length of each job part is a multiple of $\varepsilon^{2} \mathrm{~T}$. Using the two Lemmata, this will yield a schedule with makespan at most $\bar{T}$ for the original instance I.
utilization of the mcip. The basic objects, in this context, are the (big setup) jobs, i.e., $\mathcal{B}=\mathfrak{g}^{\text {bst }}=\mathcal{J}^{\prime}$, and they have only one value ( $\mathrm{D}=1$ ), namely, their processing time. Moreover, the modules are defined as the set of pairs of job piece sizes and setup times, i.e., $\mathcal{M}=\left\{(q, s) \mid s, q \in\left\{x \varepsilon^{2} T \mid x \in \mathbb{Z}, 0<x \leqslant 1 / \varepsilon^{2}\right\}, s \geqslant \varepsilon T\right\}$, and we write $s_{M}=s$ and $q_{M}=q$ for each module $M=(q, s) \in \mathcal{M}$. Corresponding
to the value of the basic objects, the value of a module $M$ is $q_{M}$, and its size $\Lambda(M)$ is given by $q_{M}+s_{M}$. A job is eligible for a module if the setup times fit, i.e., $\mathcal{B}_{M}=\left\{j \in \mathcal{J}^{\prime} \mid s_{j}=s_{M}\right\}$. In order to ensure integral values, we establish $\varepsilon^{2} T=1$ via a simple scaling step. The set of configurations $\mathcal{C}$ is comprised of all configurations of module sizes $H$ that are bounded in size by $\overline{\mathrm{T}}$, i.e., $\mathcal{C}=\mathcal{C}_{\mathrm{H}}(\overline{\mathrm{T}})$. We state the constraints of the MCIP for the above definitions with adapted notation and without duplication of the configuration variables:

$$
\begin{align*}
\sum_{C \in \mathcal{C}} x_{C} & =m &  \tag{6.9}\\
\sum_{C \in C} C_{h} x_{C} & =\sum_{j \in \mathcal{J}^{\prime}} \sum_{M \in \mathcal{M}(h)} y_{M}^{(j)} & \forall h \in H  \tag{6.10}\\
\sum_{M \in \mathcal{M}} q_{M} y_{M}^{(j)} & =p_{j} & \forall j \in \mathcal{J}^{\prime} \tag{6.11}
\end{align*}
$$

Note that we additionally minimize the summed up size of the configurations via the objective function $\sum_{C} \Lambda(C) x_{C}$.
Lemma 6.13. With the above definitions, there is a ( $\overline{\mathrm{T}}, \mathrm{L})$-schedule for $\mathrm{I}_{2}$ in which the length of each job piece is a multiple of $\varepsilon^{2} \mathrm{~T}$ if and only if the MCIP has a solution with objective value at most $\mathrm{m} \overline{\mathrm{T}}-\mathrm{L}$.

Proof. Given such a schedule for $\mathrm{I}_{2}$, the schedule on each machine corresponds to exactly one configuration $C$ that can be derived by counting the job pieces and setup times with the same summed up length $h$ and setting $C_{h}$ accordingly. This yields the values for the $x$ variables. The size of the configuration $C$ is equal to the used space on the respective machine. Hence, the objective value is bounded by $m \bar{T}-L$. Furthermore, for each job $j$ and job part length $q$, we count the number of times a piece of $j$ with length $q$ is scheduled and set $y_{\left(q, s_{j}\right)}^{(j)}$ accordingly. It is easy to see that the constraints are satisfied.

Now, let $(x, y)$ be a solution to the MCIP with objective value at most $m \overline{\bar{T}}-\mathrm{L}$. We use the solution to construct a schedule: For each configuration $C$ we reserve $x_{C}$ machines. On each of these machines we create $C_{h}$ slots of length $h$ for each module size $h \in H$. Note that because of (6.9), there is the exact right number of machines for this. Next, consider each job $j$ and possible job part length $q$ and create $y_{\left(q, s_{j}\right)}^{(j)}$ split pieces of length $q$ and place them together with a setup of $s_{j}$ into a slot of length $s_{j}+q$ on any machine. Because of (6.11), the entire job is split up by this, and because of (6.10), there are enough slots for all the job pieces. Note that the used space in the created schedule is equal to the objective value of $(x, y)$ and therefore there is at least $L$ free space.
result. Summing up, we can find a schedule of length at most $(1+3 \varepsilon) T$ or correctly determine that there is no schedule of length $T$ with the following procedure:

ALGORITHM 6.14.

1. Generate the modified instance $\mathrm{I}_{2}$ :

- Remove the small setup jobs.
- Round the setup and processing times of the remaining jobs.

2. Build and solve the MCIP for this case.
3. If the IP is infeasible, or the objective value greater than $m \bar{T}-L$, report that I has no solution with makespan $T$.
4. Otherwise build the schedule with makespan $\bar{T}$ and free space at least $L$ for $\bar{I}$.
5. Transform the schedule into a schedule for I with makespan at most T :

- Use the original processing and setup times.
- Greedily insert the small setup jobs.

To assess the running time of the procedure, we mainly need to bound the parameters of the MCIP, namely $|\mathcal{B}|,|\mathrm{H}|,|\mathcal{M}|,|\mathcal{C}|$ and D. By definition, we have $|\mathcal{B}|=\left|\partial^{\prime}\right| \leqslant n$ and $D=1$. Since all setup times and job piece lengths are multiples of $\varepsilon^{2} T$ and bounded by $T$, we have $|\mathcal{M}|=\mathcal{O}\left(1 / \varepsilon^{4}\right)$ and $|H|=\mathcal{O}\left(1 / \varepsilon^{2}\right)$. This yields $|\mathcal{C}| \leqslant|H|^{\mathcal{O}(1 / \varepsilon)}=$ $2^{\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)}$ because the size of each module is at least $\varepsilon T$ and the size of the configurations bounded by $(1+2 \varepsilon) \mathrm{T}$.

According to Observation 6.3, we now have a brick number of $|\mathcal{B}|=n$, brick-size $t=2^{\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)}, r=|H|+1=\mathcal{O}\left(1 / \varepsilon^{2}\right)$ globally uniform, and $s=\mathrm{D}=1$ locally uniform constraints. Because of the scaling step, all occurring numbers in the constraint matrix of the MCIP are bounded by $\mathcal{O}\left(1 / \varepsilon^{2}\right)$, and therefore we have $\Delta=\mathcal{O}\left(1 / \varepsilon^{2}\right)$. Furthermore, each occurring number can be bounded by $\mathcal{O}\left(m / \varepsilon^{2}\right)$ and this is an upper bound for each variable as well yielding $\varphi=$ $\mathcal{O}\left(\log \left(\mathrm{m} / \varepsilon^{2}\right)\right)$. Hence, the MCIP can be solved in time:

$$
(r s \Delta)^{\mathcal{O}\left(r^{2} s+s^{2}\right)} \varphi^{2} n t \log ^{5}(n t)=2^{\mathcal{O}\left(1 / \varepsilon^{4} \log 1 / \varepsilon\right)} n \log ^{2}(m) \log ^{5}(n)
$$

While the first step of the procedure is obviously dominated by the above, this is not the case for the remaining ones. In particular, building the schedule from the IP solution has linear costs in both $n$ and $m$ if the procedure described in the proof of Lemma 6.13 is realized in a straight-forward fashion. Note that the number of machines $m$ could be exponential in the number of jobs, and therefore the described procedure is a PTAS only for the special case of $m=\operatorname{poly}(n)$. However, this limitation can be overcome with a little extra effort, as we discuss in Section 6.5.

THEOREM 6.15: The algorithm for the splittable model finds a schedule with makespan at most $(1+3 \varepsilon) T$ or correctly determines that there is no schedule with makespan T in time:

$$
2^{\mathcal{O}\left(1 / \varepsilon^{4} \log 1 / \varepsilon\right)} \mathfrak{n m} \log (m) \log ^{5}(n)
$$

## Preemptive Model

In the preemptive model, we have to actually consider the timeline of the schedule on each machine, instead of just the assignment of the jobs or job pieces, and this causes some difficulties. For instance, we will have to argue that it suffices to look for a schedule with few possible starting points, and we will have to introduce additional constraints in the IP in order to ensure that pieces of the same job do not overlap. Our first step in dealing with this extra difficulty is to introduce some concepts and notation: For a given schedule with a makespan bound $T$, we call a job piece together with its setup a block, and we call the schedule $X$-layered, for some value $X$, if each block starts at a multiple of $X$. Corresponding to this, we call the time in the schedule between two directly succeeding multiples of $X$ a layer and the corresponding time on a single machine a slot. We number the layers bottom to top and identify them with their number, that is, the set of layers $\Xi$ is given by $\left\{\ell \in \mathbb{Z}_{>0} \mid(\ell-1) X \leqslant T\right\}$. Note that in an $X$-layered schedule there is at most one block in each slot, and for each layer there can be at most one block of each job present. Furthermore, we slightly alter the definition of free space for X-layered schedules: We solely count the space from slots that are completely free. If in such a schedule for each job there is at most one slot occupied by this job but not fully filled, we additionally call the schedule layer-compliant.

## Simplification of the Instance

In the preemptive model, we distinguish big, medium and small setup jobs using two parameters $\delta$ and $\mu$ : The big setup jobs $\mathcal{J}^{\text {bst }}$ are those with setup time at least $\delta T$, the small $\mathcal{J}^{\text {sst }}$ have a setup time smaller than $\mu \mathrm{T}$, and the medium $\mathcal{J}^{\text {mst }}$ are the ones in between. We set $\mu=\varepsilon^{2} \delta$ and choose $\delta \in\left\{\varepsilon^{1}, \ldots, \varepsilon^{2 / \varepsilon^{2}}\right\}$ such that the summed up processing time together with the summed up setup time of the medium setup jobs is upper bounded by $m \varepsilon T$, i.e., $\sum_{j \in \mathcal{J}^{m s t}}\left(s_{j}+p_{j}\right) \leqslant m \varepsilon T$. If there is a schedule with makespan $T$, such a choice is possible because of the pidgeon hole principle and because the setup time of each job has to occur at least once in any schedule. Similar arguments are widely used, e.g., in the context of geometrical packing algorithms. Furthermore, we distinguish the jobs by processing times calling those with processing time at least $\varepsilon$ T big and the others small. For a given set of jobs J, we call the subsets of big or small jobs $\mathrm{J}_{\text {big }}$ or $\mathrm{J}_{\text {small }}$, respectively. In Table 6.2, we present an overview of the job classification described above.

|  | < $\mu \mathrm{T}$ | $\geqslant \mu \mathrm{T},<\delta \mathrm{T}$ | $\geqslant \delta T$ |
| :---: | :---: | :---: | :---: |
| $p_{j}$ |  |  |  |
| $<\varepsilon T$ | $J_{\text {small }}^{\text {sst }}$ | $\mathrm{J}_{\text {smatl }}^{\text {mst }}$ | $\mathrm{g}_{\text {small }}^{\text {bst }}$ |
| $\geqslant \varepsilon \mathrm{T}$ | $\mathcal{J d}_{\text {big }}^{\text {sst }}$ | $\mathcal{J}_{\text {big }}^{\text {mst }}$ | $\mathrm{f}_{\text {big }}^{\text {bst }}$ |

Table 6.2: Overview on the job classifications

We perform three simplification steps, aiming for an instance in which the small and medium setup jobs are big; small setup jobs have setup time 0 ; and for which an $\varepsilon \delta T$-layered, layer-compliant schedule exists.

Let $I_{1}$ be the instance we get by removing the small jobs with medium setup times $\mathcal{J}_{\text {small }}^{\text {mst }}$ from the given instance I.
lemma 6.16. If there is a schedule with makespan at most T for I , then there is also such a schedule for $\mathrm{I}_{1}$; and if there is a schedule with makespan at most $\mathrm{T}^{\prime}$ for $\mathrm{I}_{1}$, then there is a schedule with makespan at most $\mathrm{T}^{\prime}+(\varepsilon+\delta) \mathrm{T}$ for I.

Proof. The first claim is obvious. For the second, we create a sequence containing the jobs from $\mathcal{J}_{\text {small }}^{\text {mst }}$ each directly preceded by its setup time. Recall that the overall length of the objects in this sequence is at most $\mathfrak{m} \varepsilon \mathrm{T}$, and the length of each job is bounded by $\varepsilon \mathrm{T}$. We greedily insert the objects from the sequence considering each machine in turn. On the current machine, we start at time $\mathrm{T}^{\prime}+\delta \mathrm{T}$ and keep inserting until $\mathrm{T}^{\prime}+\delta \mathrm{T}+\varepsilon \mathrm{T}$ is reached. If the current object is a setup time, we discard it and continue with the next machine and object. If, on the other hand, it is a job, we split it such that the remaining space on the current machine can be perfectly filled. We can place all objects like this, however the first job part placed on a machine might be missing a setup. We can insert the missing setups because they have length at most $\delta \mathrm{T}$ and between time $\mathrm{T}^{\prime}$ and $\mathrm{T}^{\prime}+\delta \mathrm{T}$ there is free space.

Next, we consider the jobs with small setup times: Let $\mathrm{I}_{2}$ be the instance we get by removing the small jobs with small setup times $\partial_{\text {small }}^{\text {sst }}$ and setting the setup time of the big jobs with small setup times to zero, i.e., $\bar{s}_{j}=0$ for each $j \in \mathcal{J}_{\text {big }}^{s s t}$. Note that in the resulting instance each small job has a big setup time. Furthermore, let $\mathrm{L}:=$ $\sum_{j \in]_{\text {small }}^{\text {sst }}} p_{j}+s_{j}$. Then $L$ is an obvious lower bound for the space taken up by the jobs from $\mathcal{f}_{\text {small }}^{\text {sst }}$ in any schedule.
lemma 6.17. If there is a schedule with makespan at most T for $\mathrm{I}_{1}$, then there is also a $(\mathrm{T}, \mathrm{L})$-schedule for $\mathrm{I}_{2}$; and if there is a $\gamma \mathrm{T}$-layered $\left(\mathrm{T}^{\prime}, \mathrm{L}\right)$ schedule for $\mathrm{I}_{2}$ with $\mathrm{T}^{\prime}$ a multiple of $\gamma \mathrm{T}$, then there is also a schedule with makespan at most $\left(1+\gamma^{-1} \mu\right) \mathrm{T}^{\prime}+(\mu+\varepsilon) \mathrm{T}$ for $\mathrm{I}_{1}$.

Proof. The first claim is obvious, and for the second consider a $\gamma \mathrm{T}$ layered ( $\mathrm{T}^{\prime}, \mathrm{L}$ )-schedule for $\mathrm{I}_{2}$. We create a sequence that contains the jobs of $\mathfrak{J}_{\text {small }}^{\text {sst }}$ and their setups such that each job is directly preceded
by its setup. Remember that the remaining space in partly filled slots is not counted as free space. Hence, since the overall length of the objects in the sequence is $L$, there is is enough space in the free slots of the schedule to place them. We do so in a greedy fashion guaranteeing that each job is placed on exactly one machine: We insert the objects from the sequence into the free slots considering each machine in turn, starting on the current machine from the beginning of the schedule, and moving on towards its end. If an object cannot be fully placed into the current slot there are two cases: It could be a job or a setup. In the former case, we cut it and continue placing it in the next slot, or, if the current slot was the last one, we place the rest at the end of the schedule. In the latter case, we discard the setup and continue with the next slot and object. The resulting schedule is increased by at most $\varepsilon \mathrm{T}$, which is caused by the last job placed on a machine.
To get a proper schedule for $\mathrm{I}_{1}$ we have to insert some setup times: For the large jobs with small setup times and for the jobs that were cut in the greedy procedure. We do so by inserting a time window of length $\mu \mathrm{T}$ at each multiple of $\gamma \mathrm{T}$ and at the end of the original schedule on each machine. By this, the schedule is increased by at most $\gamma^{-1} \mu \mathrm{~T}^{\prime}+\mu \mathrm{T}$. Since all the job parts in need of a setup are small and did start at multiples of $\mu \mathrm{T}$ or at the end, we can insert the missing setups. Note that blocks that span over multiple layers are cut by the inserted time windows. This, however, can easily be repaired by moving the cut pieces properly down.

We continue by rounding the medium and big setup and all the processing times. In particular, we round the processing times and the big setup times up to the next multiple of $\varepsilon \delta T$ and the medium setup times to the next multiple of $\varepsilon \mu$ T, i.e., $\bar{p}_{j}=\left\lceil p_{j} /(\varepsilon \delta T)\right\rceil \varepsilon \delta T$ for each job $\mathfrak{j}, \bar{s}_{j}=\left\lceil s_{j} /(\varepsilon \delta T)\right\rceil \varepsilon \delta T$ for each big setup job $j \in \mathcal{f}^{\text {bst }}$, and $\bar{s}_{j}=\left\lceil s_{j} /(\varepsilon \mu \mathrm{T})\right\rceil \varepsilon \mu \mathrm{T}$ for each medium setup job $\mathfrak{j} \in \mathcal{J}_{\text {big }}^{\text {mst }}$.
lemma 6.18. If there is a $(\mathrm{T}, \mathrm{L})$-schedule for $\mathrm{I}_{2}$, then there is also an $\varepsilon \delta \mathrm{T}$-layered, layer-compliant $((1+3 \varepsilon) \mathrm{T}, \mathrm{L})$-schedule for $\mathrm{I}_{3}$; and if there is a $\gamma \mathrm{T}$-layered ( $\mathrm{T}^{\prime}, \mathrm{L}$ )-schedule for $\mathrm{I}_{3}$, then there is also such a schedule for $\mathrm{I}_{2}$.
While the second claim is easy to see, the proof of the first is rather elaborate and unfortunately a bit tedious. Hence, since we believe Lemma 6.18 to be fairly plausible by itself, we postpone its proof to the end of the section and proceed discussing its use.
For the big and small setup jobs, both processing and setup times are multiples of $\varepsilon \delta \mathrm{T}$. Therefore, the length of each of their blocks in an $\varepsilon \delta$ T-layered, layer-compliant schedule is a multiple of $\varepsilon \delta T$. For a medium setup job, on the other hand, we know that the overall length of its blocks has the form $x \varepsilon \delta \mathrm{~T}+y \varepsilon \mu \mathrm{~T}$, with non-negative integers $x$ and $y$. In particular, it is a multiple of $\varepsilon \mu \mathrm{T}$ because $\varepsilon \delta T=\left(1 / \varepsilon^{2}\right) \varepsilon \mu \mathrm{T}$. In a $\varepsilon \delta T$-layered, layer-compliant schedule, for each medium setup job the length of all but at most one block is a multiple of $\varepsilon \delta \mathrm{T}$ and
therefore a multiple of $\varepsilon \mu \mathrm{T}$. If both the overall length and the lengths of all but one block are multiples of $\varepsilon \mu \mathrm{T}$, this is also true for the one remaining block. Hence, we will use the MCIP not to find an $\varepsilon \delta \mathrm{T}$-layered, layer-compliant schedule in particular, but an $\varepsilon \delta \mathrm{T}$-layered one with block sizes as described above and maximum free space.

Based on the simplification steps, we define two makespan bounds $\overline{\mathrm{T}}$ and $\breve{\mathrm{T}}$ : Let $\overline{\mathrm{T}}$ be the makespan bound we get by the application of the Lemmata 6.16-6.18, i.e., $\overline{\mathrm{T}}=(1+3 \varepsilon) \mathrm{T}$. We will use the MCIP to find an $\varepsilon \delta \mathrm{T}$-layered ( $\overline{\mathrm{T}}, \mathrm{L}$ )-schedule for $\mathrm{I}_{3}$ and apply the Lemmata 6.16-6.18 backwards to get a schedule for I with makespan at most $\breve{\mathrm{T}}=\left(1+(\varepsilon \delta)^{-1} \mu\right) \overline{\mathrm{T}}+(\mu+\varepsilon) \mathrm{T}+(\varepsilon+\delta) \mathrm{T} \leqslant(1+9 \varepsilon) \mathrm{T}$ (using $\varepsilon \leqslant 1 / 2$ ).

## Utilization of the MCIP

Similar to the splittable case, the basic objects are the (big) jobs, i.e., $\mathcal{B}=\mathcal{I}_{\text {big }}$, and their single value is their processing time ( $\mathrm{D}=1$ ). The modules, on the other hand, are more complicated, because they additionally need to encode which layers are exactly used and, in case of the medium jobs, to which degree the last layer is filled. For the latter, we introduce buffers, representing the unused space in the last layer and define modules as tuples ( $\ell, \mathrm{q}, \mathrm{s}, \mathrm{b}$ ) of starting layer, job piece size, setup time and buffer size. For a module $M=(\ell, q, s, b)$, we write $\ell_{M}=\ell, q_{M}=q, s_{M}=s$ and $b_{M}=b$, and we define the size $\Lambda(M)$ of $M$ as $s+q+b$. The overall set of modules $\mathcal{M}$ is the union of the modules for big, medium and small setup jobs $\mathcal{N}^{\text {bst }}, \mathcal{M}^{\mathrm{mst}}$ and $\mathcal{M}^{\text {sst }}$ that are defined in the following. For this, let $Q^{\text {bst }}=\{q \mid q=$ $\left.x \varepsilon \delta T, x \in \mathbb{Z}_{>0}, q \leqslant \bar{T}\right\}$ and $Q^{\text {mst }}=\left\{q \mid q=x \varepsilon \mu T, x \in \mathbb{Z}_{>0}, q \leqslant \bar{T}\right\}$ be the sets of possible job piece sizes of big and medium setup jobs; $S^{\text {bst }}=\left\{s \mid s=\chi \varepsilon \delta T, x \in \mathbb{Z}_{\geqslant 1 / \varepsilon}, s \leqslant \bar{T}\right\}$ and $S^{\text {mst }}=\{s \mid s=x \varepsilon \mu \mathrm{~T}, \chi \in$ $\left.\mathbb{Z}_{\geqslant 1 / \varepsilon}, s \leqslant \delta T\right\}$ be the sets of possible big and medium setup times; $B=\left\{b \mid b=x \varepsilon \mu T, x \in \mathbb{Z}_{\geqslant 0}, b<\varepsilon \delta T\right\}$ the set of possible buffer sizes; and $\Xi=\{1, \ldots, 1 /(\varepsilon \delta)+3 / \delta\}$ the set of layers. We set:

$$
\begin{aligned}
\mathcal{N}^{\text {bst }}= & \left\{(\ell, q, s, 0) \mid \ell \in \Xi, q \in Q^{\text {bst }}, s \in S^{\text {bst }},(\ell-1) \varepsilon \delta T+s+q \leqslant \bar{T}\right\} \\
\mathcal{M}^{\text {mst }}= & \left\{(\ell, q, s, b) \in \Xi \times Q^{\text {mst }} \times S^{\text {mst }} \times B \mid\right. \\
& \left.\quad x=s+q+b \in \varepsilon \delta T \mathbb{Z}_{>0},(\ell-1) \varepsilon \delta T+x \leqslant \bar{T}\right\} \\
\mathcal{M}^{\text {sst }}= & \{(\ell, \varepsilon \delta T, 0,0) \mid \ell \in \Xi\}
\end{aligned}
$$

Concerning the small setup modules, note that the small setup jobs have a setup time of 0 and therefore may be covered slot by slot. We establish $\varepsilon \mu \mathrm{T}=1$ via scaling, to ensure integral values. A big, medium or small job is eligible for a module if it is also big, medium or small, respectively, and the setup times fit.

We have to avoid that two modules $M_{1}, M_{2}$ whose corresponding time intervals overlap are used to cover the same job or in the same configuration. Such an overlap is given if there is some layer $\ell$ used by both of them, that is, $\left(\ell_{M}-1\right) \varepsilon \delta T \leqslant(\ell-1) \varepsilon \delta T<\left(\ell_{M}-1\right) \varepsilon \delta T+\Lambda(M)$
for both $\mathcal{M} \in\left\{\mathcal{M}_{1}, M_{2}\right\}$. Hence, for each layer $\ell \in \Xi$, we set $\mathcal{M}_{\ell} \subseteq \mathcal{M}$ to be the set of modules that use layer $\ell$. Furthermore, we partition the modules into groups $\Gamma$ by size and starting layer, i.e., $\Gamma=\{G \subseteq$ $\left.\mathcal{M} \mid M, M^{\prime} \in G \Longleftrightarrow \Lambda(M)=\Lambda\left(M^{\prime}\right) \wedge \ell_{M}=\ell_{M^{\prime}}\right\}$. The size of a group $G \in \Gamma$ is the size of a module from $G$, i.e. $\Lambda(G)=\Lambda(M)$ for $M \in G$. Unlike before we consider configurations of module groups rather than module sizes. More precisely, the set of configurations $\mathcal{C}$ is given by the configurations of groups, such that for each layer at most one group using this layer is chosen, i.e., $\mathcal{C}=\left\{C \in \mathbb{Z}_{\geqslant 0}^{\Gamma} \mid \forall \ell \in \Xi: \sum_{G \subseteq \mathcal{M}_{\ell}} C_{G} \leqslant 1\right\}$. With this definition we prevent overlap conflicts on the machines. Note that unlike in the cases considered so far, the size of a configuration does not correspond to a makespan in the schedule, but to used space, and the makespan bound is realized in the definition of the modules instead of in the definition of the configurations. To also avoid conflicts for the jobs, we extend the basic MCIP with additional locally uniform constraints. In particular, the constraints of the extended MCIP for the above definitions with adapted notation and without duplication of the configuration variables are given by:

$$
\begin{array}{rlr}
\sum_{C \in \mathcal{C}} x_{C} & =m & \\
\sum_{C \in \mathcal{C}(T)} C_{G} x_{C} & =\sum_{j \in \mathcal{J}} \sum_{M \in G} y_{M}^{(j)} & \forall G \in \Gamma \\
\sum_{M \in \mathcal{M}} q_{M} y_{M}^{(j)} & =p_{j} & \forall j \in \mathcal{J} \\
\sum_{M \in \mathcal{M}}^{\ell} \tag{6.15}
\end{array} y_{M}^{(j)} \leqslant 1 \quad \forall j \in \mathcal{J}, \ell \in \Xi
$$

Like in the first two cases, we minimize the summed-up size of the configurations via the objective function $\sum_{c} \Lambda(C) x_{C}$. Note that in this case the size of a configuration does not have to equal its height. It is easy to see that the last constraint is indeed locally uniform. However, since we have an inequality instead of an equality, we have to introduce $|\Xi|$ slack variables in each brick, yielding:
Observation 6.19. The MCIP extended like above is an n-fold IP with brick-size $t=|\mathcal{M}|+|\mathcal{C}|+|\Xi|$, brick number $n=|\mathcal{J}|, r=|\Gamma|+1$ globally uniform and $s=\mathrm{D}+|\Xi|$ locally uniform constraints.
Lemma 6.20. With the above definitions, there is an $\varepsilon \delta T$-layered ( $\overline{\mathrm{T}}, \mathrm{L})-$ schedule for $\mathrm{I}_{3}$ in which the length of a block is a multiple of $\varepsilon \delta \mathrm{T}$ if it belongs to a small or big setup job or a multiple of $\varepsilon \mu \mathrm{T}$ otherwise, if and only if the extended MCIP has a solution with objective value at most $\mathrm{m} \overline{\mathrm{T}}-\mathrm{L}$.

Proof. We first consider such a schedule for $\mathrm{I}_{3}$. For each machine, we can derive a configuration that is given by the starting layers of the blocks together with the summed-up length of the slots the respective block is scheduled in. The size of the configuration $C$ is equal to the used space on the respective machine. Hence, we can fix some arbitrary
job $j$ and set $x_{C}^{(j)}$ to the number of machines corresponding to $j$ (and $x_{C}^{\left(\mathfrak{j}^{\prime}\right)}=0$ for $\left.\mathfrak{j}^{\prime} \neq \mathfrak{j}\right)$. Keeping in mind that in an $\varepsilon \delta T$-layered schedule the free space is given by the free slots, the above definition yields an objective value bounded by $m \bar{T}-L$ because there was free space of at least L. Next, we consider the module variables for each job $j$ in turn: If $j$ is a small setup job, we set $y_{(\ell, \varepsilon \delta T, 0,0)}^{(j)}$ to 1 if $j$ occurs in $\ell$ and to 0 otherwise. Now, let $j$ be a big setup job. For each of its blocks, we set $y_{\left(\ell, z-s_{j}, s_{j}, 0\right)}^{(j)}=1$, where $\ell$ is the starting layer and $z$ the length of the block. The remaining variables are set to 0 . Lastly, let $\mathfrak{j}$ be a medium setup job. For each of its blocks, we set $y_{\left(\ell, z-s_{j}, s_{j}, b\right)}^{(j)}=1$, where $\ell$ is the starting layer of the block, $z$ its length and $b=\lceil z /(\varepsilon \delta \mathrm{T})\rceil \varepsilon \delta \mathrm{T}-z$. Again, the remaining variables are set to 0 . It is easy to verify that all constraints are satisfied by this solution.

If, on the other hand, we have a solution $(x, y)$ to the MCIP with objective value at most $m \bar{T}-L$, we reserve $\sum_{j} x_{C}^{(j)}$ machines for each configuration C . There are enough machines to do this, because of (6.12). On each of these machines we reserve space: For each $G \in \Gamma$, we create an allocated space of length $\Lambda(\mathrm{G})$ starting from the starting layer of $G$ if $C_{G}=1$. Let $j$ be a job and $\ell$ be a layer. If $j$ has a small setup time, the variable $y_{(\ell, \varepsilon \delta T, 0,0)}^{(j)}$ may have the value 0 or 1 . In the latter case, we create a piece of length $\varepsilon \delta T$ and place it into an allocated space of length $\varepsilon \delta T$ in layer $\ell$. If, on the other hand, $j$ is a big or medium setup job, we consider each possible job part length $\mathrm{q} \in \mathrm{Q}^{\text {bst }}$ or $\mathrm{q} \in \mathrm{Q}^{\text {mst }}$, respectively, create $\mathrm{y}_{\left(\ell, \mathrm{q}, \mathrm{s}_{\mathrm{j}}, 0\right)}^{(\mathrm{j})}$ or $\mathrm{y}_{\left(\ell, \mathrm{q}, \mathrm{s}_{\mathrm{j}}, \mathrm{b}\right)}^{(\mathrm{j})}$ ( with $b=\lceil q /(\varepsilon \delta T)\rceil \varepsilon \delta T-\varepsilon \delta T)$ pieces of length $q$, and place them together with their setup time into allocated spaces of length $q$ in layer $\ell$. Because of (6.14), the entire job is split up by this, and because of (6.13), there are enough allocated spaces for all the job pieces. The makespan bound is ensured by the definition of the modules, and overlaps are avoided due to the definition of the configurations and (6.15). Furthermore, the used slots have an overall length equal to the objective value of $(x, y)$ and therefore there is at least $L$ free space.

## Result

Summing up the above considerations, we get:
ALGORITHM 6.21.

1. Determine a suitable class of medium setup jobs. If there is no such class, report that there is no schedule with makespan T and terminate the procedure.
2. Generate the modified instance $\mathrm{I}_{3}$ :

- Remove the small jobs with medium setup times.
- Remove the small jobs with small setup times, and decrease the setup time of big jobs with small setup time to 0 .
- Round the big processing times, as well as the medium, and the big setup times.

3. Build and solve the MCIP for $\mathrm{I}_{3}$.
4. If the MCIP is infeasible, or the objective value greater than $m \bar{T}-L$, report that $I$ has no solution with makespan $T$.
5. Otherwise build the $\varepsilon \delta T$-layered schedule with a makespan of at most $\overline{\mathrm{T}}$ and a free space of at least L for $\mathrm{I}_{3}$.
6. Transform the schedule into a schedule for I with makespan at most $\breve{\mathrm{T}}$ :

- Use the prerounding processing and setup times.
- Insert the small jobs with small setup times into the free slots and insert the setup times of the big jobs with small setup times.
- Insert the small jobs with medium setup times.

We analyze the running time of the procedure and start by bounding the parameters of the extended MCIP. We have $|\mathcal{B}|=n$ and $D=1$ by definition, and the number of layers $|\Xi|$ is obviously $\mathcal{O}(1 /(\varepsilon \delta))=$ $\mathcal{O}\left(1 / \varepsilon^{2 / \varepsilon+1}\right)=2^{\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)}$. Furthermore, it is easy to see that $\left|Q^{\text {bst }}\right|=$ $\mathcal{O}(1 /(\varepsilon \delta)),\left|\mathrm{Q}^{\mathrm{mst}}\right|=\mathcal{O}\left(1 /\left(\varepsilon^{3} \delta\right)\right),\left|S^{\text {bst }}\right|=\mathcal{O}(1 /(\varepsilon \delta)),\left|S^{\mathrm{mst}}\right|=\mathcal{O}\left(1 /\left(\varepsilon^{3}\right)\right)$, and $|B|=\mathcal{O}\left(1 / \varepsilon^{2}\right)$. This gives us

- $\left|\mathcal{M}^{\text {bst }}\right| \leqslant|\Xi|\left|Q^{\text {bst }}\right|\left|S^{\text {bst }}\right|$,
- $\left|\mathcal{M}^{\mathrm{mst}}\right| \leqslant|\Xi|\left|Q^{\mathrm{mst}}\right|\left|S^{\mathrm{mst}}\right||B|$, and
- $\left|\mathcal{M}^{\text {sst }}\right|=|\Xi|$, and therefore
- $|\mathcal{M}|=\left|\mathcal{M}^{\text {bst }}\right|+\left|\mathcal{M}^{\mathrm{mst}}\right|+\left|\mathcal{M}^{\text {sst }}\right|=2^{\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)}$.

Since there are $\mathcal{O}(1 /(\delta \varepsilon))$ distinct module sizes, the number of groups
 ber of configurations we get $|\mathcal{C}|=\mathcal{O}\left((1 /(\varepsilon \delta))^{|\Gamma|}\right)=2^{2^{\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)}}$. By Observation 6.19, the modified MCIP has $r=2^{\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)}$ many globally and $s=2^{\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)}$ many locally uniform constraints; its brick number is $n$, and its brick size is $t=2^{2^{0(1 / \varepsilon \log 1 / \varepsilon)}}$. All occurring values in the matrix are bounded by $\overline{\mathrm{T}}$ yielding $\Delta \leqslant \overline{\mathrm{T}}=1 /(\varepsilon \mu)+1 / \mu=2^{\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)}$ due to the scaling step. Furthermore, the numbers in the input can be bounded by $\mathrm{m} 2^{\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)}$ and all variables can be upper bounded by $\mathcal{O}(\mathfrak{m})$. Hence, we have $\varphi=\mathcal{O}(\log \mathfrak{m}+1 / \varepsilon \log 1 / \varepsilon)$, and due to Theorem 6.2, we can solve the MCIP in time:

$$
(r s \Delta)^{\mathcal{O}\left(r^{2} s+s^{2}\right)} \varphi^{2} n t \log ^{5}(n t)=2^{2^{\mathcal{O}\left(1 / \varepsilon \log ^{1 / \varepsilon}\right)} n \log ^{2}(m) \log ^{5}(n)}
$$

A straight-forward realization of the procedure for the creation of the $\varepsilon \delta \mathrm{T}$-layered ( $\overline{\mathrm{T}}, \mathrm{L}$ )-schedule for $\mathrm{I}_{3}$ (the fifth step), which is described in the proof of Lemma 6.20, is linear with respect to $m$, yielding:

THEOREM 6.22: The algorithm for the preemptive model finds a schedule with makespan at most $(1+9 \varepsilon)$ T or correctly determines that there is no schedule with makespan $T$ in time:

$$
2^{2^{\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)}} n m \log (m) \log ^{5}(n)
$$

## Proof of Lemma 6.18

We divide the proof into three steps, which can be summarized as follows:

1. We transform a given $(T, L)$-schedule for $I_{2}$ into a $((1+3 \varepsilon) T, L)$ schedule for $I_{3}$ in which the big setup jobs are already properly placed inside the layers.
2. We construct a flow network with integer capacities and a maximum flow based on the placement of the remaining jobs in the layers.
3. Using flow integrality and careful repacking, we transform the schedule into a $\varepsilon \delta$ T-layered, layer-compliant schedule.

More precisely, the above transformation steps will produce a $\varepsilon \delta T$ layered, layer-compliant $((1+3 \varepsilon) \mathrm{T}, \mathrm{L})$-schedule with the additional properties that too much processing time may be inserted for some jobs or setup times are produced that are not followed by the corresponding job pieces. Note that this does not cause any problems: We can simply remove the extra setups and processing time pieces. For the medium jobs, this results in a placement with at most one used slot that is not fully filled, as required in a layer-compliant schedule.

STEP 1. Remember that a block is a job piece together with its setup time placed in a given schedule. Consider a (T, L)-schedule for $\mathrm{I}_{2}$ and suppose that for each block in the schedule there is a container perfectly encompassing it. Now, we stretch the entire schedule by a factor of $(1+3 \varepsilon)$ and in this process we stretch and move the containers correspondingly. The blocks are not stretched but moved in order to stay in their container, and we assume that they are positioned at the bottom, that is, at the beginning of the container. Note that we could move each block inside its respective container without creating conflicts with other blocks belonging to the same job. In the following, we use the extra space to modify the schedule. Similar techniques are widely used in the context of geometric packing algorithms.

Let $j$ be a big setup job. In each container containing a block belonging to $j$, there is a free space of at least $3 \varepsilon \delta T$ because the setup time of $j$ is at least $\delta T$ and therefore the container had at least that length before the stretching. Hence, we have enough space to perform the following two steps. We move the block up by at most $\varepsilon \delta T$ such that it starts at a multiple of $\varepsilon \delta \mathrm{T}$. Next, we enlarge the setup time and the


Figure 6.1: The stretching and rounding steps, for a small job part with big setup time starting in the first layer of the schedule, depicted from left to right: The schedule and the containers are stretched; the block is moved up; and the processing and the setup time are increased. The hatched part represents the setup time, the thick rectangle the container, and the dashed lines the layers, with $\varepsilon=\delta=1 / 8$.
processing time by at most $\varepsilon \delta T$ such that both are multiples of $\varepsilon \delta T$. Now the setup time is equal to the rounded setup time, while the processing time might be bigger because we performed this step for each piece of the job. We outline the procedure in Figure 6.1.
We continue with the small setup jobs. These jobs are big and therefore for each of them there is a summed up free space of at least $3 \varepsilon^{2} \mathrm{~T}$ in the containers belonging to the respective job-more than enough to enlarge some of the pieces such that their overall length matches the rounded processing time.
Lastly, we consider the medium setup jobs. These jobs are big as well and we could apply the same argument as above, but we need to be a little bit more careful in order to additionally realize the rounding of the setup times and an additional technical step we need in the following. Fix a medium setup job $j$ and a container filled with a block belonging to $j$. Since the setup time has a length of at least $\mu \mathrm{T}$, the part of the container filled with it was increased by at least $3 \varepsilon \mu \mathrm{~T}$. Hence, we can enlarge the setup time to the rounded setup time without using up space in the container that was created due to the processing time part. We do this for all blocks belonging to medium setup jobs. The extra space in the containers of a medium setup job due to the processing time parts is still at least $3 \varepsilon^{2} T \geqslant 3 \varepsilon \delta T$. For each medium setup job $j$, we spend at most $\varepsilon \delta \mathrm{T}$ of this space to enlarge its processing time to its rounded size and again at most $\varepsilon \delta \mathrm{T}$ to create a little bit of extra processing time in the containers belonging to $j$. The size of this extra processing time is bounded by $\varepsilon \delta \mathrm{T}$ and chosen in such a way that the overall length of all blocks belonging to $j$ in the schedule is also a multiple of $\varepsilon \delta T$. Because of the rounding, the length of the added extra processing time for each $j$ is a multiple of $\varepsilon \mu \mathrm{T}$. The purpose of the extra processing time is to ensure integrality in the flow network, which is constructed in the next step.


Figure 6.2: Flow network for layers and partially scheduled jobs.

Note that the free space that was available in the original schedule was not used in the above steps, in fact, it was even increased by the stretching. Hence, we have created a $((1+3 \varepsilon) \mathrm{T}, \mathrm{L})$-schedule for $\mathrm{I}_{3}$-or a slightly modified version thereof-and the big setup jobs are already well-behaved with respect to the $\varepsilon \delta$ T-layers, that is, they start at multiples of $\varepsilon \delta T$ and fully fill the slots they are scheduled in.

Step 2. Note that for each job $j$ and layer $\ell \in \Xi$, the overall length $\mathrm{q}_{\mathrm{j}, \ell}$ of job and setup pieces belonging to $j$ and placed in $\ell$ is bounded by $\varepsilon \delta \mathrm{T}$. We say that $j$ is fully, or partially, or not scheduled in layer $\ell$ if $q_{j, \ell}=1$, or $q_{j, \ell} \in(0,1)$, or $q_{j, \ell}=0$, respectively. Let $X_{j}$ be the set of layers in which $j$ is scheduled partially and $Y_{\ell}$ the set of (medium or small setup) jobs partially scheduled in $\ell$. Then $a_{j}=\sum_{\ell \in X_{j}} q_{j, \ell}$ is a multiple of $\varepsilon \delta \mathrm{T}$, and we set $n_{j}=a_{j} /(\varepsilon \delta T)$. Furthermore, let $\mathrm{b}_{\ell}=\sum_{j \in \mathrm{Y}_{\ell}} \mathrm{q}_{\mathrm{j}, \ell}$ and $\mathrm{k}_{\ell}=\left\lceil\mathrm{b}_{\ell} /(\varepsilon \delta \mathrm{T})\right\rceil$.

Our flow network has the following structure: There is a node $v_{j}$ for each medium or small setup job, a node $\mathfrak{u}_{\ell}$ for each layer $\ell$, as well as a source $\alpha$ and a sink $\omega$. The source node is connected to the job nodes via edges $\left(\alpha, v_{j}\right)$ with capacity $n_{j}$, and the layer nodes are connected to the sink via edges $\left(u_{\ell}, \omega\right)$ with capacity $k_{\ell}$. Lastly, there are edges $\left(v_{j}, u_{\ell}\right)$ between job and layer nodes with capacity 1 if $j$ is partially scheduled in layer $\ell$ or 0 otherwise. In Figure 6.2, a sketch of the network is given.

The schedule can be used to define a flow f with value $\sum_{j} n_{j}$ in the network by setting $f\left(\alpha, v_{j}\right)=n_{\mathfrak{j}}, f\left(u_{\ell}, \omega\right)=b_{\ell} /(\varepsilon \delta T)$, and $f\left(v_{j}, u_{\ell}\right)=q_{j, \ell} /(\varepsilon \delta T)$. It is easy to verify that $f$ is a maximum flow, and because all capacities in the flow network are integral, we can find another maximum flow $f^{\prime}$ with integral values.

STEP 3. We start by introducing some notation and a basic operation for the transformation of the schedule: Given two machines $i$ and $i^{\prime}$ and a time $t$, a machine swap between $i$ and $i^{\prime}$ at moment $t$ produces
a schedule in which everything that was scheduled on $i$ from $t$ on is now scheduled on $\mathfrak{i}^{\prime}$ and vice versa. If on both machines there is either nothing scheduled at $t$, or blocks are starting or ending at $t$, the resulting schedule is still feasible. Moreover, if there is a block starting at $t$ on one of the machines and another one belonging to the same job ending on the other, we can merge the two blocks and transform the setup time of the first into processing time. We assume in the following that we always merge if this is possible when performing a machine swap. Remember that by definition blocks belonging to the same job cannot overlap. However, if there was overlap, it could be eliminated using machine swaps [133].
If a given slot only contains pieces of jobs that are partially scheduled in the layer, we call the slot usable. Furthermore, we say that a job $j$ is flow assigned to layer $\ell$ if $f^{\prime}\left(v_{j}, u_{\ell}\right)=1$. In the following, we will iterate through the layers, create as many usable slots as possible, reserve them for flow assigned jobs, and fill them with processing and setup time of the corresponding jobs later on. To do so, we have to distinguish different types of blocks belonging to jobs that are partially placed in a given layer: Inner blocks which lie completely inside the layer and touch at most one of its borders, upper cross-over blocks which start inside the layer and end above it, and lower cross-over blocks which start below the layer and end inside it. When manipulating the schedule layer by layer, the cross-over jobs obviously can cause problems. To deal with this, we will need additional concepts: A repair piece for a given block is a piece of setup time of length less than $\varepsilon \delta T$, with the property that the block and the repair piece together make up exactly one setup of the respective job. Hence, if a repair-piece is given for a block, the block is comprised completely of setup time. Moreover, we say that a slot reserved for a job $j$ has a dedicated setup if there is a block of $\mathfrak{j}$ including a full setup starting or ending inside the slot.
In the following, we give a detailed description of the transformation procedure followed by a high-level summarization. The procedure runs through two phases. In the first phase the layers are transformed one after another from bottom to top. After a layer is transformed the following invariants will always hold:

1. A scheduled block either includes a full setup or has a repair piece. In the latter case it was an upper cross-over block in a previous iteration.
2. Reserved slots that are not full have a dedicated setup.

Note that the invariants are trivially fulfilled in the beginning. During the first phase, we remove some job and setup parts from the schedule that are reinserted into the reserved slots in the second phase. Let $\ell \in \Xi$ denote the current layer.


Figure 6.3: The rectangles represent blocks, the hatched parts the setup times, and the dashed lines layer borders. The push and cut step is performed on two blocks. For one of the two a repair piece is created.

In the first step, our goal is to ensure that jobs that are fully scheduled in $\ell$ occupy exactly one slot thereby creating as many usable slots as possible. Let $\mathfrak{j}$ be a job that is fully scheduled in layer $\ell$. If there is a block belonging to $j$ and ending inside the layer at time $t$, there is another block belonging to $j$ and starting at $t$ because $j$ is fully scheduled in $\ell$ and there are no overlaps. Hence, we can perform a machine swap at time $t$ between the two machines the blocks are scheduled on. We do so for each job fully scheduled in the layer and each corresponding pair of blocks. After this step, there are at least $k_{\ell}$ usable slots and at most $\mathrm{k}_{\ell}$ flow assigned jobs in layer $\ell$.

Next, we consider upper cross-over blocks of jobs that are partially scheduled in the layer $\ell$ but are not flow assigned to it. These are the blocks that cause the most problems, and we perform a so-called push and cut step (see Figure 6.3) for each of them: If $q$ is the length of the part of the block lying in $\ell$, we cut away the upper part of the block of length $q$ and move the remainder up by $q$. If the piece we cut away does contain some setup time, we create a repair piece for the block out of this setup time. The processing time part of the piece, on the other hand, is removed. Note that this step preserves the first invariant. The repair piece is needed in the case that the job corresponding to the respective block is flow assigned to the layer in which the block ends.

We now remove all inner blocks from the layer as well as the parts of the upper and lower cross-over blocks that lie in the layer. After this all usable slots are completely free. Furthermore, note that the first invariant might be breached by this.

Next, we arbitrarily reserve usable slots for jobs flow assigned to the layer. For this, note that due to the definition of the flow network, there are at most $k_{\ell}$ jobs flow assigned to the layer and there are at least as many usable slots, as noted above. This step might breach the second invariant as well. Using machine swaps at the upper and lower border of the layer, we then ensure that the upper and lower cross-over blocks of the jobs flow assigned to the layer lie on the same
machine as the reserved slot. Note that for each job there can be at most one upper or lower cross-over block, respectively, in the layer.

To restore the invariants, we perform the following repair steps for each job $j$ flow assigned to the layer:

CASE 1. If there is an upper cross-over block for $j$ or a lower crossover block without a repair peace, we reinsert the removed part (or parts) at the end or beginning of the slot, respectively. This provides a dedicated setup for the job and furthermore the first invariant once again holds for the respective cross-over blocks.

CASE 2. If there is neither an upper nor a lower block for $\mathfrak{j}$, there is an inner block belonging to $j$. This has to be the case because otherwise the capacity in the flow network between $j$ and $\ell$ is 0 , and $j$ could not have been flow assigned to $\ell$. Moreover, this inner block contains a full setup, and we can place it in the beginning of the slot thus providing the dedicated setup. The invariants are both restored.

CASE 3. The last possibility is that there is no upper cross-over block but a lower cross-over block with a repair piece. In this case, the removed part of the block is fully comprised of setup and we reinsert it in the beginning of the reserved slot. Furthermore, we insert as much setup of the repair piece as possible. If the repair piece is not used up, we now consider the remainder as the new repair piece of the block. Hence, the first invariant holds, and since the slot is full in this case, the second one holds as well. If, on the other hand, the full repair piece is inserted, we thereby provide a dedicated setup for the slot and the block once again contains a full setup. In this case, the jobs does not have a repair piece anymore.

After the first phase is finished, we have to deal with the removed pieces in the second one. The overall length of the reserved slots for a job $j$ equals the overall length $a_{j}$ of its setup and job pieces from layers in which $j$ was partially scheduled. Since we did not create or destroy any job piece, we can place the removed pieces corresponding to job $j$ into the remaining free space of the slots reserved for $j$, and we do so after transforming them completely into processing time. Because of the second invariant, there is a dedicated setup in each slot, however, it may be positioned directly above the newly inserted processing time. This can be fixed by switching the processing time with the top part of the respective setup time. Furthermore, there may be some blocks that still have a repair piece. We may remove these blocks together with their repair pieces.

Lastly, all remaining usable slots are completely free at the end of this procedure, and since the others are full, they have an overall size
of at least L. We conclude the proof of Lemma 6.18 with an overview of the transformation procedure.

## ALGORITHM 6.23.

Phase 1: For each layer $\ell \in \Xi$, considered bottom to top, perform the following steps:

1. Use machine swaps to ensure that jobs fully scheduled in $\ell$ occupy exactly one slot.
2. For each upper cross-over block of a job partially scheduled but not flow assigned to $\ell$ perform a push and cut step.
3. Remove inner blocks and parts of cross-over blocks that lie in $\ell$.
4. Reserve usable slots for jobs flow assigned to the layer.
5. Use machine swaps to ensure, that cross-over blocks of flow assigned jobs lie on the same machine as the reserved slot.
6. For each job $j$ flow assigned to the layer, perform one of the repair steps.

## Phase 2:

1. Transform all removed pieces into processing time and insert the removed pieces into the reserved slots.
2. If processing time has been inserted ahead of the dedicated setup of the slot, reschedule properly.
3. Remove blocks that still have a repair piece.

## 6.5 improvements of the running time

In this section, we revisit the splittable and the setup time model. For the former, we address the problem of the running time dependence in the number of machines $m$, and for both, we present an improved rounding procedure yielding a better running time.

## Splittable Model - Machine Dependence

In the splittable model, the number of machines $m$ may be superpolynomial in the input size because it is not bounded by the number of jobs $n$. Hence, we need to be careful already when defining the schedule in order to get a polynomially bounded output. We say a machine is composite if it contains more than one job, and we say it is plain if it contains at most one job. For a schedule with makespan T , we call each machine trivial if it is plain and has load T or if it is empty and nontrivial otherwise. We say a schedule with makespan $T$ is simple if the number of nontrivial machines is bounded by $\binom{n}{2}$.

Lemma 6.24. If there is a schedule with makespan T for I there is also a simple schedule with makespan at most T .

Proof. Let there be a schedule with makespan T for I. For the first step, let us assume there are more than $\binom{n}{2}$ composite machines. In this case, there exist two distinct machines $i_{1}$ and $i_{2}$ and two distinct jobs $j_{1}$ and $j_{2}$ such that both machines contain parts of both jobs since there are at most $\binom{n}{2}$ different pairs of jobs. For $x, y \in\{1,2\}$, let $t(x, y)$ be the processing time combined with the setup time of job $x \in\left\{j_{1}, j_{2}\right\}$ on machine $y \in\left\{i_{1}, i_{2}\right\}$. W.l.o.g., let $t\left(j_{1}, i_{1}\right)$ be the smallest value of the four. We swap this job part and its setup time with some of the processing time of the job $j_{2}$ on machine $i_{2}$. If the processing time of $j_{2}$ on $i_{2}$ is smaller than $t\left(j_{1}, i_{1}\right)$, there is no processing time of $j_{2}$ on $i_{2}$ left and we can discard the corresponding setup time. Afterwards, the makespan has not increased and at least one machine processes one job less. We can repeat this step iteratively until there are at most $\binom{n}{2}$ machines containing more than one job.

In the second step, we shift processing time from the composite machines to the plain ones. We do this for each job until it is either not contained on a composite machine or each plain machine containing this job has load $T$. If the job is no longer contained on a composite machine, we shift the processing time of the job such that all except one machine containing this job has load T. Since this job does not appear on any composite machine, the number of such machines can in this case be bounded by $\binom{n-1}{2}$ by repeating the first step. Therefore, the number of nontrivial machines is bounded by $\binom{n-i}{2}+i \leqslant\binom{ n}{2}$ for some $i \in\{0, \ldots, n\}$.

For a simple schedule, a polynomial representation of the solution is possible: For each job, we state the number of trivial machines containing this jobs or fix a first and last trivial machine belonging to this job. This enables a polynomial encoding length of the output, given that the remaining parts of the jobs are not fragmented into too many parts which can be guaranteed using the results of Section 6.4.

To guarantee that the MCIP finds a simple solution, we need to modify it a little. We have to ensure that nontrivial configurations are not used to often. Let $\mathcal{C}^{\prime} \subseteq \mathcal{C}$ be the set of nontrivial configurations, i.e., the set of configurations containing more than one module or one module with size smaller than T . We add the following globally uniform constraint to the MCIP:

$$
\begin{equation*}
\sum_{\mathrm{C} \in \mathcal{C}^{\prime}} x_{\mathrm{C}} \leqslant\binom{\left|\mathfrak{d}^{\mathrm{bst}}\right|}{2} \tag{6.16}
\end{equation*}
$$

Since this is an inequality, we have to introduce a slack variable increasing the brick size by one. Furthermore, the bound on the biggest number occurring in the input as well as the range of the variables
has to be increased by a factor of $\mathcal{O}\left(\mathrm{n}^{2}\right)$, yielding a slightly altered running time for the MCIP of:

$$
2^{\mathcal{O}\left(1 / \varepsilon^{4} \log 1 / \varepsilon\right)} n \log ^{2}(m) \log ^{6}(n)
$$

The number of modules with maximum size denotes for each job in $\mathfrak{g}^{b s t}$ how many trivial machines it uses. The other modules can be mapped to the nontrivial configurations and the jobs can be mapped to the modules.

We still have to schedule the jobs in ${ }^{\text {fsst }}$. We do this as described in the proof of Lemma 6.11. We fill the nontrivial machines greedily step by step starting with the jobs having the smallest processing time. When these machines are filled, there are some completely empty machines left. Now, we estimate how many machines can be completely filled with the current job $j$. This can be done, by dividing the remaining processing time by $\mathrm{T}-s_{i}$ in $\mathcal{O}(1)$. The remaining part is scheduled on the next free machine. This machine is filled up with the next job and again the number of machines which can be filled completely with the rest of this new job is determined. These steps are iterated until all jobs in $y^{\text {sst }}$ are scheduled. This greedy procedure needs at most $\mathcal{O}\left(\left|\partial^{b s t}\right|\left(\left|\partial^{\text {bst }}\right|-1\right)+\left|\partial^{s s t}\right|\right)=\mathcal{O}\left(\mathrm{n}^{2}\right)$ operations. Therefore, we can avoid the dependence in the number of machines at the cost of a quadratic dependency in $n$ in the running time.

## Improved Rounding Procedures

To improve the running time in the splittable and setup class model, we reduce the number of module sizes via a geometric and an arithmetic rounding step. In both cases, the additional steps are performed following all the other simplification steps. The basic idea is to include setup times together with their corresponding job pieces or batches of jobs respectively into containers with suitably rounded sizes and to model these containers using the modules. The containers have to at least as big as the objects they contain and the load on a machine is given by the summed up sizes of the containers on the machine. Let $\mathrm{H}^{*}$ be a set of container sizes. Then a $\mathrm{H}^{*}$-structured schedule is a schedule in which each setup time together with its corresponding job piece or batch of jobs is packed in a container with the smallest size $h \in \mathrm{H}^{*}$ such that the summed up size of the setup and the job piece or batch of jobs is upper bounded by $h$.
splittable model. Consider the instance $I_{2}$ for the splittable model described in Section 6.4. In this instance, each setup and processing time is a multiple of $\varepsilon^{2} \mathrm{~T}$ and we are interested in a schedule of length $(1+2 \varepsilon) T$. For each multiple $h$ of $\varepsilon^{2} T$, let $\tilde{h}=(1+$
 $\left.(1+2 \varepsilon)^{2} T\right\}$. Note that $|\overline{\mathrm{H}}| \in \mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)$

LEMMA 6.25. If there is a $\left((1+2 \varepsilon) \mathrm{T}, \mathrm{L}^{\prime}\right)$-schedule for $\mathrm{I}_{2}$ in which the length of each job part is a multiple of $\varepsilon^{2} \mathrm{~T}$, there is also a $\overline{\mathrm{H}}$-structured $\left((1+2 \varepsilon)^{2} T, L^{\prime}\right)$-schedule for $\mathrm{I}_{2}$ with the same property.

Proof. Consider such a schedule for $I_{2}$ and a pair of setup time $s$ and job piece $q$ scheduled on some machine. Let $h=s+q$. Stretching the schedule by $(1+2 \varepsilon)$ creates enough space to place the pair into a container of size $\bar{h}$, because $(1+\varepsilon) h \leqslant \tilde{h}$, and $\varepsilon h \leqslant \varepsilon^{2} T$, since $s \geqslant \varepsilon T$.

To implement this lemma into the procedure, the processing time bounds $\bar{T}$ and $\breve{T}$ both have to be properly increased. Modeling a $\bar{H}-$ structured schedule can be done quite naturally: We simply redefine the size $\Lambda(M)$ of a module $M=(s, q) \in \mathcal{M}$ to be $\overline{(s+q)}$. With this definition, we have $|\mathrm{H}|=|\overline{\mathrm{H}}|=\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)$ yielding an improved running time for solving the MCIP of:

$$
2^{\mathcal{O}\left(1 / \varepsilon^{2} \log ^{3} 1 / \varepsilon\right)} n \log ^{2}(m) \log ^{6}(n)
$$

Combining this with the results above and the considerations in Section 6.4 yields the running time claimed below Theorem 6.1.

SETUP CLASS MODEL. In the setup class model, an analogue approach also yields a reduced set of module sizes, that is, $|\mathrm{H}|=$ $\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)$. Therefore, the MCIP can be solved in time:

$$
2^{\mathcal{O}\left(1 / \varepsilon^{3} \log ^{4} 1 / \varepsilon\right)} \mathrm{K} \log ^{2}(\mathrm{n}) \log ^{5}(\mathrm{~K})
$$

Hence, we get the running time claimed beneath Theorem 6.1.

### 6.6 OPEN PROBLEMS

For further research, one of the immediate questions is whether improved running times for the considered problems, in particular for the preemptive model, can be achieved. Concerning the preemptive model, it is also unclear whether the generalization in which the jobs are partitioned into classes and the setup time has to be paid per class admits a PTAS.

Furthermore, the MCIP could be adapted to other problems. A first step in this direction was recently taken [75] for variants of machine scheduling with class constraints in which the jobs are partitioned into classes and only a certain number of distinct classes is allowed to be present on each machine.

From a broader perspective, it would be interesting to further study the potential of new algorithmic approaches in integer programming for approximation, and, on the other hand, further study the respective techniques themselves.

## 7

### 7.1 INTRODUCTION

In this chapter, we consider the setup class model studied in the last chapter in the context of uniform machines. More precisely, we are given a set $\mathcal{J}$ of $n$ jobs and a set $\mathcal{M}$ of $m$ machines. The set of jobs is partitioned into $K$ classes. Each job $j$ has a size $p_{j}$ and belongs to exactly one of the classes $k_{j} \in[K]$; each class $k \in[K]$ has a setup size $s_{k} ;$ and each machine $i$ has a speed $v_{i}$. The processing time of a job $j$ or the setup time of a class $k$ on a machine $i$ are given by $p_{j} / v_{i}$ or $s_{k} / v_{i}$, respectively. The goal is to find a schedule $\sigma: \mathcal{J} \rightarrow \mathcal{M}$ such that the makespan

$$
C_{\max }=\max _{i \in \mathcal{M}} \sum_{j \in \sigma^{-1}(i)} p_{j} / v_{i}+\sum_{k \in\left\{k_{j} \mid j \in \sigma^{-1}(i)\right\}} s_{k} / v_{i}
$$

is minimized. Note that for a job $j$ or a setup class $k$, we call the values $p_{j}$ and $s_{k}$ the job or setup size, respectively, in distinction from their processing time $p_{i j}=p_{j} / v_{i}$ or setup time $s_{k} / v_{i}$ on a given machine $i$.

We present a PTAS for the above problem in Section 7.2 as well as a short discussion of open problems in Section 7.3.
related work. The first PTAS for uniform scheduling is due to Hochbaum and Shmoys [66] and the first EPTAS was presented by Jansen [72]. For a detailed literature review concerning scheduling with setup times we refer to the last chapter and Section 6.1 in particular. To the best of our knowledge, the problem variant studied in this chapter has not been considered before.

### 7.2 PTAS

As usual, we utilize the dual approximation framework (see Section 2.2) and therefore assume that a guess $T$ of the optimal makespan is given. Note that there is a simple constant-factor approximation for this problem [79] based on the LPT rule (see Chapter 1) which can be used for the dual approximation. The roadmap for the PTAS is as follows:

1. Simplify the instance.
2. Find a so-called relaxed schedule for the simplified instance via dynamic programming, or conclude correctly that no schedule with makespan T for the original instance exists.
3. Construct a regular schedule for the simplified instance using the relaxed schedule and a greedy procedure.
4. Construct a schedule for the original instance using the one for the simplified instance.

Concerning the second and third step, first note that the makespan guess T given by the dual approximation framework enables a packing perspective on the problem: On machine $i$ there is an amount of $T v_{i}$ free space and the jobs and setup times have to be placed into this free space. Now, a job or setup size may be big or small relative to this free space, say bigger or smaller than $\varepsilon T \nu_{i}$. In the latter case, $i$ can receive one additional job or setup in a PTAS, or several for another notion of big and small. Hence, we have to be cautious when placing big objects but can treat small objects with less care. We utilize this and are able to show that it is sufficient to search for a so-called relaxed schedule. Roughly speaking, in a relaxed schedule some jobs and setups are fractionally placed on machines for which they are small, and for jobs that are big relative to the setup time of their class, the setup is ignored.
We search for a relaxed schedule via a dynamic program. For the dynamic program, we define intervals of machine speeds, called groups, and the groups are considered one after another ordered by speeds and starting with the slowest. In each group, the speeds differ at most by a constant factor. This enables us to employ ideas for the identical machine case developed in [74] for each group. However, there has to be some information passed up from one group to the next, and this has to be properly bounded in order to bound the running time of the dynamic program. While we can use some standard ideas for classical makespan minimization on uniformly related machines (without setup times), e.g., from [66], there are problems arising from the setup classes. Mainly, we have to avoid passing on class information between the groups. As a crucial step to overcome this problem, we show that for each group there is only a bounded interval of machine speeds for which we have to properly place the setup times. In the algorithm, we define the groups wide enough and with overlap such that for each class there is a group containing the whole interval relevant for this class. When going from one group to the next, we therefore do not have to pass on class information of jobs that have not been scheduled yet. This, together with proper simplification steps enables us to properly bound the running time of the dynamic program.
In the following, we describe the PTAS in detail, starting with the simplification steps, followed by some definitions and observations that lead to the definition of a relaxed schedule. Next, we present the dynamic program, and, lastly, argue that it can indeed be used to find a relaxed schedule.

Throughout this section $\varepsilon>0$ denotes the accuracy parameter of the PTAS and we require $1 / \varepsilon \in \mathbb{Z}_{\geqslant 2}$.
simplification steps. We perform a series of simplification steps: First, we establish minimum sizes of the occurring speeds, job and setup sizes; next, we ensure that the job sizes of a class are not much smaller than its setup size; and lastly, we round the speeds, job and setup sizes. Most of the used techniques, like geometric rounding or the replacement of small objects with placeholders with a minimum size, can be considered folklore in the design of approximation algorithms for scheduling problems. Similar arguments can be found, e.g., in $[47,66,72,74]$ or the previous chapters.

Let I be the original instance and $v_{\max }=\max \left\{v_{i} \mid i \in \mathcal{M}\right\}$. We remove all machines with speeds smaller than $\varepsilon v_{\text {max }} / m$ and denote the smallest remaining speed after this step by $v_{\min }$. Furthermore, we increase all job and setup sizes that are smaller than $\varepsilon v_{\min } T /(n+K)$ to this value, and call the resulting instance $\mathrm{I}_{1}$. By scaling, we assume $v_{\text {min }} \mathrm{T}=1$ in the following.
Lemma 7.1. If there is a schedule with makespan T for I , then there is also a schedule with makespan $(1+\varepsilon)^{2} \mathrm{~T}$ for $\mathrm{I}_{1}$; and if there is a schedule with makespan $\mathrm{T}^{\prime}$ for $\mathrm{I}_{1}$, then there is also a schedule with makespan $\mathrm{T}^{\prime}$ for I .

Proof. Given a schedule for I, the summed up load on machines missing in $I_{1}$ is upper bounded by $\varepsilon v_{\max } T$ and we can place it on a machine with speed $v_{\max }$. Furthermore, increasing the setup and processing sizes can increase the load on any machine by at most $\varepsilon v_{\text {min }} \mathrm{T}$.

The next step is to make sure that jobs are not much smaller than the setup size of their class. Let $\mathrm{I}_{2}$ be the instance we get by replacing for each class $k$ the jobs with a size of at most $\varepsilon s_{k}$ with placeholders, that is, we remove the jobs from $\mathcal{J}_{\mathrm{k}}^{\prime}=\left\{j \in \mathcal{J}_{k} \mid \mathrm{p}_{\mathrm{j}} \leqslant \varepsilon s_{\mathrm{k}}\right\}$ and introduce $\left\lceil\left(\sum_{j \in \mathcal{J}_{k}^{\prime}} \mathfrak{p}_{j}\right) /\left(\varepsilon s_{k}\right)\right\rceil$ many jobs of size $\varepsilon s_{k}$ belonging to class $k$.
lemma 7.2. If there is a schedule with makespan $\mathrm{T}^{\prime}$ for $\mathrm{I}_{1}$, then there is also one with makespan $(1+\varepsilon) \mathrm{T}^{\prime}$ for $\mathrm{I}_{2}$; and if there is a schedule with makespan $\mathrm{T}^{\prime}$ for $\mathrm{I}_{2}$, then there is also one with makespan $(1+\varepsilon) \mathrm{T}^{\prime}$ for $\mathrm{I}_{2}$.

Proof. Given a schedule for one of the instances, we can greedily replace jobs with the respective placeholders and vice-versa, overpacking with at most one object per class and machine. Thereby the overall load on each machine due to a class scheduled on the machine is increased at most by a factor of $(1+\varepsilon)$.

Next, we perform rounding steps for the job and setup sizes as well as the machine speeds: For each job or setup size $x$, let $e(x)=\lfloor\log x\rfloor$. We round $x$ to $2^{e(x)}+y \varepsilon 2^{e(x)}$ with $y=\left\lceil\left(x-2^{e(x)}\right) /\left(\varepsilon 2^{e(x)}\right)\right\rceil$. This rounding approach is due to Gálvez et al. [48]. Furthermore, we perform geometric rounding for machine speeds, that is, each machine speed $v$ is rounded down to $(1+\varepsilon)^{z} v_{\text {min }}$ with $z=\left\lfloor\log _{1+\varepsilon}\left(v_{i} / v_{\text {min }}\right)\right\rfloor$. We call the rounded instance $\mathrm{I}_{3}$.

LEMMA 7.3. If there is a schedule with makespan $\mathrm{T}^{\prime}$ for $\mathrm{I}_{2}$, then there is also a schedule with makespan $(1+\varepsilon)^{2} \mathrm{~T}^{\prime}$ for $\mathrm{I}_{3}$; and if there is a schedule with makespan $\mathrm{T}^{\prime}$ for $\mathrm{I}_{3}$, then there is also one for $\mathrm{I}_{2}$.

Proof. Each job and setup size is increased at most by a factor of $(1+\varepsilon)$ by the rounding and each machine speed is decreased at most by a factor of $(1+\varepsilon)$.

Hence, if there is a schedule with makespan at most $T$ for $I$, then there is also a schedule with makespan at most $T_{1}$ for $I_{3}$ with $T_{1}=$ $(1+\varepsilon)^{5} \mathrm{~T}=(1+\mathcal{O}(\varepsilon)) \mathrm{T}$. Furthermore, if we should find a schedule with makespan $T_{2}$ for $I_{3}$ with $T_{1} \leqslant T_{2}=(1+\mathcal{O}(\varepsilon)) T$, we can transform it back into a schedule for the original instance with makespan at most $\mathrm{T}_{3}=(1+\varepsilon) \mathrm{T}_{2}=(1+\mathcal{O}(\varepsilon)) \mathrm{T}$.

For the sake of simplicity, we assume in the following that the instance I is already simplified and the makespan bound $T$ was properly increased. Summing up, we have the following properties:
(PI) $\nu_{\min } \geqslant \varepsilon v_{\max } / m$.
$\left(\mathrm{P}_{2}\right) v_{\min } \mathrm{T}=1$.
$\left(P_{3}\right)$ For each job or setup size $x$, we have $x \geqslant \varepsilon /(n+K)$.
( $\mathrm{P}_{4}$ ) For a job $j$ of class $k$, we have $p_{j} \geqslant \varepsilon s_{k}$.
( $\mathrm{P}_{5}$ ) Each job or setup size is of the form $2^{e}+z \varepsilon 2^{e}$, with $e \in \mathbb{Z}$ and $z \in\{0, \ldots, 1 / \varepsilon-1\}$.
(P6) Each machine speed is of the form $(1+\varepsilon)^{z} v_{\min }$, with $z \in \mathbb{Z}_{\geqslant 0}$.
preliminaries. We define two threshold parameters $\delta=\varepsilon^{2}$ and $\gamma=\varepsilon^{3}$. For each class $k$, the core jobs belonging to that class are the ones with a job size $p$ such that $\varepsilon s_{k} \leqslant p<s_{k} / \delta$. Bigger jobs are called fringe jobs. The set of core or fringe jobs of class $k$ is denoted by $\bar{J}_{k}$ and $\tilde{J}_{k}$, respectively. The core machines $i$ of class $k$, are the ones with $s_{k} \leqslant T v_{i}<s_{k} / \gamma$ and faster machines are called fringe machines. We have:

Remark 7.4. For each class $k$ and each job $j$ that belongs to $k, j$ is either a core or a fringe job and has to be scheduled either on a core or a fringe machine of $k$.

To see this, note that due to $\left(\mathrm{P}_{4}\right)$, there are no jobs smaller than the core jobs for each class, and machines slower than the core machines of a class $k$ would be overpacked by the setup time $s_{k}$.

A job size $p$ is called small for a speed $v$ if $p<\varepsilon v T$, big if $\varepsilon v T \leqslant$ $p \leqslant \nu T$, and huge if $p>v T$. We use these terms for jobs and machines as well, e.g., we call a job $j$ small for machine $i$, if $p_{j}<\varepsilon v_{i} T$. Since $\gamma / \delta=\varepsilon$ holds, we have:
Remark 7.5. The core jobs of class $k$ are small on fringe machines of $k$.


Figure 7.1: Machine speeds with logarithmic scale. The braces mark groups, the dashed interval possible speeds of core machines of some class with core group 2, and the dotted interval possible speeds of machines where some job with native group G is big.

Next, we define speed groups (see Figure 7.1). For each $g \in \mathbb{Z}$, we set $\check{v}_{g}=v_{\min } / \gamma^{g-1}$ and $\hat{v}_{g}=v_{\min } / \gamma^{g+1}$. Group $g$ is given by the interval $\left[\check{v}_{g}, \hat{v}_{g}\right)$. Note that the groups are overlapping with each speed occurring in exactly two groups. A machine $i$ belongs to group $g$ if $v_{i} \in\left[\check{\nu}_{g}, \hat{v}_{g}\right]$, and we denote the set of machines belonging to $g$ by $M_{g}$ and the set of corresponding speeds by $V_{g}$, i.e., $V_{g}=\left\{v_{i} \mid i \in M_{g}\right\}$. By definition, the smallest group $g$ with $M_{g} \neq \emptyset$ is group 0 . Furthermore, let $G$ be the biggest number with this property. Because of $\left(\mathrm{P}_{1}\right)$, we have $G \leqslant m /(3 \varepsilon \log (1 / \varepsilon))=\mathcal{O}(m / \varepsilon)$.

For each job $\mathfrak{j}$, there are up to three (succeeding) groups containing speeds for which its size is big, and at least one of them contains all such speeds. Let g be the smallest group with this property, i.e., $p_{j} \geqslant \varepsilon \check{v}_{g} T$ and $p_{j}<\hat{v}_{g} T$. We call $g$ the native group of $j$. For a group $g$, the fringe jobs with native group $g$ will be of interest in the following, and we denote the set of these jobs by $\tilde{J}_{g}$.

Moreover, for each class $k$ there are at most three (succeeding) groups containing possible speeds of core machines of $k$, and there is at least one that contains all of them. Let $g$ be the smallest group with this property, i.e., $s_{k} \geqslant \check{v}_{g} T$ and $s_{k} / \gamma<\hat{v}_{g} T$. We say that $g$ is the core group of $k$. Note that $k$ has a core group even if it has no core machines. In Figure 7.1, the groups together with native groups of jobs and core groups of classes are visualized.
Remark 7.6. Let $j$ be a core job of class $k$ and $g$ be the core group of $k$. There is a speed $v$ in group $g$ such that $p_{j}$ is big for $v$.

We have $p_{j}<s_{k} / \varepsilon^{2}$ because $j$ is a core job, and we have $s_{k} / \varepsilon^{2}<$ $\varepsilon \hat{v}_{g} T$ because $g$ is the core group of $k$. Hence, $p_{j}$ is small for $\hat{v}_{g}$. Furthermore, we have $p_{j} \geqslant \varepsilon s_{k} \geqslant \varepsilon \check{v}_{g} T$ for the same reasons. Therefore, $p_{j}$ is big or huge for $\check{v}_{g}$ and there lies at least one speed in between for which it is big.
relaxed schedule. In a relaxed schedule, the set of jobs is partitioned into integral jobs $\mathcal{J}$ and fractional jobs $\mathcal{F}$, and an assignment $\sigma^{\prime}: \mathcal{J} \rightarrow \mathcal{M}$ of the integral jobs is given. For each $\mathfrak{j} \in \mathcal{J}$, the machine $\sigma^{\prime}(\mathfrak{j})$ belongs to the native group of $\mathfrak{j}$ if $\mathfrak{j}$ is a fringe job, and to the
core group of $k$ if $j$ is a core $j o b$ of class $k$. Setups for fringe jobs are ignored, and hence we define the relaxed load $L_{i}$ of machine $i$ to be:

$$
L_{i}=\sum_{j \in \sigma^{\prime-1}(i)} p_{j}+\sum_{k: \sigma^{\prime-1}(i) \cap \bar{J}_{k} \neq \emptyset} s_{k}
$$

Intuitively, the fractional jobs are placed fractionally together with some minimum amount of setup in the left-over space on the machines that are faster than the ones in their respective native or core group. More formally, we say that the relaxed schedule has makespan $T$ if $L_{i} \leqslant T \nu_{i}$ for each $i \in \mathcal{M}$ and the following space condition for the fractional jobs holds:

Let $\mathcal{F}_{g}$ be the set of fractional fringe jobs with native group g and fractional core jobs of class $k$ with core group $g$. Moreover, let $A_{i}=T v_{i}-L_{i}$ the remaining free space on machine $i$ with respect to T. Lastly, let $W_{g}$ be the overall load of jobs from $\mathcal{F}_{\mathfrak{g}}$ together with one setup for each class that has core group $g$, has no fringe job, and has a fractional core job, that is:

$$
W_{g}=\sum_{j \in \mathcal{F}_{g}} p_{j}+\sum_{k: \mathcal{F}_{g} \cap \bar{J}_{k} \neq \emptyset, \tilde{J}_{k}=\emptyset} s_{k}
$$

A job $j \in \mathcal{F}_{g}$ should be placed on a machine that belongs to group $g+2$ or a faster group (note that the machines belonging to group $g+1$ are covered by group $g$ and $g+2$ ). Hence, we set the reduced accumulated fractional load $R_{g}$ for group $g$ to be:

$$
R_{g}=\max \left\{0, R_{g-1}+W_{g-2}-\sum_{i \in M_{g} \backslash M_{g+1}} A_{i}\right\}
$$

Note that since $M_{g}=\emptyset$ for $g<0$, we have $R_{g}=\sum_{g^{\prime} \leqslant g-2} W_{g^{\prime}}$. The required space condition is $\mathrm{R}_{\mathrm{G}}=\mathrm{W}_{\mathrm{G}}=\mathrm{W}_{\mathrm{G}-1}=0$.
lemma 7.7. If there is a schedule with makespan T for a given instance, then there is also a relaxed schedule with makespan T ; and if there is a relaxed schedule with makespan T , then there is a schedule with makespan $(1+\mathcal{O}(\varepsilon)) \mathrm{T}$.

Proof. The first claim is easy to see: For a given schedule $\sigma$ with makespan $T$, the fringe jobs assigned to a machine of their native group and the core jobs assigned to the core group of their class form the set $\mathcal{J}$ and we can set $\sigma^{\prime}=\left.\sigma\right|_{\mathcal{J}}$. The remaining jobs form the fractional jobs and they obviously fit fractionally into the left-over space, because we have a fitting integral assignment of them. This also holds for the setups for groups with fractional jobs and no fringe jobs: There has to be at least one setup for each such class on a machine that does not belong to their core group. Dropping the setups of the fringe jobs only increases the free space further.
We consider the second claim. Let ( $\mathcal{J}, \mathcal{F}, \sigma^{\prime}$ ) be a relaxed schedule with makespan T . We construct a regular schedule and start by placing
all the integral jobs like in the relaxed schedule. To place the fractional jobs, we consider one speed group after another starting with group 0 . For the current group $g$, we consider the jobs from $\mathcal{F}^{\prime} \subset \mathcal{F}$, with $\mathcal{F}^{\prime}=\mathcal{F}_{g-2}$, if $g>0$, and $\mathcal{F}^{\prime}=\bigcup_{\mathfrak{g}^{\prime} \leqslant-2} \mathcal{F}_{g^{\prime}}$, if $g=0$. We partition $\mathcal{F}^{\prime}$ into three sets $\mathrm{F}_{1}, \mathrm{~F}_{2}, \mathrm{~F}_{3}$ that are treated differently. The sets are defined as follows:

- $F_{1}$ includes core jobs of classes $k$ whose fractional core jobs have an overall size of at most $s_{k} / \varepsilon$, i.e., $\sum_{j \in \mathcal{F}^{\prime} \cap \bar{J}_{k}} p_{j} \leqslant s_{k} / \varepsilon$, and that do have a fringe job.
- $F_{2}$ includes core jobs of classes $k$ with $\sum_{j \in \mathcal{F}^{\prime} \cap \bar{J}_{k}} p_{j} \leqslant s_{k} / \varepsilon$, and that do not have a fringe job.
- $F_{3}$ includes the fringe jobs in $\mathcal{F}^{\prime}$ as well as the core jobs of classes $k$ with $\sum_{j \in \mathcal{F}^{\prime} \cap \bar{J}_{k}} p_{j}>s_{k} / \varepsilon$.

Let $k$ be a class whose fractional core jobs are included in $F_{1}$ or $F_{2}$, that is, $\sum_{j \in \mathcal{F} \prime \cap \bar{J}_{k}} p_{j} \leqslant s_{k} / \varepsilon$. We will place the fractional core jobs of $k$ all on the same machine. If the jobs are included in $F_{1}$, there exists a fringe job with class $k$ and we can place the fractional core jobs together with such a job. A fringe job of class $k$ has a size of at least $s_{k} / \delta=s_{k} / \varepsilon^{2}$, and hence the load due to the fringe job is increased at most by a factor of $(1+\varepsilon)$ by this step. This can happen at most once for each class and hence at most once for each fringe job. Since all fringe jobs of the class could be fractional, we postpone this step until all the remaining fractional jobs are placed. If, on the other hand, the fractional core jobs of class $k$ are included in $F_{2}$, we construct a container that is filled with all the corresponding jobs together with one setup of the class. Note that the setup is already accounted for in the relaxed schedule and that the overall size of the container is upper bounded by $(1+1 / \varepsilon) s_{k}$. We call a container small on a machine $i$ if its size is upper bounded by $\varepsilon v_{i} T$. Each machine $i$ belonging to group $g$ or faster groups is a fringe machine of class $k$, and therefore we have $s_{k} \leqslant \gamma v_{i} T$. Hence, the size of the container is at $\operatorname{most}\left(\varepsilon^{2}+\varepsilon^{3}\right) v_{i} \mathrm{~T} \leqslant \varepsilon v_{i} \mathrm{~T}$ (because $\varepsilon \leqslant 1 / 2$ ), i.e., the container is small on $i$. We place the container in the next step.

Next, we construct a sequence of jobs and containers and apply a greedy procedure to place them. We start with an empty sequence and add all containers from the last step and all fringe jobs from $F_{3}$ in any order. The core jobs from $F_{3}$ are added sorted by classes in the end of the sequence. If there is a residual sequence that was not placed in the last iteration, we concatenate the two with the old sequence in the front. We now consider each of the machines $i \in M_{g} \backslash M_{g+1}$ with $L_{i}<v_{i} T$ in turn and repeatedly remove the first job from the sequence and insert it on the current machine until the load of the machine exceeds $v_{i} \mathrm{~T}$. Since all jobs and containers in the sequence are small on the machines of group g , they are overloaded at most
by factor of $(1+\varepsilon)$ afterwards. For each step, the overall size of jobs and containers that are left in the sequence is at most the reduced accumulated fractional load $R_{g}$, because the remaining free space on the machines has either been filled completely, or the sequence is empty. Since $R_{G}=W_{G}=W_{G-1}=0$, all jobs and containers can be placed eventually.
Now, all jobs are properly placed, but some setups are still missing. First, we consider core jobs that have been inserted in the greedy procedure and were not included in a container. If the overall size of such core jobs of a class $k$ placed on a machine is at least $s_{k} / \varepsilon$, adding the missing setups increases this size at most by a factor of $(1+\varepsilon)$. However, for each machine $i$, there can be up to two classes $k$ without this property, namely the class that has been added first and the class that has been added last on the machine. For each class in between, all core jobs of this class in the sequence have been added to the machine, and these have sufficient overall size by construction. Furthermore, if a job of class $k$ was placed on a machine $i$ in the greedy procedure, $i$ is a fringe machine of $k$. Hence, the load of each machine $i$ after this step can be bounded by $(1+\varepsilon)^{2} v_{i} T+2 \varepsilon^{3} v_{i} T \leqslant(1+\varepsilon)^{3} v_{i} T$. Lastly, we add the missing setups for the fringe jobs, resulting in an additional increase of at most $\left(1+\varepsilon^{2}\right)$, because a fringe job of class $k$ has a size of at least $s_{k} / \varepsilon^{2}$.
dynamic program. We use a dynamic programming approach to compute a relaxed schedule with makespan T or correctly decide that there is none. Therein, the groups of machine speeds are considered one after another starting with the slowest and going up. For a fixed group, the dynamic program can be seen as an adaptation of the one from [74] for the identical case, and the overall structure of the program is similar to approaches used for the classical problem without setup times, e.g., in [66] and [47]. However, there is some work to be done to combine these approaches and to deal with the fact that the speed groups are overlapping. In order to define the dynamic program and bound its running time, we first need some additional considerations and definitions.
Let $B_{g}$ be the number of job sizes in I that are big for at least one speed of group $g$. This implies $\varepsilon \check{v}_{g} T \leqslant p \leqslant \hat{v}_{g} T$. We set $e(g)=$ $\left\lfloor\log \varepsilon \check{v}_{g} \mathrm{~T}\right\rfloor$. Because of the rounding of the job sizes (see ( $\mathrm{P}_{5}$ )), we have $2^{e}+z \varepsilon 2^{e}$ for each size $p \in B_{g}$ with $e=\lfloor\log p\rfloor$ and $z \in\{0, \ldots, 1 / \varepsilon-1\}$. Remember that we have $1 / \varepsilon \in \mathbb{N}$. Therefore, $p$ is an integer multiple of $\varepsilon 2^{e(\mathrm{~g})}$. Furthermore, we have:

$$
2^{e(g)} \leqslant \varepsilon \check{v}_{g} T \leqslant p \leqslant \hat{v}_{g} T=\gamma^{-2} \check{v}_{g} T \leqslant \varepsilon^{-1} \gamma^{-2} 2^{e(g)+1}
$$

Hence, $\left|\mathrm{B}_{g}\right| \leqslant 2 /\left(\varepsilon^{2} \gamma^{2}\right)=\mathcal{O}\left(1 / \varepsilon^{8}\right)$.
We define a superset $L_{g}$ of possible load values that can occur on a machine belonging to group g in a relaxed schedule due to integral
jobs. Such a machine may receive fringe jobs with native group $g-1$, $g$ or $g+1$, and core jobs whose core group is one of these, as well as setups belonging to the latter jobs. The setup sizes have been rounded like the job sizes (see ( $\mathrm{P}_{5}$ )) and for each of the mentioned setup sizes $s$ we have $s \geqslant \check{v}_{g-1} \mathrm{~T}$ and hence $s$ is an integer multiple of $\varepsilon 2^{e(g-1)}$. The occurring loads are smaller than $\hat{v}_{g} T$ and we have $\hat{v}_{g} \mathrm{~T}=\varepsilon^{-1} \gamma^{-3} \check{v}_{g-1} \mathrm{~T} 2^{e(g)+1}$. Hence, we set

$$
\mathrm{L}_{g}=\left\{z \varepsilon 2^{e(g-1)} \mid z \in\left\{0,1, \ldots, 2 /\left(\varepsilon^{2} \gamma^{3}\right)\right\}\right\}
$$

and have $\left|L_{g}\right|=2 /\left(\varepsilon^{2} \gamma^{3}\right)+1=\mathcal{O}\left(1 / \varepsilon^{11}\right)$.
Next, we define a superset $\wedge$ of possible load values of fractional jobs and corresponding setup sizes in a relaxed schedule. Because of $\left(\mathrm{P}_{3}\right)$, ( $\mathrm{P}_{2}$ ), and ( $\mathrm{P}_{1}$ ), each job and setup size is lower bounded by $\varepsilon /(n+K)$ and $v_{\min } \geqslant \varepsilon v_{\max } / \mathrm{m}$. We set $e^{*}=\lfloor\log \varepsilon /(n+K)\rfloor$. Because of the rounding (see ( $\mathrm{P}_{5}$ )), each job and setup size is an integer multiple of $\varepsilon 2^{e^{*}}$. Furthermore, the overall load of all jobs together with one setup of each class without a fringe job can be bounded by $\mathfrak{m} v_{\max } T \leqslant \mathfrak{m}^{2} / \varepsilon$, or, more precisely, if this is not the case we can reject the current guess of the makespan. Hence, we can set $\Lambda=\left\{k \varepsilon 2^{e^{*}} \mid k \in\left\{0,1, \ldots, 2 m^{2}(n+\right.\right.$ $\left.\left.K) / \varepsilon^{3}\right\}\right\}$, and get $|\Lambda|=\mathcal{O}\left(m^{2}(n+K) / \varepsilon^{3}\right)$.

Lastly, we bound the number of speeds $\left|\mathrm{V}_{\mathrm{g}}\right|$ that occur in group g . We have $\hat{v}_{g}=\check{v}_{g} / \gamma^{2}$ and applied geometric rounding on the speeds (see (P6)). Hence, $\left|\mathrm{V}_{\mathrm{g}}\right|=\mathcal{O}\left(\log _{1+\varepsilon}\left(1 / \gamma^{2}\right)\right)=\mathcal{O}(1 / \varepsilon \log 1 / \varepsilon)$ (because $\varepsilon<1$ ).

A state of the dynamic program is of the form

$$
(g, k, \iota, \xi, \mu, \lambda)
$$

with:

- $\mathrm{g} \in\{0, \ldots, \mathrm{G}\}$ is a group index.
- $k \in\{0, \ldots, K\}$ is a setup class index including a dummy class 0 . The dummy class is included to deal with the fringe jobs with native group $g$.
- $1: \mathrm{B}_{\mathrm{g}} \rightarrow\{0, \ldots, \mathrm{n}\}$ is a function mapping job sizes to multiplicities. Intuitively, $\iota(p)$ jobs of size $p$ corresponding to the current class still have to be dealt with in the current group.
- $\xi \in\{0,1\}$ is a flag that encodes whether a core job of the current class has been scheduled as a fractional job. Since this does not apply to fringe jobs, we essentially ignore the states with $k=0$ and $\xi=1$ in the following.
- $\mu: V_{g} \times \mathrm{L}_{\mathrm{g}} \times\{0,1\} \rightarrow\{0, \ldots, \mathrm{~m}\}$ is a function mapping triples of machine speeds, load values, and flags to machine multiplicities. Intuitively, we have $\mu(v, \ell, \zeta)$ machines of speed $v$ and with load
$\ell$ in the current machine group that already received the setup of the current class $(\zeta=1)$ or not $(\zeta=0)$. For fringe jobs, the setup is ignored in a relaxed schedule. We model this by essentially ignoring the states with $k=0$ and $\mu$ with $\mu(v, \ell, 0)>0$ for some $v \in \mathrm{~V}_{\mathrm{g}}$ and $\ell \in \mathrm{L}_{\mathrm{g}}$ in the following. The intuition behind this is that we treat the machines as if they already received a setup for the fringe jobs.
- $\lambda \in \Lambda^{3}$ is a load vector. Its values $\lambda_{i}$ corresponds to the load of fractional jobs together with the corresponding setups that have been pushed up to faster groups for the current $(i=1)$ or last group ( $i=2$ ), or the corresponding load for all previous groups offset against the remaining space on machines present only in slower groups $(i=3)$.

Let $\mathcal{S}$ be the set of states of the dynamic program. Because of the above considerations, we have:

$$
|\mathcal{S}|=\mathcal{O}\left(\mathrm{GKn}^{\max _{\mathrm{g}}\left|\mathrm{~B}_{\mathrm{g}}\right|} \mathrm{m}^{\max _{\mathrm{g}} 2\left|\mathrm{~V}_{\mathrm{g}}\right|\left|\mathrm{L}_{\mathrm{g}}\right|}\left|\Lambda^{3}\right|\right)=(\mathrm{nmK})^{\operatorname{poly}(1 / \varepsilon)}
$$

Now, the idea is that the states form the vertices of a graph, and the relaxed schedules correspond to paths from a start to an end state. Some of the states do not make sense in this context, like e.g., the ones with $k=0$ and $\xi=1$, but we will make sure that these states cannot be reached. There are three types of edges:
(1.) The edges corresponding to scheduling decisions of the single jobs: For each $(g, k, \iota, \xi, \mu, \lambda)$ with $\iota \neq 0$ there are up to $2\left|V_{g} \| L_{g}\right|+$ 1 edges corresponding to the choices of scheduling some job on a machine with a certain speed and load that already received a setup or not, or treating the job as fractional. Let $p \in B_{g}$ be the biggest size with $\iota(p)>0$. We define $\iota^{\prime}$ as the function we get by decrementing $l(p)$. For each speed $v \in V_{g}$ and each load $\ell \in \mathrm{L}_{g}$, we add up to two edges: If $\mu(v, \ell, 0)>0, k>0$, and $\ell+p+s_{k} \leqslant \nu T$; we add an edge to the state $\left(g, k, \iota^{\prime}, \xi, \mu^{\prime}, \lambda\right)$, where $\mu^{\prime}$ is the function we get by decrementing $\mu(\nu, \ell, 0)$ and incrementing $\mu\left(\nu, \ell+p+s_{k}, 1\right)$. If $\mu(\nu, \ell, 1)>0$ and $\ell+p \leqslant \nu T$, we add an edge to the state ( $g, k, \iota^{\prime}, \xi, \mu^{\prime \prime}, \lambda$ ), where $\mu^{\prime \prime}$ is the function we get by decrementing $\mu(\nu, \ell, 1)$ and incrementing $\mu(v, \ell+p, 1)$. These two edges correspond to the decisions of scheduling a job with size $p$ on a machine with speed $v$ and load $\ell$ that previously already had a setup for the current group or not (the latter case also covers fringe jobs, i.e., $k=0$ ). Lastly, we add one edge to the state $\left(g, k, \iota^{\prime}, \xi^{\prime}, \mu, \lambda^{\prime}\right)$ with $\lambda_{2}^{\prime}=\lambda_{2}$ and $\lambda_{3}^{\prime}=\lambda_{3}$. If $k>0, k$ has no fringe job, and $\xi=0$; we have $\xi^{\prime}=1$ and $\lambda_{1}^{\prime}=\lambda_{1}+p+s_{k}$. Otherwise, $\xi^{\prime}=\xi$ and $\lambda_{1}^{\prime}=\lambda_{1}+p$. This edge corresponds to the decision of treating a job of size $p$ and class $k$ as a fractional job.
(2.) The edges marking the transition from one class to another: For each state $(g, k, \iota, \xi, \mu, \lambda) \in \mathcal{S}$ with $k<K$ and $\iota=0$, there is an edge connecting the state with ( $\mathrm{g}, \mathrm{k}+1, \iota^{\prime}, 0, \mu^{\prime}, \lambda$ ), where $\iota^{\prime}$ and $\mu^{\prime}$ are defined as follows. If $g$ is the core group of $k$, for each $p \in B_{g}$, the value $\iota^{\prime}(p)$ is the number of core jobs of class k and size p , i.e., $\iota^{\prime}(p)=\mid\left\{j \in \overline{\mathrm{~J}}_{k} \mid p_{j}=p\right\}$. Otherwise, we set $\iota^{\prime}(p)=0$ for each $p \in B_{g}$. Furthermore, we have $\mu^{\prime}(v, \ell, 0)=$ $\mu(v, \ell, 0)+\mu(v, \ell, 1)$ and $\mu^{\prime}(v, \ell, 1)=0$ for each $v \in \mathrm{~V}_{g}$ and $\ell \in \mathrm{L}_{\mathrm{g}}$. If $g$ is not the core group of $k+1$, the class is essentially skipped $\left(\iota^{\prime}=0\right)$. Otherwise, these edges model that so far no core job of this class has been treated as fractional, no job of this class has been scheduled, and no machine has received a setup of this class yet.
(3.) The edges marking the transition from a group g to the next: For each state $(\mathrm{g}, \mathrm{k}, \mathrm{l}, \xi, \mu, \lambda) \in \mathcal{S}$ with $\mathrm{g}<\mathrm{G}, \mathrm{k}=\mathrm{K}, \mathrm{l}=0$, and $\mu(v, \ell, \zeta)=0$ for each $\ell \in \mathrm{L}_{g} \backslash \mathrm{~L}_{g+1}$, there is an edge connecting the state with $\left(g+1,0, \iota^{\prime}, 0, \mu^{\prime}, \lambda^{\prime}\right)$, where $\iota^{\prime}, \mu^{\prime}$ and $\lambda^{\prime}$ are defined as follows. For each $p \in B_{g+1}$ the value $\iota^{\prime}(p)$ is the number of fringe jobs with native group $g$ and size $p$, i.e., $\iota^{\prime}(p)=\left|\left\{j \in \tilde{J}_{g} \mid p_{j}=p\right\}\right|$. We have $\lambda_{1}^{\prime}=0, \lambda_{2}^{\prime}=\lambda_{1}$, and $\lambda_{3}^{\prime}=\lambda_{2}+x$ with:

$$
x=\max \left\{0, \lambda_{3}-\sum_{v \in V_{g} \cap V_{g-1}} \sum_{\ell \in \mathrm{L}_{\mathbf{g}}}(T v-\ell) \cdot(\mu(v, \ell, 0)+\mu(v, \ell, 1))\right\}
$$

At this point, we offset the remaining free space on the machines belonging to group $g$ but not to group $g+1$ with the accumulated fractional load. Furthermore, $\mu^{\prime}(\nu, \ell, \zeta)$ is given by $\mu(v, \ell, 0)+\mu(v, \ell, 1)$ if $v \in \mathrm{~V}_{g} \cap \mathrm{~V}_{\mathrm{g}+1}, \ell \in \mathrm{~L}_{\mathrm{g}}$, and $\zeta=1$; by $\left|\left\{i \in M_{g} \mid v_{i}=v\right\}\right|$ if $v \in V_{g+1} \backslash V_{g}, \ell=0$ and $\zeta=1$; and by 0 otherwise. Hence, we carry over the loads of the machines present in both sets and consider the machines belonging to the new group but not to the old to be empty. Note that only triples with $\zeta=1$ have values bigger than zero. This corresponds to the convention that we treat machines as if they already received a setup for the fringe jobs.

The start state of the dynamic program has the form ( $0,0, \iota, 0, \mu, \lambda$ ), with $\iota, \mu$, and $\lambda$ defined as follows. For each $p \in B_{0}$, the value $\iota(p)$ is the number of fringe jobs with native group 0 and size $p$; and for each speed $v \in V_{0}$, the value $\mu(v, 0,1)$ is the number of machines with speed $v$. Otherwise, we have $\mu(v, \ell, \zeta)=0$. This can be understood as follows. In the beginning, no machine has received any load, and we start scheduling the fringe jobs with native group 0 . Furthermore, we define $\lambda_{1}=0, \lambda_{2}=W_{-1}$ and $\lambda_{3}=\sum_{g \leqslant-2} W_{g}=R_{-1}+W_{g-2}$ (see Equation (7.1) for the definition of $W_{g}$ ). Jobs with core groups $\mathrm{g}<0$ do not have core machines and hence should all be treated as fractional. This motivates the latter definitions.

The end states have the form ( $G, K, 0,0, \mu^{\prime}, \lambda^{\prime}$ ), where $\mu^{\prime}$ and $\lambda^{\prime}$ have the following form. For each $v \in V_{G}$, we have $\mu^{\prime}(v, \ell, \zeta)=$ 0 if $\ell>v \mathrm{~T}$ and $\sum_{\ell \in \mathrm{L}_{G}} \sum_{\zeta \in\{0,1\}} \mu^{\prime}(v, \ell, \zeta)=\left|\left\{i \in M_{\mathrm{G}} \mid \nu_{i}=v\right\}\right|$, that is, we have the correct number of machines of speed $v$ and no machine is overloaded. Furthermore, $\lambda_{1}^{\prime}=\lambda_{2}^{\prime}=0$, and $\lambda_{3}^{\prime} \leqslant$ $\sum_{v \in V_{G} \backslash V_{G-1}} \sum_{\ell \in \mathrm{L}_{\mathrm{G}}}(\mathrm{T} v-\ell) \cdot(\mu(v, \ell, 0)+\mu(v, \ell, 1))$. This corresponds to the property $\mathrm{R}_{\mathrm{G}}=\mathrm{W}_{\mathrm{G}}=\mathrm{W}_{\mathrm{G}-1}=0$ of a relaxed schedule with makespan T .
In the dynamic program, we search for a path from the start to an end state or correctly decide that there is no such path. This boils down to a reachability problem in a simple directed graph with $(\mathrm{nmK})^{\mathrm{poly}}(1 / \varepsilon)$ vertices and hence can be done in polynomial time in the input length.
correctness. Next, we argue that there is a one to one correspondence between such paths and relaxed schedules with makespan $T$ except for permutations of jobs and machines that are equivalent with respect to such a schedule, that is, machines with the same speed, fringe jobs with the same size, and core jobs of the same class and with the same size.
First note that a path from the start to an end state has to be of a certain form. Let $g \in\{0, \ldots, \mathrm{G}\}$ and $\mathrm{k} \in\{0, \ldots, \mathrm{~K}\}$. We define $\mathcal{S}(\mathrm{g}, \mathrm{k}) \subseteq \mathcal{S}$ as the set of states $s$ with $s_{1}=\mathrm{g}$ and $s_{2}=k$. Let

$$
\mathfrak{l}_{1}^{(\mathrm{g}, \mathrm{k})}: \mathrm{B}_{\mathrm{g}} \rightarrow\{0, \ldots, \mathrm{n}\}
$$

be the function with

- $\mathfrak{l}_{1}^{(g, k)}(p)=\left|\left\{j \in \tilde{J}_{g} \mid p_{j}=p\right\}\right|$ for each $p \in B_{g}$ if $k=0$,
- $\iota_{1}^{(g, k)}(p)=\left|\left\{j \in \bar{J}_{k} \mid p_{j}=p\right\}\right|$ for each $p \in B_{g}$ if $k>0$ and $g$ is the core group of class $k$, and
- $\iota_{1}^{(g, k)}(p)=0$ for each $p \in B_{g}$ otherwise.

Moreover, let $r(g, k)=1+\sum_{p \in B_{g}} \iota_{g, k}^{(1)}(p)$. For each $1<\ell \leqslant r(g, k)$, let $\iota_{\ell}^{(\mathrm{g}, \mathrm{k})}$ be equal to $\iota_{\ell-1}^{(\mathrm{g}, \mathrm{k})}$ except that the value corresponding to the largest job size $p$ with $\iota_{\ell-1}^{(g, k)}(p)>0$ has been decremented. This implies that ${\underset{r}{(g, k)}(\mathrm{g}, \mathrm{k})}_{(\mathrm{g}}^{\mathrm{g}}$ the function mapping everything to 0 . Let $s \in \mathcal{S}(\mathrm{~g}, \mathrm{k})$. Due to the definitions of the edges, we have:

- If $s$ has an incoming edge from a state $s^{\prime} \in \mathcal{S}\left(g^{\prime}, k^{\prime}\right) \neq \mathcal{S}(g, k)$, then we have $s_{3}=\iota_{1}^{(g, k)} ; s_{3}^{\prime}=\iota_{r\left(g^{\prime}, k^{\prime}\right)}^{\left(g^{\prime}, k^{\prime}\right)} ; g^{\prime}=g, k^{\prime}=k-1$, and the edge is of type (2.) if $k>0$; as well as $g^{\prime}=g-1, k^{\prime}=k$, and the edge is of type (3.) if $k=0$.
- If $s$ has an incoming edge from a state $s^{\prime} \in \mathcal{S}(\mathrm{g}, \mathrm{k})$ and $\mathrm{s}_{3}=\boldsymbol{\iota}_{\ell}^{(\mathrm{g}, \mathrm{k})}$, then we have $\ell>1, s_{3}^{\prime}=\iota_{\ell-1}^{(\mathrm{g}, \mathrm{k})}$, and the edge is of type (1.).


Figure 7.2: The structure of a path from the start to an end state. The outer rectangles above represent sets of states that have the same first value, and the dashed and dotted rectangles sets of states that share the first two or three values, respectively. The picture below illustrates the inner structure of each dashed set. The path includes exactly one state from each dotted set.

- If $s$ has an outgoing edge to a state $s^{\prime} \in \mathcal{S}\left(g^{\prime}, k^{\prime}\right) \neq \mathcal{S}(g, k)$, then we have $s_{3}=\iota_{r(g, k)}^{(g, k)} ; s_{3}^{\prime}=\iota_{1}^{\left(g^{\prime}, k^{\prime}\right)} ; g^{\prime}=g, k^{\prime}=k+1$, and the edge is of type (2.) if $k<K$; as well as $g=g+1, k=1$, and the edge is of type (3.) if $k=K$.
- If $s$ has an outgoing edge to a state $s^{\prime} \in \mathcal{S}(\mathrm{g}, \mathrm{k})$ and $s_{3}=\mathfrak{i}_{\ell}^{(\mathrm{g}, \mathrm{k})}$, then we have $\ell<\mathrm{r}(\mathrm{g}, \mathrm{k}), \mathrm{s}_{3}^{\prime}=\iota_{\ell+1}^{(\mathrm{g}, \mathrm{k})}$, and the edge is of type (1.).

Let $\alpha$ be the start, and $\omega$ be an end state. Note that $\alpha \in \mathcal{S}(0,0)$, $\alpha_{3}=\iota_{1}^{(0,0)}, \omega \in \mathcal{S}(\mathrm{G}, \mathrm{K})$, and $\omega_{3}=\iota_{\mathrm{r}(\mathrm{G}, \mathrm{K})}^{(\mathrm{G})}$. This already determines the first three values on any path from the start to an end state and this is visualized in Figure 7.2.

Based on this structure, it is not very hard to verify the correspondence between paths from the start to an end state and relaxed schedules with makespan T for the given instance and how a relaxed schedule can be recovered from such a path. We list a few further observations on this subject but leave the details to the reader.

Let $g \in\{0, \ldots, G\}$ and $k \in\{0, \ldots, K\}$. Fix any permutation of the machines with speeds from $\mathrm{V}_{\mathrm{g}}$ and the jobs corresponding to g and $K$, that is, the fringe jobs with native group $g$ if $k=0$, or the core jobs of class $k$ if $k>0$ and $g$ is the core group of $k$. Then there is a unique edge of type (1.) in the path for each such job $j$ corresponding to the scheduling decision for $\mathfrak{j}$. Either this edge corresponds to the placement on a machine with a speed from $V_{g}$ and a load from $L_{g}$ and the job is integral, or it is treated as fractional and the last value of the state is changed correspondingly. Note that in this decision, we maintain the correct number of machines for each speed, no machine is overloaded, and setups are assigned correctly. Lastly, we take a closer look at the last value of the states. Let ( $\mathrm{g}, \mathrm{k}, \mathrm{l}_{\ell}^{(\mathrm{g}, \mathrm{k})}, \xi, \mu, \lambda$ ) be a state on a path from the start to an end state. In the values $\lambda_{1}$ and $\lambda_{2}$, we keep track of the fractional load due to fringe jobs with native group g and core jobs of classes with core group $g$. This means that $\lambda_{2}=W_{g-1}$ (see (7.1)) and $\lambda_{1}=W_{g}$ if $\ell=r(\mathrm{~g}, \mathrm{k})$. Moreover, the value $\lambda_{3}$ corresponds to the overall remaining fractional load that occurred before offset
against the remaining free space on the machines belonging to former groups, that is, $\lambda_{3}=R_{g-1}+W_{g-2}$. Note that the definition of edges of type (3.) makes sure that the latter holds.

## $7 \cdot 3$ OPEN Problems

We provided a PTAS for the studied problem, but it is unclear whether an EPTAS is possible. Note that EPTAS results for uniform machines like, e.g., the one by Jansen [72] for uniform scheduling, are usually obtained using mixed integer linear programs. The EPTAS result for machine scheduling with setup times discussed in the last chapter make use of $n$-fold integer programming. Hence, as a first step, the underlying techniques could to be considered like, for example, algorithms for mixed integer programs with $n$-fold structure.
Furthermore, one could study the other two models considered in Chapter 6, that is, the splittable and the preemptive cases, with respect to uniform machines as well.

### 8.1 INTRODUCTION

In the present chapter, we consider two closely related scheduling problems in which a set $\mathcal{J}$ of $n$ jobs has to be scheduled on $m \in \mathbb{N}$ identical parallel machines that share a renewable resource. For both problems, a fixed amount $R \in \mathbb{N}$ of the renewable resource is given and each job occupies a share of the resource while being executed. In the first problem, each job has a processing time and a resource requirement that has to be met in order to execute the job, and in the second problem the processing time of a job depends on the resource amount allocated to the job. For both problems the goal is to minimize the makespan, i.e., the length of the schedule. We formalize these notions.

In the first problem, called single resource constrained scheduling, each job $\mathfrak{j} \in \mathcal{J}$ has a processing time $p_{j} \in \mathbb{N}$. To be processed, it requires an amount of $r_{j} \in \mathbb{N}$ of the given resource and one machine. A schedule of these jobs is given by a mapping $\tau: \mathcal{J} \rightarrow \mathbb{N} \geqslant 0$ from jobs to starting times. It is feasible if at each point in time $t \in \mathbb{N}$ there are enough machines to schedule the jobs and the total resource amount of jobs scheduled at $t$ does not exceed the resource limit $R$, i.e.:

$$
\begin{align*}
& \forall t \in \mathbb{N}: \sum_{j: t \in\left[\tau(\mathfrak{j}), \tau(j)+p_{j}\right)} r_{j} \leqslant R  \tag{8.1}\\
& \forall t \in \mathbb{N}:\left|\left\{j \in \mathcal{j} \mid t \in\left[\tau(\mathfrak{j}), \tau(\mathfrak{j})+\mathbf{p}_{\mathfrak{j}}\right)\right\}\right| \leqslant \mathfrak{m} \tag{8.2}
\end{align*}
$$

The objective is to find a feasible schedule $\tau: \mathcal{J} \rightarrow \mathbb{N} \geqslant 0$ minimizing the makespan $\max _{\mathfrak{j} \in \mathcal{J}}\left(\tau(\mathfrak{j})+\mathrm{p}_{\mathfrak{j}}\right)$.

In the problem of scheduling with resource dependent processing times, on the other hand, each job $\mathfrak{j} \in \mathcal{J}$ has a set $D_{j} \subseteq[R]$ of valid resource values and a processing time function $\pi_{j}: \mathrm{D}_{\mathrm{j}} \rightarrow \mathbb{N}>0$. The objective is to find a resource assignment $\rho_{j} \in D_{j}$ and a starting time $\tau(j) \in \mathbb{N}$ for each job $j \in \mathcal{J}$ such that the resulting schedule is feasible, i.e., $\sum_{j: t \in\left[\tau(j), \tau(j)+\pi_{j}\left(\rho_{j}\right)\right)} \rho_{j} \leqslant R$ and $\left|\left\{j \in \mathcal{J} \mid t \in\left[\tau(j), \tau(j)+\rho_{j}\right)\right\}\right| \leqslant m$ for each $t \in \mathbb{N}$, and such that the makespan $\max _{\mathfrak{j} \in \mathcal{J}}\left(\tau(\mathfrak{j})+\pi_{\mathfrak{j}}\left(\rho_{\mathfrak{j}}\right)\right)$ is as small as possible. It is easy to see that the first problem is a special case of the second.

These problems arise naturally in different contexts, e.g., in highly parallelized computing where simultaneously active jobs share common memory, or in production logistics where additional personnel may speed up certain tasks. From a theoretical perspective, on the
other hand, the problems are sensible generalizations of problems like scheduling on identical parallel machines or bin packing and have already been studied in 1975 [49].

Both single resource constrained scheduling and scheduling with resource dependent processing times are NP-hard and therefore there is little hope to find optimal solutions efficiently. Hence, approximation algorithms were studied for these problems. However, by a simple reduction from the Partition Problem ${ }^{1}$, one can see that there is no algorithm with an approximation guarantee better than $3 / 2$ for the problems unless $\mathrm{P}=\mathrm{NP}$. Therefore, a PTAS is not possible, while an approximation scheme with respect to the asymptotic approximation ratio still can be achieved for both problems.

An algorithm for a minimization problem has an asymptotic approximation ratio of $\alpha$ if there is a constant $c$ such that the objective value $\operatorname{ALG}(\mathrm{I})$ computed by the algorithm is upper bounded by $\alpha \mathrm{OPT}(\mathrm{I})+c$. Approximation schemes with respect to the asymptotic ratio are denoted as APTAS, AEPTAS, or AFPTAS. The regular approximation ratio is, in distinction from the asymptotic ratio, also called the absolute ratio.

Both problems have been studied in the context of the absolute approximation ratio. For instance, Niemeier and Wiese [120] presented a $(2+\varepsilon)$-approximation for single resource constraint scheduling, and Kellerer [93] achieved a ratio of $3.5+\varepsilon$ for scheduling with resource dependent processing times. These are the best known ratios so far. Concerning the asymptotic ratio, Epstein and Levin presented an AFPTAS for bin packing with cardinality constraints. This problem is equivalent to single resource constrained scheduling with unit processing times. Furthermore, there are AFPTAS results known for several related problems like, e.g., strip packing [94] or scheduling of parallel [94] or moldable parallel tasks ${ }^{2}$ [71].
results and methodology. In this chapter, we present AFPTAS results for both problems at hand:
THEOREM 8.1: Let I be an instance of single resource constraint scheduling and $p_{\max }$ the biggest occurring processing time in I. For each $\varepsilon \in(0,1)$ there is an algorithm which computes a schedule

[^4]with makespan at most $(1+\varepsilon)$ OPT $(\mathrm{I})+\mathcal{O}\left(p_{\max } \log (1 / \varepsilon) / \varepsilon\right)$, and has a running time that is polynomial in the input length and $1 / \varepsilon$.

Note that this result directly improves the additive term of the AFPTAS for bin packing with cardinality constraints by Epstein and Levin [45] which has an additive terms that is exponential in $1 / \varepsilon$.
THEOREM 8.2: Let I be an instance of scheduling with resource dependent processing times and $\pi_{\max }$ the biggest occurring processing time in I. For each $\varepsilon \in(0,1)$ there is an algorithm which computes a schedule with makespan at most $(1+\varepsilon) \operatorname{OPT}(\mathrm{I})+\mathcal{O}\left(\pi_{\max } \log (1 / \varepsilon) / \varepsilon\right)$ and has a running time that is polynomial in the input length and $1 / \varepsilon$.

In the following, we give a brief overview on how we achieve these result, followed by a more detailed literature review. All our algorithms utilize a variety of linear programming and rounding techniques which are altered and recombined to serve our needs. To solve certain configuration LPs, we apply algorithms [59] for the Max-Min Resource Sharing problem as was done in [71]. This approach yields a better running time than the standard approach via the ellipsoid algorithm.

For the first problem, we partition the set of jobs into wide and narrow jobs based on their resource requirements and apply linear grouping for the wide jobs. To handle the narrow jobs, we adapt the notion of windows that was introduced by Epstein and Levin [45]. However, and this is crucial for both our algorithms, we manage to bound the number of windows to be in $\mathcal{O}\left(1 / \varepsilon^{2}\right)$, via a second elaborate rounding step. This makes the small additive factor possible and is essential for the generalization to the resource dependent variant. By this approach we get an additive term of $\mathcal{O}\left(p_{\max } / \varepsilon^{2}\right)$. Using geometric instead of linear grouping for the wide jobs and a new argument for the reduction of the windows, we are able to further improve the additive term to $\mathcal{O}\left(p_{\max } \log (1 / \varepsilon) / \varepsilon\right)$. The results concerning the first problem are presented in Section 8.2.

For scheduling with resource dependent processing times, we use a preemptive solution to define an instance for the fixed-resource problem in which the original jobs may be split into parts with different resource requirements. We then apply the same techniques we used for the fixed-resource case. Using a basic feasible solution of a specific LP, we change the fixed-resource instance such that all but a few jobs are no longer split. For these jobs, the schedule is provided by the fixed-resource AFPTAS, and the rest of the jobs are scheduled in the end causing only a small error. Furthermore, we discuss how the results can be generalized to variants of the second problem with a more succinct encoding of the processing time functions. The results concerning the second problems are presented in Section 8.3.

As a side note, we would like to point out that our techniques also work for the scenario where the resource needs to be allocated contiguously, that is, the resource is represented by an interval of length $R$ and each job is assigned a subinterval whose length corresponds to
the resource amount assigned to the job. For the first problem, this scenario amounts to the problem of strip packing with cardinality constraints, where the cardinality constraint is given by the requirement that at most $m$ jobs may executed at each time step. Hence, we provide an AFPTAS for this problem as well.
related work. The first result for scheduling jobs on identical machines with additional resources was presented in 1975 by Garey and Graham [49]. Given $m$ identical machines and $s$ distinct resource limits such that each job requires an amount of each of the $s$ distinct resources, they have shown that the greedy list algorithm delivers a schedule of length at most $(s+2-(2 s+1) / m)$ opt. This gives an absolute approximation ratio of $(3-3 / \mathrm{m})$ for the case of $s=1$ which equates to the problem of single resource constraint scheduling. In the same year Garey and Johnson [50] showed that this general scheduling problem is NP-complete even if just one resource is given, i.e., $s=1$. Lately, Niemeier and Wiese [120] presented a $(2+\varepsilon)$-approximation for single resource constraint scheduling, and this is the best ratio known so far. By a simple reduction from the Partition Problem, one can see that there is no algorithm with an approximation guarantee better than $3 / 2$ for this problem unless $P=N P$.

The variant of single resource constraint scheduling where the resource has to be allocated contiguously is equivalent to the problem of strip packing with cardinality constraints. For strip packing there exists an AFPTAS with additive term $\mathcal{O}\left(h_{\max } / \varepsilon^{2}\right)$ by Kenyon and Rémila [94], where $h_{\text {max }}$ is the largest occurring height of an item and corresponds to the largest processing time in our scenario. The additive term was later improved to $\mathcal{O}\left(h_{\max } \log (1 / \varepsilon) / \varepsilon\right)$ by Sviredenko [138] and Bougeret et al. [21].
Moreover, in the case that we have less jobs than machines, i.e., $n \leqslant m$, the here considered problems are reducible to the problem of scheduling parallel or moldable parallel tasks, respectively. In the problem scheduling parallel tasks, we are given a set of $m$ machines and a set of jobs such that each job needs a given number of machines to be processed on. If the number of machines $m$ in single resource constrained scheduling is larger than $n$, we can never schedule more than $m$ jobs at the same time, and this constraint is trivially fulfilled in each schedule. We then consider the resource requirement in single resource constrained scheduling as the needed number of machines in scheduling parallel tasks. Scheduling moldable parallel tasks is defined analogously to scheduling parallel tasks. However, in this variant jobs do not have a fixed number of machines they can be processed on. Instead each job has a set of allowed machine numbers and a processing time function similar to the case of scheduling with resource dependent processing times. Concerning scheduling parallel tasks, the AFPTAS results for strip packing work as well, and therefore
the smallest additive term of an AFPTAS has size $\mathcal{O}\left(p_{\max } \log (1 / \varepsilon) / \varepsilon\right)$ [21, 138]. On the other hand, for scheduling moldable parallel tasks the AFPTAS with the smallest additive term was presented by Jansen [71] and has size $\mathcal{O}\left(\pi_{\max } / \varepsilon^{2}\right)$.

For scheduling with resource dependent processing times, the first result was achieved by Grigoriev et al. [60], who studied the unrelated scheduling variant in which the processing times depend on the machine as well as on the resource assignment. They achieved a 3.75approximation algorithm. This was improved to $3.5+\varepsilon$ by Kellerer [93] for the identical machine version. Grigoriev et al. [61] presented a $(3+\varepsilon)$-approximation for a version of the problem where the jobs are preassigned to machines that also works when the processing time functions are encoded more succinctly. Rather recently, Kling et al. [98] considered a related problem, where for each job $j$ a resource value $\rho_{j, t}$ has to be chosen for each timestep $t$ it is processed in. Furthermore, each job $j$ has a resource requirement $r_{j}$ and a processing volume $p_{j}$, and if $j$ receives a resource value of $\rho_{j, t}$ at timestep $t$, exactly $\min _{1, \rho_{j, t} / r_{j}}$ units of its processing volume are finished during t . They provide a $(2+1 /(m-2))$-approximation for this case and show that the problem is NP-hard.

### 8.2 SINGLE RESOURCE CONSTRAINED SCHEDULING

In this section, we will prove Theorem 8.1. First, we introduce an algorithm with additive term $\mathcal{O}\left(p_{\max } / \varepsilon^{2}\right)$ and discuss the modifications we make to achieve the improved additive term afterwards. In the following, we will call the resource requirement of a job its width and its processing time its height. We use similar notions of height and width for all introduced structures as (generalized) configurations and windows.

First, we will give a slightly more detailed high-level view of the algorithm and present a short overview. The steps of the algorithms are described in detail in the following sub sections. We differentiate two cases: first $1 / \varepsilon<\mathfrak{m}$ and second $1 / \varepsilon \geqslant \mathcal{m}$, where the case $1 / \varepsilon<\mathfrak{m}$ is more involved.

In the first case, the set of jobs $\mathcal{J}$ is partitioned into wide and narrow jobs where wide jobs have a larger resource amount than narrow jobs. The resource amount of the wide jobs is rounded by linear grouping such that we have to deal with just $\mathcal{O}\left(1 / \varepsilon^{2}\right)$ different sizes. For this rounded instance, the algorithm computes a preemptive schedule using a configuration LP. Broadly speaking, a configuration is a selection of jobs that can be processed at the same time. After that, each configuration is partitioned in the wide job part and the narrow job part. The spare area (resource amount and used machines) not used by the wide jobs will be called window following the notation in [45]. In simplified terms, a window can be seen as the residual space
(resource and machine number) that is left by a configuration of wide jobs. By constructing a preemptive schedule first, instead of solving the LP by Levin and Epstein [45] directly, we manage to choose the width of each window more adjusted to the given instance. This adjustment improves the number of operations and the makespan of the solution slightly. However, the crucial step is to reduce the number of different window sizes such that it just depends on $\varepsilon$ by simultaneously adding (not too much) processing time to the schedule. This is achieved by a further grouping step. After a solution with reduced number of windows is found, an integral schedule can be computed by adding some processing time to the schedule.

In the second case, partitioning the jobs by resource amount is not required and all job resource amounts can be rounded to few sizes. This simplifies the problem such that we can generate a schedule directly after generating the preemptive solution.

### 8.2.1 First Case: $1 / \varepsilon<m$

Let an instance $I=(\mathcal{J}, m, R)$ and $\varepsilon>0$ with $1 / \varepsilon<m$ be given. In the following, we sometimes write $\mathcal{J}(\mathrm{I})$ to refer to the set of jobs in the instance. We assume w.l.o.g. that $1 / \varepsilon \in \mathbb{N}$ and $m<n$ since otherwise we have the problem of scheduling parallel tasks for which an AFPTAS is already known [21, 138]. The algorithm can be summarized as follows:
(i) Define $\varepsilon^{\prime}$ such that it is the largest value with $1 / \varepsilon^{\prime} \in \mathbb{N}$ and $\varepsilon^{\prime} \leqslant \varepsilon / 6$. Compute $p_{\max }=\max \left\{p_{j} \mid j \in \mathcal{J}(I)\right\}$.
(ii) Construct a rounded instance $I_{\text {sup }, \varepsilon^{\prime}}$ with at most $1 / \varepsilon^{\prime 2}$ wide jobs using linear grouping.
(iii) Solve a configuration linear program $L P_{p r e}$ to find a preemptive schedule $x_{\text {pre }}$ for $I_{\text {sup }, \varepsilon^{\prime}}$ which uses at most $\left|\mathcal{J}\left(I_{\text {sup }, \varepsilon^{\prime}}\right)\right|+1$ configurations and has a makespan of at most $\left(1+\varepsilon^{\prime}\right)^{2} \operatorname{OPT}(\mathrm{I})$.
(iv) Transform the obtained configurations into generalized configurations which are composed of a configuration part for wide and a window part for narrow jobs. This reduces the number of used configurations to $\min \left\{\left|\mathcal{J}\left(\mathrm{I}_{\text {sup }, \varepsilon^{\prime}}\right)\right|+1,\left(\frac{1}{\varepsilon^{\prime 2}}\right)^{1 / \varepsilon^{\prime}}\right\}$.
(v) Reduce the number of different windows further using a grouping step which lengthens the solution by a factor of at most $\left(1+\varepsilon^{\prime}\right)$. Generate a solution for $I_{\text {sup }, \varepsilon^{\prime}}$ and a generalized configuration linear program $\mathrm{LP}_{W}$ which uses at most $5+3 / \varepsilon^{\prime 2}$ configurations and has a makespan of at most $\left(1+\varepsilon^{\prime}\right)^{3} \mathrm{OPT}(\mathrm{I})$.
(vi) Given this solution for $\mathrm{I}_{\text {sup }, \varepsilon^{\prime}}$ and $\mathrm{LP}{ }_{W}$, generate an integral schedule for I obtaining an overall makespan of at most $(1+$ $\left.\varepsilon^{\prime}\right)^{4} \mathrm{Opt}_{\text {pre }}(\mathrm{I})+\left(3 / \varepsilon^{\prime 2}+1 / \varepsilon^{\prime}+6\right) \mathrm{p}_{\text {max }}$.


Figure 8.1: Rounding the Instance. Blue items represent narrow jobs, while gray rectangles represent wide jobs. On the right, one can see the steps of the linear grouping.

## Rounded Instance - Step (ii)

In this step, we describe how to generate a rounded instance $\mathrm{I}_{\text {sup }, \varepsilon}$ for a given instance $I$ and an $\varepsilon \in \mathbb{R}$ with $1 / \varepsilon \in \mathbb{N}$ using standard techniques. The algorithm will use the rounded instance $\mathrm{I}_{\text {sup }, \varepsilon^{\prime}}$.

We partition the given set of jobs $\mathcal{J}$ into a set of wide jobs $\mathcal{J}_{W, \varepsilon}:=$ $\left\{j \in \mathcal{J} \mid r_{j} \geqslant \varepsilon R\right\}$ with resource amount at least $\varepsilon R$ and a set of narrow jobs $\mathcal{J}_{\mathrm{N}, \varepsilon}:=\mathcal{J} \backslash \mathcal{J}_{W, \varepsilon}$. We round the resource amount of the wide jobs by linear grouping-a method introduced by Fernandez de la Vega and Lueker [142] for bin packing and extended by Kenyon and Rémila [94] to strip packing. To this end, we interpret each job $j$ as a rectangle with width $r_{j}$ and height $p_{j}$ and place these rectangles on top of each other such that they form a vertical stack ordered by increasing resource amount from bottom to top (see Figure 8.1). Let $\mathrm{P}_{\mathrm{W}}:=\mathrm{P}\left(\mathcal{J}_{W}, \varepsilon\right)$ be the height of the stack. Consider the horizontal lines at the heights $i \varepsilon^{2} \mathrm{P}_{W}$. Each job intersecting with one of these lines is divided at the intersection and split into two new jobs. We denote by $\mathcal{J} W_{, \varepsilon, i}$ the set of possibly split jobs which lie between the lines $(i-1) \varepsilon^{2} P_{W}$ and $\mathfrak{i} \varepsilon^{2} P_{W}$. We have $G:=1 / \varepsilon^{2}$ many sets $\mathcal{J}_{W, \varepsilon, i}$, called groups, where $\mathcal{J}_{W, \varepsilon, G}$ is the group containing the jobs with the largest resource amount. Define by $R_{i}:=\max \left\{\mathfrak{r}_{j} \mid \mathfrak{j} \in \mathcal{J}_{W, \varepsilon, i}\right\}$ the largest resource amount in group $i$. Note that $R_{i} \leqslant R_{i+1}$ for all $i<G$.

The rounded instance $I_{\text {sup }, \varepsilon}$ is generated as follows: Let $\mathcal{J}_{\text {sup }, \varepsilon}$ be the set containing all jobs from $\mathcal{J}_{\mathrm{N}, \varepsilon}$ and one additional job for each $i \in\{1, \ldots G\}$ with processing time $P(\mathcal{J} W, \varepsilon, i)$ and resource amount $R_{i}$ and let be $I_{\text {sup }, \varepsilon}:=\left(\partial_{\text {sup }, \varepsilon}, m, R\right)$. We denote by $\partial_{\text {sup }}, W, \varepsilon$ the set of wide jobs in $\mathrm{I}_{\text {sup }, \varepsilon}$.

## Preemptive Schedule - Step (iii)

The next step of the algorithm is to find a preemptive schedule for our rounded instance. Our definition of a preemptive schedule differs slightly from other definitions of preemptive schedules. In this section, we define the kind of preemptive schedule we speak of and prove that such a preemptive schedule for any given instance $I=(\mathcal{J}, m, R)$ and given $\varepsilon$ can be found in time polynomial in $n$ and $1 / \varepsilon$ (see Lemma 8.3). Furthermore, in the end of this section, we prove that the makespan of an optimal preemptive solution of the rounded instance $\mathrm{I}_{\text {sup }, \varepsilon}$ can
be bounded by the makespan of an optimal preemptive solution for I loosing a factor of ( $1+\varepsilon$ ) (see Lemma 8.5).
In a preemptive schedule, each job can be interrupted and restarted at no cost. Usually, in a preemptive schedule, parts of the same job are not allowed to be processed at the same time. However, since we have rounded the wide jobs, we allow the same wide job to be processed more than once at the same point in time. This is necessary, since in the rounded instance one wide job represents many different jobs of the original instance, and in an optimal solution of the original instance these jobs can be processed at the same time. If we do not allow this parallel processing of the same job, the optimal solutions of rounded and original instance are not comparable. We denote the optimum objective value of preemptive schedules in which jobs wider than $\varepsilon R$ are considered wide as $\mathrm{OPT}_{\text {pre }}(\mathrm{I}, \varepsilon)$.
A configuration $\mathrm{C} \in \mathbb{N}^{\mathfrak{d}}$ is a multiset of jobs which can be processed at the same point in time without violating the conditions of a feasible schedule. For a given configuration $C$ the value $C(j)$ says how often the $\mathfrak{j o b} \mathfrak{j}$ is contained in $C$. We allow $C(j) \in\{0,1\}$ if $\mathfrak{j} \in \mathcal{J}_{N, \varepsilon}$, and $C(\mathfrak{j}) \in\{0, \ldots, 1 / \varepsilon\}$ if $\mathfrak{j} \in \mathcal{J}_{W, \varepsilon}$, since each job in $\mathcal{J}_{W, \varepsilon}$ has width at least $\varepsilon R$ and, therefore, it is not possible to schedule more than $1 / \varepsilon$ of them at the same time. A configuration is feasible for a given instance I if $m(C):=\sum_{j \in \mathcal{J}} C(j) \leqslant m$ and $R(C):=\sum_{j \in \mathcal{J}} C(j) r_{j} \leqslant R$. Denote by $\mathcal{C}_{I, \varepsilon}$ the set of all feasible configurations of I. An optimal solution of the following linear program $\mathrm{LP}_{\text {pre }}(\mathrm{I}, \varepsilon)$ delivers an optimal preemptive schedule for any instance I.

$$
\begin{gather*}
\min \sum_{\mathrm{C} \in \mathcal{e}_{\mathrm{I}, \varepsilon}} x_{\mathrm{C}}  \tag{8.3}\\
\sum_{\mathrm{C} \in \mathrm{C}_{\mathrm{I}, \varepsilon}} \mathrm{C}(\mathfrak{j}) \mathrm{x}_{\mathrm{C}} \geqslant \mathrm{p}_{\mathrm{j}} \quad \forall \mathrm{j} \in \mathcal{J}  \tag{8.4}\\
x_{\mathrm{C}} \geqslant 0 \quad \forall \mathrm{C} \in \mathfrak{e}_{\mathrm{I}, \varepsilon} \tag{8.5}
\end{gather*}
$$

The variable $x_{C}$ denotes the processing time of configuration $C \in \mathcal{C}_{I, \varepsilon}$. Inequality (8.4) ensures that each job is scheduled.
lemma 8.3. For any Instance I and any $\varepsilon, \delta>0$, we can find a solution $\chi_{\text {pre }, \varepsilon}$ to $\mathrm{LP}_{\text {pre }}(\mathrm{I}, \varepsilon)$ with

$$
\sum_{\mathrm{C} \in \mathrm{E}_{\mathrm{I}, \varepsilon}}\left(\mathrm{x}_{\mathrm{pre}, \varepsilon}\right)_{\mathrm{C}} \leqslant(1+\delta) \text { opt }_{\text {pre }}(\mathrm{I}, \varepsilon)
$$

in $\mathcal{O}\left(|\mathcal{J}|\left(\ln (|\mathcal{X}|)+1 / \delta^{2}\right)\left(\left|\mathcal{J}_{W}\right| z+\left|\mathcal{J}_{N}\right|+\mathrm{m}^{\prime 2} / \delta^{2}\right)\right)$ operations, where $z=$ $\min \{1 / \varepsilon, m\}$ and $z^{\prime}=\min \{1 / \delta, m\}$. Furthermore, a solution with the same objective value and at most $|\mathcal{J}|+1$ non-zero components can be found in $\mathcal{O}\left(|\mathcal{J}|^{2.5356}\left(\ln (|\mathcal{X}|)+\varepsilon^{-2}\right)\right)$ further operations.

Proof. Our approach to find this preemptive solution is to transform I into an instance of a Max-Min-Resource-Sharing problem. Then we
use the algorithm by Grigoriadis et al. [59] to find a solution $x$ for this transformed instance. This solution is transformed back to be a solution $x^{\prime}$ for I. Since this solution might not be a basic solution, we use an algorithm from [92] to transform $x^{\prime}$ to a basic solution $x_{\text {pre, } \varepsilon}$.

An instance of the Max-Min-Resource-Sharing problem consists of a nonempty convex compact set $B$ and a function $f: B \rightarrow \mathbb{R}^{M}$ which consists of $M$ nonnegative continuous concave functions $f_{j}: B \rightarrow \mathbb{R}$ with $\mathfrak{j} \in\{1, \ldots, M\}$. The objective is to find the value $\lambda^{*}:=\max \{\lambda \mid \exists x \in$ $\left.B, f(x) \geqslant \lambda \mathbf{1}_{M}\right\}$ and a vector $x \in B$, for which $f(x) \geqslant \lambda^{*} \mathbf{1}_{M}$ holds. Above, $\mathbf{1}_{M} \in \mathbb{R}^{M}$ denotes the vector which is 1 at each position.

We transform LP $_{\text {pre }}$ to a Max-Min-Resource-Sharing problem, by defining

$$
\mathrm{B}:=\left\{x \in \mathbb{R}_{\geqslant 0}^{\left|\mathfrak{C}_{1, e}\right|} \mid \sum_{\mathrm{C} \in \mathfrak{C}_{\mathrm{I}, e}} x_{\mathrm{C}}=1\right\}
$$

as the set of selections of processing times for feasible configurations with overall makespan 1 . Furthermore, for each $\mathfrak{j \in \mathcal { J }}$, we define

$$
f_{j}: B \rightarrow \mathbb{R}_{\geqslant 0, x} \mapsto \sum_{C \in \mathfrak{C}_{1, \varepsilon}} C(j) \frac{\chi_{C}}{p_{j}}
$$

as the fraction of job $j$ that is scheduled in a preemptive schedule derived from $x$. Note that if $f_{j}(x) \geqslant 1$ for each job, then each job is fully scheduled in the preemptive solution.

The algorithm by Grigoriadis et al. [59] computes an $x \in B$ satisfying $f_{j}(x) \geqslant(1-\rho) \lambda^{*}$ for each $\mathfrak{j} \in \mathcal{J}$ and a given $\rho$. We will choose $\rho \in \mathcal{O}(\delta)$. The algorithm iterates the following steps: Given an initial solution $\check{x}$, the algorithm computes a profit vector $\mathrm{q}=\mathrm{q}(\check{\mathrm{x}}) \in \mathbb{R}^{|\mathcal{J}|}$ for the current value $\check{x}$. After that an $\left(1-\delta^{\prime}\right)$-approximative solution $\hat{x}$ of the problem $\max \left\{q^{\top} f(x) \mid x \in B\right\}$ has to be computed where $\delta^{\prime}$ depends linearly on $\rho$. This problem is called block-problem and a solver has to be provided. In the last step of an iteration, the new value of the vector $\check{x}$ is set to $(1-\tau) \check{x}+\tau \hat{x} \in B$, where $\tau \in(0,1)$ is an appropriate step length. One of these iterations where we update $\check{x}$ is called a coordination step and the algorithm needs at most $\mathcal{O}\left(|\mathcal{O}|\left(\ln (|\mathcal{X}|)+\rho^{-2}\right)\right)$ of them.

Next, we describe how to solve the problem $\max \left\{q^{\top} f(x) \mid x \in B\right\}$. Note that

$$
q^{\top} f(x)=\sum_{C \in \mathcal{C}_{1, \varepsilon}} x_{C} \sum_{j \in \mathcal{J}} \frac{q_{j}}{p_{j}} C(j) .
$$

Hence, to solve the problem, it suffices to compute a configuration $\mathrm{C}^{*}$ that maximizes $\sum_{j \in \mathcal{J}} \frac{q_{j}}{p_{j}} \mathrm{C}(\mathrm{j})$ and set $\mathrm{x}_{\mathrm{C}^{*}}:=1$ and $\mathrm{x}_{\mathrm{C}}:=0$ for all $\mathrm{C} \neq$ $C^{*}$. Therefore, in each coordination step at most one new configuration is added to the solution. To find such a configuration $\mathrm{C}^{*}$, we have to solve the following integer linear program $\operatorname{ILP}_{\mathrm{kKP}}\left(\mathrm{q}, \mathcal{J}_{\mathrm{N}, \varepsilon}, \mathcal{J}_{W, \varepsilon}, m, R\right)$ :

$$
\max \sum_{j \in \mathfrak{d}} \frac{q_{j}}{p_{j}} a_{j}
$$

$$
\begin{gathered}
\sum_{j \in \mathcal{J}} a_{j} \leqslant m \\
\sum_{j \in \mathcal{I}} r_{j} a_{j} \leqslant R \\
a_{j} \in\{0,1\} \quad \forall j \in \mathcal{J}_{N, \varepsilon} \\
a_{j} \in\{0, \ldots, 1 / \varepsilon\} \quad \forall j \in \mathcal{J}_{W, \varepsilon}
\end{gathered}
$$

This ILP is equivalent to the ILP formulation of the knapsack problem with cardinality constraint ( kKP ). This problem is similar to the knapsack problem and has the additional constraint that at most $k$ items are allowed to be put into the knapsack. In our case, we have that $k=m$ since we can schedule at most $m$ machines at the same time. A difference in the formulation is that the wide jobs can be picked several times. There is an FPTAS by Mastrolilli and Hutter [114] to solve this problem. To use it, we have to duplicate each wide job $z=\min \{1 / \varepsilon, m\}$ times since it can be scheduled up to $z$ times at the same time without violating any constraint. The computation of a ( $1+\delta^{\prime}$ )-approximate solution for a kKP instance ( $\mathrm{I}, \mathrm{k}, \varepsilon$ ) takes $\mathcal{O}\left(|\mathrm{I}|+\mathrm{kz} z^{\prime 2} / \mathcal{\delta}^{\prime 2}\right)$ operations with $z^{\prime}:=\min \{\mathrm{k}, 1 / \varepsilon\}$. In our case, we have $|\mathrm{I}|=\left|\mathcal{J}_{W, \varepsilon}\right| z+\left|\mathcal{I}_{\mathrm{N}, \varepsilon}\right|, \mathrm{k}=\mathrm{m}$ and $z^{\prime}=\min \mathrm{m}, 1 \delta^{\prime}$, and hence we need at most $\mathcal{O}\left(\left|\mathcal{J}_{W, \varepsilon}\right| z+\left|\mathcal{J}_{\mathrm{N}, \varepsilon}\right|+\mathfrak{m} z^{\prime 2} \delta^{\prime-2}\right)$ operations to find a solution $a^{*}$ to the ILP. To get a configuration $C^{*}$ we define $C^{*}(j):=a_{j}^{*}$ for each $\mathfrak{j} \in \mathcal{J}$.
Let $x$ be a solution to the described Max-Min-Resource-Sharing problem calculated by the algorithm in [59]. Note that the overall makspan of all used configurations in $x$ is 1 at the moment and we do not necessarily have that $f_{j}(x) \geqslant 1$ for each job $j$. However, we are interested in a solution with makespan at most $(1+\delta)$ opt $_{\text {pre }}(\mathrm{I}, \varepsilon)$ and where $f_{j}(x) \geqslant 1$ for each job $j$ (which is required to schedule every job entirely). Normally, we would expect to have to do a binary search to find the value of $(1+\delta) \mathrm{opt}_{\text {pre }}(\mathrm{I}, \varepsilon)$ and to solve the according Max-Min-Resource-Sharing instance. However, since the functions $f$ are linear, we can avoid the binary search for the optimal makespan (see Claim 8.4). Instead of applying a binary search framework, we scale $x$ such that $f(x) \geqslant \boldsymbol{1}_{M}$. As a result, we have $\sum_{C \in \mathcal{E}_{1, e}} C(j) x_{C} \geqslant p_{j}$ for each $j \in \mathcal{J}$, which ensures that each job is entirely scheduled. Furthermore, we show how to choose $\rho$ such that $\sum_{C \in \mathcal{C}_{1, \varepsilon}} \chi_{C} \leqslant(1+\delta)$ ort $_{\text {pre }}(\mathrm{I}, \varepsilon)$ holds.
Claim 8.4. Let $x \in B$ with $f(x) \geqslant(1-\rho) \lambda^{*} \mathbf{1}_{M}$ and $\hat{\lambda}:=\min \left\{f_{j}(x) \mid j \in \mathcal{J}\right\}$. It holds that $f(x / \hat{\lambda}) \geqslant \mathbf{1}_{M}$ and

$$
\sum_{\mathrm{C} \in \mathfrak{E}_{\mathrm{I}, \varepsilon}} \frac{1}{\hat{\lambda}} \mathrm{x}_{\mathrm{C}} \leqslant \frac{1}{(1-\rho)} \operatorname{opT}_{\text {pre }}(\mathrm{I}, \varepsilon) .
$$

The first part of the claim $f(x / \hat{\lambda}) \geqslant \mathbf{1}_{M}$ is obvious since

$$
f(x / \hat{\lambda})=f_{j}(x) / \hat{\lambda}=f_{j}(x) / \min \left\{f_{j}(x) \mid j \in \mathcal{J}\right\} \geqslant 1
$$

for all $j \in \mathcal{J}$. To prove the second part, we consider a more general definition of $\lambda^{*}$ and $B$. Let $t \in \mathbb{R}_{\geqslant 0}$ be a target makespan and let

$$
\begin{aligned}
& \mathrm{B}_{\mathrm{t}}:=\left\{x \in \mathbb{R}_{\geqslant 0}^{\left|\mathrm{C}_{1, e}\right|} \mid \sum_{\mathrm{C} \in \mathrm{C}_{1, \varepsilon}} x_{\mathrm{C}}=\mathrm{t}\right\}, \\
& \lambda_{\mathrm{t}}^{*}:=\max \left\{\lambda \mid \exists x \in \mathrm{~B}_{\mathrm{t}} \forall j \leqslant M: \mathrm{f}_{j}(x) \geqslant \lambda\right\} .
\end{aligned}
$$

Let $t^{\prime} \in \mathbb{R}_{\geqslant 0}$. By making use of the linearity of $f$ and $g: B \rightarrow \mathbb{R}, x \mapsto$ $\sum_{C \in \mathcal{C}_{1, e}} x_{C}$ it is easy to see that $B_{t}=\frac{t}{t^{\prime}} B_{t^{\prime}}$ and $\lambda_{t}^{*}=\frac{t}{t^{\prime}} \lambda_{t^{\prime}}^{*}$. Using $\mathrm{t}=1, \lambda_{1}^{*}=\lambda^{*}, \mathrm{t}^{\prime}=\mathrm{opT}_{\text {pre }}(\mathrm{I}, \varepsilon)$, and $\lambda_{\mathrm{opT}_{\text {pre }}(\mathrm{I}, \varepsilon)}^{*}=1$, this yields

$$
\sum_{C \in \mathcal{C}_{\mathrm{I}, \varepsilon}} \frac{1}{\hat{\lambda}^{\prime}} x_{\mathrm{C}}=\frac{1}{\hat{\lambda}} \leqslant \frac{1}{(1-\rho)} \frac{1}{\lambda^{*}} \leqslant \frac{1}{1-\rho} \operatorname{opt}_{\text {pre }}(\mathrm{I}, \varepsilon)
$$

and concludes the proof of the claim.
Therefore, to find a solution $x^{\prime}$ to $\operatorname{LPpre}(\mathrm{I}, \varepsilon)$, we scale $x$ by $1 / \hat{\lambda}$ and set $\rho:=\frac{\delta}{1+\delta} \in \mathcal{O}(\delta)$. Since $f\left(x^{\prime}\right) \geqslant \mathbf{1}_{M}$ holds, $x^{\prime}$ fulfills Equation (8.4) for each $\mathfrak{j} \in \mathcal{J}$. Hence, $x^{\prime}$ is a feasible solution to $L P_{\text {pre. }}$. Since $\rho, \delta^{\prime} \in \mathcal{O}(\delta)$, we need $\mathcal{O}\left(|\mathcal{I}|\left(\ln (|\mathcal{J}|)+\delta^{-2}\right)\left(\left|\mathcal{J}_{W, \varepsilon}\right| z+\left|\mathcal{J}_{N, \varepsilon}\right|+\mathfrak{m} z^{\prime 2} \delta^{-2}\right)\right)$ operations to find $x^{\prime}$. However, $x^{\prime}$ might have to many non-zero entries.

The algorithm performed $\mathcal{O}\left(|\mathcal{X}|\left(\ln (|\mathcal{X}|)+\delta^{-2}\right)\right)$ coordination steps adding at most one configuration in every step. Therefore, $x^{\prime}$ has at most this amount of non-zero components since we add at most one configuration in each step. We reduce this number by computing a basic solution $x_{\text {pre }, \varepsilon}$ to $L P_{\text {pre }}$ by using $x^{\prime}$ as a start vector. Beling and Megiddo [14] described how to compute a basic solution for the problem $A x=b, x \geqslant 0$, given a start solution $\bar{x}$, where $A \in$ $\mathbb{Q}^{\mathbf{m} \times n}$. Later Ke et al. [92] presented a faster way of rectangular matrix multiplication. Combined it is possible to find a basic solution in $\mathcal{O}\left(\mathrm{m}^{1.5356} \mathfrak{n}\right)$ time. Since our linear program is not in standard form, we have to add $|\mathscr{J}|$ variables and the equation $\sum_{C \in e_{1, \varepsilon}} x_{C}=$ $\sum_{\mathrm{C} \in \mathcal{E}_{\mathrm{I}, \varepsilon}}\left(\mathrm{x}_{\text {pre }}\right)_{\mathrm{C}}$. Furthermore, we use just the configurations which have a non-zero component in $\chi^{\prime}$. Therefore, we can compute a basic solution $x_{\text {pre, }}$ in $\mathcal{O}\left(|\mathcal{X}|^{1.5356}\left(|\mathcal{X}|\left(\ln (|\mathcal{X}|)+\delta^{-2}\right)\right)\right) \leqslant \mathcal{O}\left(|\mathcal{X}|^{2.5356}(\ln (|\mathcal{X}|)+\right.$ $\left.\delta^{-2}\right)$ ). In total, we need at most

$$
\mathcal{O}\left(|\mathcal{J}|\left(\ln (|\mathcal{I}|)+\delta^{-2}\right)\left(\left|\mathcal{Z} W_{, ~}\right| z+|\mathcal{J}|^{1.5356}+\mathrm{m} z^{\prime 2} / \delta^{2}\right)\right)
$$

operations to find a basic solution $\chi_{\text {pre, } \varepsilon}$ to the linear program.
We now look at the relation between optimal solutions to I and $\mathrm{I}_{\text {sup }, \varepsilon}$ :
Lemma 8.5. It holds that OPT $_{\text {pre }}\left(\mathrm{I}_{\text {sup }, \varepsilon}, \varepsilon\right) \leqslant(1+\varepsilon)$ OPT $_{\text {pre }}(\mathrm{I}, \varepsilon)$
Proof. Let a solution to $\mathrm{LP}_{\text {pre }}(\mathrm{I}, \varepsilon)$ and $\mathrm{LP}_{\text {pre }}\left(\mathrm{I}_{\text {sup }, \varepsilon}, \varepsilon\right)$ each be given. Since each group $\mathcal{J}_{W, \varepsilon, i}$ has the same summed up processing time, we can split that large job in $\mathrm{I}_{\text {sup }, \varepsilon}$ with processing time $\mathrm{P}\left(\mathcal{J}_{W, \varepsilon, i}\right)$ and
resource amount $R_{i}$ and schedule it instead of the jobs in $\mathcal{J}_{W, \varepsilon, i+1}$ in the solution to $\mathrm{LP}_{\text {pre }}(\mathrm{I}, \varepsilon)$. The widest group cannot be scheduled inside other jobs, but we can shift this group on top of the schedule. This group has a makespan of at most $\varepsilon^{2} \mathrm{P}_{\mathrm{W}} \leqslant \varepsilon \operatorname{OPT}_{\text {pre }}(\mathrm{I}, \varepsilon)$. So, for each solution to $\operatorname{LP}_{\text {pre }}(\mathrm{I}, \varepsilon)$, we can generate a solution to $\mathrm{LP}_{\text {pre }}\left(\mathrm{I}_{\text {sup }, \varepsilon}, \varepsilon\right)$ which is lengthened by at most $\varepsilon \operatorname{OPT}_{\text {pre }}(\mathrm{I}, \varepsilon)$, hence it holds that $\mathrm{OPT}_{\text {pre }}\left(\mathrm{I}_{\text {sup }, \varepsilon}, \varepsilon\right) \leqslant(1+\varepsilon) \mathrm{OPT}_{\text {pre }}(\mathrm{I}, \varepsilon)$.

Let us recapitulate the steps taken by the algorithm so far. In the first step, it computed $\mathrm{I}_{\mathrm{sup}, \varepsilon^{\prime}}$. Next in (iii)—as described in this subsectionthe algorithm computes $x_{\text {pre, } \varepsilon^{\prime}}$ defined as the $\left(1+\varepsilon^{\prime}\right)$-approximate solution to $\mathrm{LP}_{\text {pre }}\left(\mathrm{I}_{\text {sup }, \varepsilon^{\prime}, \varepsilon^{\prime}}\right)$ with at most $\left|\mathcal{J}_{\text {sup }, \varepsilon^{\prime}}\right|+1$ non-zero components. Since $\left|\partial_{\sup , W, \varepsilon^{\prime}}\right| \leqslant \varepsilon^{\prime-2}$ and $1 / \varepsilon<m$, we can generate this solution in $\mathcal{O}\left(\left|\partial_{\text {sup }, \varepsilon^{\prime}}\right|\left(\ln \left(\left|\mathcal{J}_{\text {sup }, \varepsilon^{\prime}}\right|\right)+\varepsilon^{-2}\right)\left(\left|\mathcal{J}_{\text {sup }, \varepsilon^{\prime}}\right|^{1.5356}+\mathfrak{m} / \varepsilon^{4}\right)\right)$ operations. By Lemma 8.5, we know that the solution $x_{\text {pre, } \varepsilon^{\prime}}$ has a makespan of at most:

$$
\begin{aligned}
\sum_{\mathrm{C} \in \mathrm{E}_{\mathrm{I}_{\text {sup }, \varepsilon^{\prime}, \varepsilon^{\prime}}}}\left(\mathrm{x}_{\text {pre }, \varepsilon^{\prime}}\right) \mathrm{C} & \stackrel{\text { L. } 8.3}{\leqslant}\left(1+\varepsilon^{\prime}\right) \text { opt }_{\text {pre }}\left(\mathrm{I}_{\text {sup }, \varepsilon^{\prime}}, \varepsilon^{\prime}\right) \\
& \left.\stackrel{\text { L. } 8.5}{\leqslant}\left(1+\varepsilon^{\prime}\right)^{2} \text { oPt }_{\text {pre }}\left(\mathrm{I}, \varepsilon^{\prime}\right) \leqslant\left(1+\varepsilon^{\prime}\right)^{2} \text { OPT(I) }\right)
\end{aligned}
$$

## Generalized Configurations - Step (iv)

Next, we will consider the solution $x_{\text {pre, } \varepsilon^{\prime}}$ of $L P_{\text {pre }}\left(I_{\text {sup, }, \varepsilon^{\prime}}, \varepsilon^{\prime}\right)$ generated in Step (iii) of the algorithm. Now the splitting point $\varepsilon^{\prime} R$ between wide and narrow jobs is clear from the context and we will discard the index $\varepsilon^{\prime}$ in all occurring sets and definitions.

The number of configurations used in $x_{\text {pre }}$ still depends on the input length, that is, $n$, because we did not round the sizes of the narrow jobs. For each used configuration, we have to pay one additional $p_{\max }$ when generating an integral schedule. Therefore, we achieve an additive term depending on $n$ when computing an integral solution at this point. Since we aim for an additive term depending solely on $1 / \varepsilon$, we give an additional structure to this solution. For this purpose, we use a set of containers for the narrow jobs, called windows, which were first introduced by Epstein and Levin [45].

A window $w=\left(w_{r}, w_{\mathfrak{m}}\right)$ is a pair consisting of a resource amount $R(w)=w_{r}$ and a number of machines $m(w)=w_{m}$. As for a configuration, the total time a window is processed is denoted as $p(w)$ and is called its height. At each point in time for a given window $w$, there $m(w)$ jobs with summed up resource amount $R(w)$ may be processed. For two windows $w_{1}$ and $w_{2}$, we write $w_{1} \leqslant w_{2}$ if and only if $R\left(w_{1}\right) \leqslant R\left(w_{2}\right)$ and $m\left(w_{1}\right) \leqslant m\left(w_{2}\right)$.

For a given configuration $C \in \mathcal{C}_{I}$, we denote by $\left.C\right|_{\mathcal{J}_{w}}$ the configuration consisting of all wide jobs in $C$; and for a given set of configurations $\mathcal{C} \subseteq \mathcal{C}_{I}$, we define $\mathcal{C}_{W}:=\left\{\mathcal{C}_{\mathcal{J}_{W}} \mid C \in \mathcal{C}\right\}$. Note that
each configuration in $\mathcal{C}_{W}$ contains at most $1 / \varepsilon^{\prime}$ items since each of the wide jobs needs at least $\varepsilon^{\prime} R$ resource. A generalized configuration $(C, w)$ is a pair consisting of a configuration $C \in \mathcal{C}_{W}$ and a window $w$. $(C, w)$ is valid for an instance $I$, if $m(w) \leqslant m-m(C)$ and $R(w) \leqslant R-R(C)$. For a configuration $C \in \mathcal{C}_{W}$ with $R(C)<R$ we define by $w(C):=(R-R(C), m-m(C))$ the main window for $C$.

Let $\mathcal{W}$ be a set of windows and $\mathcal{C}_{W}$ a set of configurations consisting exclusively of wide jobs. The following linear program $\mathrm{LP}_{W}$ describes the relation between generalized configurations and jobs assigned to them. This linear program was introduced by Epstein and Levin [45] but with a different set of generalized configurations.
$\operatorname{LP}_{W}\left(\mathrm{I}, \mathcal{C}_{W}, \mathcal{W}\right):$

$$
\begin{align*}
& \sum_{w \in \mathcal{W}} y_{j, w} \geqslant p_{j}, \quad \forall j \in \mathcal{J}_{N}  \tag{8.7}\\
& m(w) \sum_{\substack{\mathrm{C} \in \mathrm{e}_{w} \\
w(\mathrm{C}) \geqslant w}} \mathrm{x}_{(\mathrm{C}, w)} \geqslant \sum_{\mathrm{j} \in \mathcal{J}_{\mathrm{N}}} \mathrm{y}_{\mathrm{j}, w}, \quad \forall w \in \mathcal{W}  \tag{8.8}\\
& R(w) \sum_{\substack{\mathrm{C} \in \mathrm{e}_{\mathcal{W}} \\
w(\mathrm{C}) \geqslant w}} \mathrm{x}_{(\mathrm{C}, w)} \geqslant \sum_{\mathrm{j} \in \mathcal{J}_{\mathrm{N}}} \mathrm{r}_{\mathrm{j}} \mathrm{y}_{\mathrm{j}, w}, \quad \forall w \in \mathcal{W}  \tag{8.9}\\
& \begin{array}{rr}
\mathrm{x}_{(\mathrm{C}, w)} \geqslant 0, & \forall \mathrm{C} \in \mathcal{C}_{W}, \forall w \in \mathcal{W} \\
\mathrm{y}_{\mathrm{j}, w} \geqslant 0, & \forall w \in \mathcal{W}, \forall j \in \mathcal{J}_{\mathrm{N}}
\end{array} \tag{8.10}
\end{align*}
$$

The variable $x_{(C, w)}$ denotes the processing time of the generalized configuration $(C, w)$, and the value $y_{j, w}$ indicates which amount of job $j$ is processed in window $w$. Inequalities (8.6) and (8.7) ensure that for each job there is enough processing time reserved, while Equalities (8.8) and (8.9) ensure that in each window there is enough space to schedule the contained jobs. Given a solution $(x, y)$ to $\mathrm{LP}_{W}$, we define
which is the makespan of $(x, y)$, and

$$
\mathrm{P}(w, x):=\sum_{\substack{\mathrm{C} \in \mathrm{e}_{W} \\ \mathrm{C}(w) \geqslant w}} \mathrm{x}_{(\mathrm{C}, w)}
$$

which is the summed up processing time of a window $w \in \mathcal{W}$ in $x$.
We denote by $\mathcal{C}_{\text {pre }}:=\left\{C \in \mathcal{C}_{I} \mid\left(x_{\text {pre }}\right)_{C}>0\right\}$ the set of configurations with a non-zero component in $x_{\text {pre, }}$ where $\left(x_{\text {pre }}\right)_{C}$ denotes the processing time of configuration $C$ in $x_{\text {pre }}$. Moreover, $\mathcal{C}_{\text {pre, }} W$ is the set of configurations from $\mathcal{C}_{\text {pre }}$ containing wide jobs exclusively. We define $\mathcal{W}_{\text {pre }}:=\left\{w(C) \mid C \in \mathcal{C}_{\text {pre, } W}\right\}$ as the set of main windows for $\mathcal{C}_{\text {pre, }} W$ and $P_{\text {pre }}:=\sum_{C \in \mathcal{C}_{\text {pre }}}\left(x_{\text {pre }}\right)_{C}$ as the makespan of the preemptive schedule.

Lemma 8.6. Given a solution $x_{\text {pre, }}$ we can generate a solution $(\tilde{x}, \tilde{y})$ to $\mathrm{LP}_{\mathrm{W}}\left(\mathrm{I}, \mathrm{C}_{\text {pre, }}, \mathcal{W}_{\text {pre }}\right)$ such that

$$
\begin{equation*}
\mathrm{P}(\tilde{x})=\mathrm{P}_{\text {pre }} \tag{8.12}
\end{equation*}
$$

Proof. To generate this solution, we simply look at each configuration $C \in \mathcal{C}_{\text {pre, }}$ and sum up the processing time of each configuration $C^{\prime} \in \mathcal{C}_{\text {pre }}$, which is reduced to $C$, meaning $\left.C^{\prime}\right|_{\mathcal{J}_{w}}=C$. Building a generalized configuration, we combine $C$ with its main window $w(\mathrm{C}) \in \mathcal{W}_{\text {pre }}$. Hence we define

$$
\tilde{x}_{(C, w(C))}:=\sum_{\substack{C^{\prime} \in e_{\text {pre }} \\ c^{\prime} l_{\mathcal{L}_{W}}=C}}\left(x_{\text {pre }}\right)_{\mathrm{C}^{\prime}} .
$$

Equality (8.12) holds for this choice for $\tilde{x}$ since the procesing time of each configuration is added to exactly one generalized configuration. With a similar argument one can see that Inequality (8.6) holds because $\chi_{\text {pre }}$ fulfills Inequality (8.4). Now, we have to ensure that Inequalities (8.7) to (8.9) hold. For this purpose, we look at each configuration $C \in \mathcal{C}_{\text {pre }}$ and consider the reduced configuration $\left.C\right|_{\mathcal{J}_{w}}$ and its main window $w:=w\left(\mathrm{C}_{\mathcal{J}_{w}}\right)$. For each job $j \in \mathcal{J}_{N}$, we add its processing time in $C$, that is, $C(j)\left(x_{\text {pre }}\right)_{C}$, to the window $w$. In total, we get for each window $w \in W$ and each job $j \in \mathcal{J}_{N}$

$$
\tilde{y}_{j, w}:=\sum_{\substack{\mathrm{C} \in \mathcal{C}_{\text {pre }} \\ w\left(\left.\mathrm{C}\right|_{\mathcal{W}}\right)=w}} \mathrm{C}(\mathfrak{j})\left(x_{\text {pre }}\right)_{\mathrm{C}} .
$$

Since the configuration $C$ was valid and Equality (8.4) holds for $x_{\text {pre }}$, the Equalities (8.7) to (8.9) hold for ( $\tilde{x}, \tilde{y})$.

## Reducing the Number of Configurations - Step (v)

At this point, we already have reduced the number of used (generalized) configurations: Each wide job has a width of at least $\varepsilon^{\prime} R$ and they have at most $1 / \varepsilon^{\prime 2}$ different sizes. Therefore, the configuration part of each introduced generalized configuration has one of at most $\left(\frac{1}{\varepsilon^{\prime 2}}\right)^{1 / \varepsilon^{\prime}}$ different widths. Since in each introduced generalized configuration the configuration part is paired with the corresponding main window (which is the same for configuration parts with the same width and number of used machines), we used at most $\left(\frac{1}{\varepsilon^{\prime 2}}\right)^{1 / \varepsilon^{\prime}}$ different generalized configurations. This number is independent of the input size. However, this value is still to large since it is exponential in $1 / \varepsilon^{\prime}$, and if $\left|\partial_{\text {sup }}\right|<\left(\frac{1}{\varepsilon^{\prime 2}}\right)^{1 / \varepsilon^{\prime}}$, not even a better bound on the number of generated configurations (the number of generalized configurations in $(\tilde{x}, \tilde{y})$ is bounded by $\left.\min \left\{\left|\partial_{\text {sup }}\right|+1,\left(\frac{1}{\varepsilon^{\prime 2}}\right)^{1 / \varepsilon^{\prime}}\right\}\right)$. To reduce the number of generalized configurations, we round the resource amounts of the windows, i.e., the widths of the windows, in the next step. We define $P_{\text {pre }}(C):=\tilde{x}_{C, w(C)}$ for each $C \in \mathcal{C}_{W}$ and $P_{\text {pre }}(K):=\sum_{C \in K} P_{\text {pre }}(C)$ for each $K \subseteq \mathcal{C}_{W}$.

(a) A stack of the generalized configurations in $K_{i}$. The grey rectangles represent configurations and the blue rectangles windows. The dashed lines are multiples of $\varepsilon^{\prime 2} \mathrm{P}_{\text {pre }}$.

(b) The same stack of the generalized configurations as in Figure 8.2a. But this time the windows are shifted $\varepsilon^{\prime 2} P_{\text {pre }}$ downwards. One can see that their area fits into the new windows (hatched rectangles).

Figure 8.2: Shifting the windows

LEMMA 8.7. Given a solution ( $\tilde{x}, \tilde{y})$ to $\mathrm{LP}_{W}\left(\mathrm{I}, \mathcal{C}_{W}, \mathcal{W}_{\text {pre }}\right)$, we can find a set $\mathcal{W}^{\prime} \subseteq \mathcal{W}_{\text {pre }}$ with $\left|\mathcal{W}^{\prime}\right| \leqslant \varepsilon^{\prime-2}+2$ and a corresponding solution $(\bar{x}, \bar{y})$ to $\mathrm{LP}_{\mathrm{W}}\left(\mathrm{I}, \mathrm{C}_{W}, \mathcal{W}^{\prime}\right)$ which fulfills

$$
\begin{equation*}
P(\bar{x}) \leqslant\left(1+\varepsilon^{\prime}\right) P_{\text {pre }} \tag{8.13}
\end{equation*}
$$

and contains at most $\left|\mathcal{J}_{N}\right|+\left|\mathcal{J}_{W}\right|+2\left|\mathcal{W}^{\prime}\right|+1$ non-zero components with $\mathcal{O}\left(\left(|\mathcal{J}|+\left|\mathcal{W}^{\prime}\right|\right)^{1.5356}|\mathcal{J}|\left|\mathcal{W}^{\prime}\right|\right)$ operations.

Proof. The steps to find $\mathcal{W}^{\prime}$ and $(\bar{x}, \bar{y})$ are described in the following. The sets, configurations, and sizes defined for these steps can also be found in the Figures 8.2a and 8.2b.

To find the set $\mathcal{W}^{\prime}$, we reduce the number of window resource amounts by a further grouping step. We partition the set of generalized configurations by the number of machines in the window. For each $\mathfrak{i} \in\{1, \ldots, m\}$, we define $K_{i}:=\left\{C \in \mathcal{C}_{W} \mid m(C)=i\right\}$ to denote the set containing all configurations using exactly $i$ machines. Since at most $1 / \varepsilon^{\prime}$ wide jobs can be part of one configuration, only the sets $K_{1}$ to $K_{1 / \varepsilon^{\prime}}$ are not empty. For each of these sets we apply linear grouping: We number the configurations in $K_{i}$ such that $R\left(C_{i, 1}\right) \leqslant$ $R\left(C_{i, 2}\right) \leqslant R\left(C_{i, 3}\right) \ldots$ holds. Next, we stack the configurations defining start positions $s\left(C_{i, 1}\right):=0$ and $s\left(C_{i, j}\right):=s\left(C_{i, j-1}\right)+P_{\text {pre }}\left(C_{i, j-1}\right)$ for each $j>1$. Furthermore, we define a configurations end position $e\left(C_{i, j}\right):=s\left(C_{i, j+1}\right)$. The summed up height of all stacks is $P_{\text {pre }}$. We want to get about $\varepsilon^{\prime-2}$ windows. Hence, we split our stacks in $\varepsilon^{\prime-2}$ pieces total and consider in each stack the multiples of $\varepsilon^{\prime 2} P_{\text {pre }}$ to group the windows.

For each $0<i \leqslant 1 / \varepsilon^{\prime}$, we define $k_{i}:=\left\lceil P_{\text {pre }}\left(K_{i}\right) /\left(\varepsilon^{\prime 2} P_{\text {pre }}\right)\right\rceil$ which is the first multiple of $\varepsilon^{\prime 2} P_{\text {pre }}$ that does not intersect a generalized
configuration in the $i$-th stack since it has a height of at most $P_{\text {pre }}\left(K_{i}\right)$. Note that $k_{i}$ might touch the last configuration if

$$
\left\lceil\mathrm{P}_{\text {pre }}\left(\mathrm{K}_{\mathrm{i}}\right) /\left(\varepsilon^{\prime 2} \mathrm{P}_{\text {pre }}\right)\right\rceil=\mathrm{P}_{\text {pre }}\left(\mathrm{K}_{\mathrm{i}}\right) /\left(\varepsilon^{\prime 2} \mathrm{P}_{\text {pre }}\right),
$$

but we allow this. For each $k \in\left\{1, \ldots, k_{i}-1\right\}$, there is a configuration $C$ which intersects with $k \varepsilon^{\prime 2} P_{\text {pre, }}$ i.e., $s(C)<k \varepsilon^{\prime 2} P_{\text {pre }} \leqslant s(C)+P_{\text {pre }}(C)$. We denote this configuration by $\mathrm{C}^{\mathrm{i}, \mathrm{k}}$ and define $w_{i, k}:=w\left(\mathrm{C}^{i, k}\right)$ and $w_{i, k_{i}}:=(0,0)$. Furthermore, we define the set $K_{i, k}$ as the set of configurations lying between the configurations $\mathrm{C}^{i, k-1}$ and $\mathrm{C}^{i, k}$. The set $\mathcal{W}^{\prime}$ is defined such that it contains all the windows intersected by a multiple of $\varepsilon^{\prime 2} P_{\text {pre }}$ and two default windows. More precisely, we define

$$
\mathcal{W}_{\mathrm{K}_{i}}:=\left\{w_{i, k} \mid k \in\left\{1, \ldots, k_{i}-1\right\}\right\}
$$

as the set of chosen windows from $\mathrm{K}_{\mathrm{i}}$ and furthermore:

$$
\mathcal{W}^{\prime}:=\bigcup_{i=1}^{1 / \varepsilon^{\prime}} \mathcal{W}_{\mathrm{K}_{\mathrm{i}}} \cup\{(0,0),(\mathrm{R}, \mathrm{~m})\}
$$

It holds that $\left|\mathcal{W}_{\mathrm{K}_{\mathrm{i}}}\right| \leqslant\left\lfloor\mathrm{P}_{\text {pre }}\left(\mathrm{K}_{\mathrm{i}}\right) /\left(\varepsilon^{\prime 2} \mathrm{P}_{\text {pre }}\right)\right\rfloor$ and therefore:

$$
\left|\mathcal{W}^{\prime}\right| \leqslant 2+\sum_{i=1}^{1 / \varepsilon^{\prime}}\left\lfloor\frac{P_{\text {pre }}\left(K_{i}\right)}{\varepsilon^{\prime 2} P_{\text {pre }}}\right\rfloor \leqslant 2+\frac{1}{\varepsilon^{\prime 2}}
$$

After choosing the set of windows $\mathcal{W}^{\prime}$, the next step is to generate a solution to the LP ${ }_{W}$ which exclusively uses windows in $\mathcal{W}^{\prime}$ and needs not much further processing time. The crucial step is to shift the windows in each stack exactly $\varepsilon^{\prime 2} \mathrm{P}_{\text {pre }}$ downwards.
Let us consider the configurations $\mathrm{C}^{i, k}$ and $\mathrm{C}^{i, k-1}$. The resource amount of $\mathrm{C}^{i, k-1}$ is less or equal to the resource amount of $\mathrm{C}^{i, k}$. So, for each configuration $C \in K_{i, k}$, we have $w(C) \geqslant w_{i, k}$. If we shift the windows $\varepsilon^{\prime 2} P_{\text {pre }}$ downwards, the window $w_{i, k}$ is now processed alongside $\mathrm{C}^{i, k-1}$. The windows above $w_{i, k}$ have a lesser resource amount. We now round up the resource amount of the windows alongside the configurations in $C \in K_{i, k}$ such that they have the same resource amount as $w_{i, k}$. We therefore define for each $1 \leqslant 1 / \varepsilon^{\prime}$, for all $k \leqslant k_{i}$, and for each $C \in K_{i, k}: \bar{x}_{\left(\mathrm{C}, w_{i, k}\right)}:=\tilde{x}_{(\mathrm{C}, w(\mathrm{C}))}$
With configuration $C^{i, k}$ we have to be more careful. The lower part of this configuration should be alongside window $w_{i, k}$ and the other alongside $w_{i, k+1}$. We have to find the biggest multiple of $\varepsilon^{\prime 2} P_{\text {pre }}$ the configuration $C^{i, k}$ was intersected by. In case $P\left(C^{i, k}\right)>\varepsilon^{\prime 2} P_{\text {pre }}$, the configuration $\mathrm{C}^{i, k}$ will be intersected by more than one multiple of $\varepsilon^{\prime 2} \mathrm{P}_{\text {pre }}$. The biggest multiple is defined by $\varepsilon^{\prime 2} \mathrm{P}_{\text {pre }}\left\lfloor\frac{e\left(C^{i, k}\right)}{\varepsilon^{\prime 2} \mathrm{P}_{\text {pre }}}\right\rfloor$. This multiple defines the height at which the configuration is split. We define for each $i \leqslant 1 / \varepsilon^{\prime}$ and for each $k \leqslant k_{i}$ :

$$
\bar{x}_{\left(C^{i, k}, w_{i, k}\right)}:=\varepsilon^{\prime 2} P_{\text {pre }}\left\lfloor\frac{e\left(C^{i, k}\right)}{\varepsilon^{\prime 2} P_{\text {pre }}}\right\rfloor-s\left(C^{i, k}\right)
$$

$$
\overline{\mathrm{x}}_{\left(\mathrm{C}^{i, k}, w_{i, k+1}\right)}:=\tilde{\mathrm{x}}_{\left(\mathrm{C}^{i, k}, w_{i, k}\right)}-\overline{\mathrm{x}}_{\left(\mathrm{C}^{i, k}, w_{i, k}\right)}
$$

Finally, we need some extra space for the windows which were shifted below the lowest configuration. In each stack, it concerns window parts of total height $\varepsilon^{\prime 2} \mathrm{P}_{\text {pre }}$. Since we have $1 / \varepsilon^{\prime}$ stacks, we need $\varepsilon^{\prime} P_{\text {pre }}$ extra space. We round these windows up to the window $(R, m)$. Hence, the configuration $(\emptyset,(R, m))$ is the configuration which is extended in height. We define $\bar{x}_{(\emptyset,(R, m))}:=\tilde{x}_{(\emptyset,(R . m))}+\varepsilon^{\prime} P_{\text {pre }}$.

In the following, we describe how to assign the narrow jobs to the round up windows. Let us consider a configuration $C \in K_{i, k+1}$. The window $w(\mathrm{C})$ was shifted down such that it can be rounded up to $w_{i, k}$. To round this window up, we have to know which amount of it was processed alongside $C$. This amount is given by $\varphi_{C}:=$ $P_{\text {pre }}(C) / P_{\text {pre }}(w(C))$. So, for each configuration $C \in K_{i, k+1}$ and each job $j \in \mathcal{J}_{N}$, we add $\varphi_{C} \tilde{y}_{j, w(C)}$ processing time to $\bar{y}_{j, w_{i, k}}$.

Next, we consider a window $w_{i, k}$. In general, this has to be split: as one can see in Figure 8.2b the upper part of window $w_{i, k}$ stays in this window while the lower part is put into window $w_{i, k-1}$. This time we have to split the window at the smallest multiple of $\varepsilon^{\prime 2} P_{\text {pre }}$. This multiple is defined by $\varepsilon^{\prime 2} P_{\text {pre }}\left\lceil s\left(C^{i, k}\right) / \varepsilon^{\prime 2} P_{\text {pre }}\right\rceil$. Again, we have to know which amount of window $w_{i, k}$ has to be processed where. Let $\check{w}_{i, k}=\varepsilon^{\prime 2} P_{\text {pre }}\left\lceil s\left(C^{i, k}\right) / \varepsilon^{\prime 2} P_{\text {pre }}\right\rceil-s\left(C^{i, k}\right)$ be the processing time of window $w_{i, k}$ which hast to be scheduled in the window $w_{i, k-1}$, and let $\hat{w}_{i, k}=\tilde{x}_{\left(C^{i, k}, w_{i, k}\right)}-\check{w}_{i, k}$ be the processing time of window $w_{i, k}$ which can stay in $w_{i, k}$. Furthermore, we have to know which fraction of the total processing time of $w_{i, k}$ is represented by these two values. We define $\hat{\varphi}_{i, k}:=\hat{w}_{i, k} / P_{\text {pre }}\left(w_{i, k}\right)$ and $\check{\varphi}_{i, k}:=\check{w}_{i, k} / P_{\text {pre }}\left(w_{i, k}\right)$. We now know that we have to add $\hat{\varphi}_{i, k} \tilde{\mathcal{y}}_{j, w_{i, k}}$ to $\bar{y}_{j, w_{i, k}}$ and $\check{\varphi}_{i, k} \tilde{y}_{j, w_{i, k}}$ to $\bar{y}_{j, w_{i, k-1}}$. In total we have

$$
\bar{y}_{j, w_{i, k}}:=\sum_{C \in K_{i,(k+1)}} \varphi_{C} \tilde{y}_{j, w(\mathrm{C})}+\hat{\varphi}_{i, k} \tilde{y}_{j, w_{i, k}}+\check{\varphi}_{i, k+1} \tilde{y}_{j, w_{i, k+1}}
$$

for each $i \leqslant 1 / \varepsilon^{\prime}, k \leqslant k_{i}$ and $j \in \mathcal{J}_{N}$.
We consider the window ( $R, m$ ) separately. First, we have to round the main windows from all configurations in $K_{i, 1}$ up to ( $R, m$ ). More precisely, for each $i \leqslant 1 / \varepsilon^{\prime}, C \in K_{i, 1}$ and $j \in \mathcal{J}_{N}$, we add $\varphi_{C} \tilde{y}_{j, w(C)}$ to $\bar{y}_{j,(R, m)}$. Furthermore, we have to round up the lower part of window $w_{i, 1}$ to ( $R, m$ ). Additional jobs which were processed in window ( $R, m$ ) before stay there. So, in total we have

$$
\bar{y}_{j,(R, m)}:=\tilde{y}_{j,(R, m)}+\sum_{i=1}^{1 / \varepsilon^{\prime}}\left(\check{\varphi}_{i, 1} \tilde{y}_{j, w_{i, 1}}+\sum_{C \in K_{i, 1}} \varphi_{C} \tilde{y}_{j, w}(C)\right)
$$

for each $j \in \mathcal{J}_{N}$. Therefore, $(\bar{x}, \bar{y})$ is a solution to $\operatorname{LP}_{W}\left(\mathcal{W}^{\prime}\right)$. Using suitable data structures, $(\tilde{x}, \tilde{y})$ as well as $(\bar{x}, \bar{y})$ can be computed in $\mathcal{O}((m+\log (n) / \varepsilon) n)$ operations. This linear program has $\left|\mathcal{J}_{N}\right|+$
$\left|\mathcal{J}_{\text {sup }} W\right|+2\left|\mathcal{W}^{\prime}\right| \in \mathcal{O}\left(|\mathcal{J}|+\left|\mathcal{W}^{\prime}\right|\right)$ constraints and at most $\left|\mathcal{C}_{W} \|\left|\mathcal{W}^{\prime}\right|+\right.$ $\left|\mathcal{J}_{N} \| \mathcal{W}^{\prime}\right| \in \mathcal{O}\left(\left|\mathcal{J} \| \mathcal{W}^{\prime}\right|\right)$ variables. So we can compute a solution with at most $\left|\mathcal{J}_{\mathrm{N}}\right|+\left|\mathcal{J}_{\text {sup }} W\right|+2\left|\mathcal{W}^{\prime}\right|+1$ non-zero components in $\mathcal{O}((|\mathcal{J}|+$ $\left.\left.\left|\mathcal{W}^{\prime}\right|\right)^{1.5356}|\mathcal{J}|\left|\mathcal{W}^{\prime}\right|\right)$ operations.

In Step (v), the algorithm uses the results from Lemma 8.7 to find a solution ( $\bar{x}, \bar{y}$ ) to $\mathrm{LP}_{\mathrm{W}}$ which uses at most

$$
\left|\mathcal{J}_{N}\right|+\left|\mathcal{J}_{W}\right|+2\left|\mathcal{W}^{\prime}\right|+1 \leqslant\left|\mathcal{J}_{N}\right|+3 / \varepsilon^{\prime 2}+5
$$

non-zero components in $\mathcal{O}\left(\left|\left|\mathcal{J}_{\text {sup }}\right|+\left|\mathcal{W}^{\prime}\right|\right)^{1.5356}\left|\mathscr{J}_{\text {sup }}\right|\left|\mathcal{W}^{\prime}\right|\right)$ operations. Since $\left|\mathcal{W}^{\prime}\right| \in \mathcal{O}\left(1 / \varepsilon^{2}\right)$, the total running time of the algorithms from Step (i) to (v) can be bounded by $\mathcal{O}\left(\left|\mathscr{d}_{\text {sup }}\right|\left(\ln \left(\left|\mathcal{J}_{\text {sup }}\right|\right)+\varepsilon^{-2}\right)\left(\left|\mathcal{J}_{\text {sup }}\right|^{1.5356}+\right.\right.$ $\left.m / \varepsilon^{4}\right)$ ).

## Integral Solution - Step (vi)

We now generate an integral schedule of the jobs in $\mathcal{J}$. The used technique to schedule the wide jobs is similar to the technique used by Kenyon and Rémila [94] to place the wide rectangles into their fractional packing of rectangles. To place the narrow jobs, we use a similar argument as Epstein and Levin in [45].
We say a narrow job in $\mathfrak{J}_{\mathrm{N}}$ is scheduled fractionally if it is assigned to more than one window Hence, each fractionally scheduled job corresponds to at least two non-zero components. Note that ( $\bar{x}, \bar{y}$ ) has at most $\left|\mathscr{J}_{\mathrm{N}}\right|+3 / \varepsilon^{\prime 2}+5$ non-zero components. Since each job in $\mathscr{J}_{\mathrm{N}}$ needs one none zero component to be scheduled, there are at most $3 / \varepsilon^{\prime 2}+5$ non-zero components left for configurations or narrow jobs. Hence, ( $\bar{x}, \bar{y}$ ) contains at most $3 / \varepsilon^{\prime 2}+5$ fractionally scheduled jobs and configurations in total.
lemma 8.8. Let $(\bar{x}, \bar{y})$ be a basic solution to $\operatorname{LP}_{W}\left(\mathrm{I}_{\text {sup }}, \mathrm{C}_{W}, \mathcal{W}^{\prime}\right)$ such that the total number of fractionally scheduled narrow jobs and used configurations is bounded by K. There is a solution which places the jobs in J integrally and has a makespan of at most

$$
\left(1+\varepsilon^{\prime}\right) P(\bar{x})+\left(1+\varepsilon^{\prime-1}+K\right) p_{\max } .
$$

Proof. First, we modify the solution $(\bar{x}, \bar{y})$ to have enough space to schedule the jobs integrally: We define $\hat{x}_{(C, w)}:=\bar{x}_{(C, w)}+p_{\max }$ if $\bar{x}_{(C, w)}>0$, and $\hat{x}_{(C, w)}=0$ otherwise. We denote by $\mathcal{J}_{\text {frac }} \subseteq \mathcal{J}_{N}$ the set of fractionally scheduled narrow jobs in $(\bar{x}, \bar{y})$. For each $\mathfrak{j} \in \mathcal{J}_{\text {frac }}$ and each window $w \in \mathcal{W}$, we set $\hat{y}_{j, w}:=0$ and $\hat{y}_{j,(R, m)}:=p_{j}$. Furthermore, we add $P\left(\mathcal{J}_{\text {frac }}\right) \leqslant p_{\text {max }}\left|\mathcal{J}_{\text {frac }}\right|$ to $\hat{X}_{(\emptyset,(R, m))}$. For each remaining $\mathfrak{j} \in$ $\mathcal{I}_{\mathrm{N}} \backslash \mathcal{J}_{\mathrm{frac}}$, we set $\hat{y}_{j, w}=\bar{y}_{j, w}$. Moreover, for each fractional job and for each configuration, we add at most $p_{\max }$ processing time. Hence, we have $P(\hat{x}) \leqslant P(\bar{x})+K p_{\text {max }}$.
Next, we place the wide jobs. We sort the generalized configurations such that configurations with the same window are scheduled consecutively and number them in ascending order. We iterate over each


Figure 8.3: Integral placement of the jobs into the generalized configurations
$\mathfrak{i}<G$, i.e., over all groups, as well as all generalized configurations and fill the spaces for the job $\mathfrak{i} \in \mathcal{J} W$,sup which has a resource amount of $R_{i}$ with jobs from $\mathcal{J}_{w, i} \cap \mathcal{J}_{w}$ until the height of the configuration $\bar{x}_{(C, w)}$ is reached. Each last job in a configuration is allowed to overlap the border $\bar{x}_{(C, w)}$ since we have added $p_{\text {max }}$ extra space. All jobs from $\mathcal{J}_{W, i} \cap \mathcal{J}_{W}$ can be placed in the configurations. Furthermore, there is one generalized configuration $(\mathrm{C}, w)$ where the border $\bar{x}_{(\mathrm{C}, w)}$ is not overlapped by a job from $\mathcal{J}_{W, i}$ since $\sum_{(\mathrm{C}, w) \in \tilde{\mathcal{C}}} \mathrm{C}(\mathfrak{i}) \bar{x}_{(\mathrm{C}, w)} \geqslant \mathrm{P}\left(\mathcal{J}_{W, i}\right)$. In this particular configuration, we place the job which was intersected by the multiple of $\varepsilon^{\prime 2} \mathrm{P}_{W}$ in the first linear grouping and which fractions were put in $\mathscr{J}_{W, i}$ as well as in $\mathscr{J}_{W, i+1}$. Since one of its fractions was in $\mathcal{J}_{W, i}$, it fits into the reserved space.

To place the small jobs, we consider each window $w \in \mathcal{W}$. Let $\mathcal{J}(w)$ be the set of jobs contained in $w$. We order the jobs in $\mathcal{J}(w)$ by decreasing resource amount. Since the generalized configurations containing window $w$ are scheduled consecutively, we can build stacks of jobs form $\mathcal{J}(w)$ with total processing time between $\mathrm{P}(w, \bar{x})$ and $\mathrm{P}(w, \bar{x})+\mathrm{p}_{\text {max }}$ and schedule them in window $w$. Since $\mathrm{m}(w) \mathrm{P}(w, \overline{\mathrm{x}}) \geqslant$ $\sum_{j \in \mathcal{I}_{N}} \hat{y}_{j, w}$, we have to build at most $\mathfrak{m}(w)$ of these stacks. Because we have $\mathfrak{m}(w)$ free machines in each window, there is a free machine for each stack.

Consider the jobs $\partial_{\text {top }}$ intersecting the bound $\mathrm{P}(w, \overline{\mathrm{x}})$. These are the jobs with the lowest resource amount of their stack. Hence, at each point in time, the small jobs in the stacks have a total resource amount of at least $R\left(\mathcal{J}_{\text {top }}\right)$ and therefore $P(w, \bar{x}) R\left(\mathcal{J}_{\text {top }}\right) \leqslant \sum_{j \in J(w)} r_{j} p_{j} \leqslant$ $\mathrm{P}(w, \bar{x}) \mathrm{R}(w)$. Thus, the jobs in $\mathcal{J}_{\text {top }}$ fit into the window $w$.

We remove the stack with the largest resource amount. Then the summed up resource amount of the jobs at the bottom of the stacks is less than $R\left(\mathcal{J}_{\text {top }}\right)$ since each of these jobs was added right after a job from $\mathcal{J}_{\text {top }}$. Therefore, at each point in time, in window $w$ it holds that the resource amount of small jobs is at most $R\left(\mathcal{J}_{\text {top }}\right)$.

The removed stack has a total processing time of at most $\mathrm{P}(w, \bar{x})+$ $p_{\text {max }}$. Since this stack is removed in each window, jobs with summed up processing time at most $\sum_{w \in \mathcal{W} \backslash\{(0,0),(R, m)\}}\left(P(w, \bar{x})+p_{\max }\right) \leqslant$ $P(\bar{x})+\varepsilon^{\prime-2} p_{\max }$ have to be placed at the end of the schedule. Since each of these jobs has a resource amount of at most $\varepsilon^{\prime} R$, we can schedule $1 / \varepsilon^{\prime}$ of them at the same time. Hence, we need an additional processing time of $\varepsilon^{\prime} P(\bar{x})+\left(1+\varepsilon^{\prime-1}\right) p_{\max }$. In total, we get a schedule of makespan:

$$
\begin{aligned}
& \varepsilon^{\prime} P(\bar{x})+\left(1+\varepsilon^{\prime-1}\right) p_{\max }+P(\bar{x})+K p_{\max } \\
= & \left(1+\varepsilon^{\prime}\right) P(\bar{x})+\left(1+\varepsilon^{\prime-1}+K\right) p_{\max }
\end{aligned}
$$

The solution we get from Lemma 8.7 has at most $\left|\mathcal{J}_{N}\right|+\left|\mathcal{J}_{\text {sup }} w\right|+$ $2\left|\mathcal{W}^{\prime}\right|+1 \leqslant\left|\mathcal{Z}_{N}\right|+3 / \varepsilon^{\prime 2}+5$ non-zero components. Since each job $j \in \mathcal{J}_{N}$ needs a non-zero component to be scheduled, we have at most $3 / \varepsilon^{\prime 2}+5$ configurations and fractional jobs. Therefore, the generated integral schedule has a makespan of:

$$
\begin{aligned}
& \left(1+\varepsilon^{\prime}\right) \mathrm{P}(\bar{x})+\left(1+\varepsilon^{\prime-1}+3 / \varepsilon^{\prime 2}+5\right) p_{\max } \\
\leqslant & \left(1+\varepsilon^{\prime}\right)^{3} \text { ort }_{\text {pre }}\left(\mathrm{I}_{\text {sup }}\right)+\mathcal{O}\left(1 / \varepsilon^{2}\right) p_{\max } \\
\leqslant & \left(1+\varepsilon^{\prime}\right)^{4} \text { oPT }_{\text {pre }}(\mathrm{I})+\mathcal{O}\left(1 / \varepsilon^{2}\right) p_{\max } \\
\leqslant & (1+\varepsilon) \operatorname{OPT}(\mathrm{I})+\mathcal{O}\left(1 / \varepsilon^{2}\right) p_{\max }
\end{aligned}
$$

The number of operations to build the integral schedule is dominated by the number of operations to build the first preemptive schedule, that is, $\mathcal{O}\left(n\left(\ln (n)+\varepsilon^{-2}\right)\left(n^{1.5356}+m \varepsilon^{-4}\right)\right)$. Since each step we used to manipulate $x_{\text {pre }}$ was dominated by this number, this is our total processing time. Note that in the above process resources can be allocated contiguously. Hence, this schedule is feasible for instances where contiguous resource is required as well.

### 8.2.2 Second Case: $m \leqslant 1 / \varepsilon$

Let $\varepsilon>0$ and an instance $\mathrm{I}=(\mathcal{J}, \mathrm{m}, \mathrm{R})$ with $1 / \varepsilon \geqslant \mathrm{m}$ be given. In this case, we do not partition the set of jobs into wide and narrow jobs. Instead we apply the linear grouping to all jobs. Again, we get $G \leqslant 1 / \varepsilon^{\prime 2}$ groups $\mathcal{J}_{i}$. We denote by $\mathcal{J}_{\text {sup }}$ the set of jobs which contains for each $i<G$ one job with processing time $P\left(\mathcal{J}_{i}\right)$ and resource amount $\max \left\{r_{j} \mid j \in \mathcal{J}_{i}\right\}$. We denote by $\mathcal{C}_{\text {sup }}$ the set of valid configurations of jobs in $\mathcal{J}_{\text {sup }}$. We denote by $I_{\text {sup }}:=\left(\mathcal{J}_{\text {sup }}, m, R\right)$ the round up instance. To get a preemptive schedule for $I_{\text {sup }}$ we have to solve $L P_{\text {pre }}\left(I_{\text {sup }}\right)$ while interpreting each job in $\mathcal{J}_{\text {sup }}$ as a wide job. By Lemma 8.3, we get a solution $x_{\text {pre }}$ with $\mathcal{O}\left(\left|\partial_{\text {sup }}\right|\left(\ln \left(\left|\partial_{\text {sup }}\right|\right)+\varepsilon^{\prime-2}\right)\right)=\mathcal{O}\left(\varepsilon^{\prime-4}\right)$ non-zero components and $\sum_{C \in \mathcal{C}_{\text {sup }}}\left(x_{\text {pre }}\right)_{C} \leqslant\left(1+\varepsilon^{\prime}\right)$ opt $_{\text {pre }}$ in $\mathcal{O}\left(\left|\mathcal{J}_{\text {sup }}\right|\left(\ln \left(\left|\mathcal{J}_{\text {sup }}\right|\right)+\right.\right.$ $\left.\left.1 / \varepsilon^{\prime 2}\right)\left(\left|\mathcal{J}_{W}\right| z+\left|\mathcal{J}_{N}\right|+m z^{\prime 2} / \varepsilon^{\prime 2}\right)\right)=\mathcal{O}\left(m^{3} / \varepsilon^{\prime 6}\right)=\mathcal{O}\left(1 / \varepsilon^{\prime 9}\right)$ operations.

Since we now have a polynomial number of variables, we can construct a solution $\tilde{\chi}$ which has at most $1 / \varepsilon^{\prime 2}$ non-zero components and for which it holds that $\sum_{C \in e_{\text {sup }}}\left(\mathrm{x}_{\text {pre }}\right)_{\mathrm{C}}=\sum_{\mathrm{C} \in \mathrm{e}_{\text {sup }}} \tilde{\mathrm{x}}_{\mathrm{C}}$. This takes $\mathcal{O}\left(\left|\mathscr{J}_{\text {sup }}\right|^{2.5356}\left(\ln \left(\left|\mathcal{J}_{\text {sup }}\right|\right)+\varepsilon^{\prime-2}\right)\right)=\mathcal{O}\left(1 / \varepsilon^{\prime 4.5356}\right)$ operations.

To each of these components we add $p_{\text {max }}$ processing time. Next, we place the jobs from $\mathcal{I}_{i}$ for each $\mathfrak{i}<G$ in the configurations as we placed the wide jobs in the first case. We get a schedule of length at most $\left(1+\varepsilon^{\prime}\right)$ opt $_{\text {pre }}+\varepsilon^{\prime-2} \boldsymbol{p}_{\text {max }}$. The jobs in $\mathcal{J}_{G}$ are added in the end of the schedule. These jobs have a total makespan of at most $\varepsilon^{\prime}$ ort $_{\text {pre }}(\mathrm{I})$ since $P\left(\mathcal{J}_{G}\right) \leqslant \varepsilon^{\prime 2} P(\mathcal{J})$ and opt $_{\text {pre }}(I) \geqslant P(\mathcal{J}) / m \geqslant \varepsilon^{\prime} P(\mathcal{J})$. So, in the end we have a schedule with a total makespan of at most

$$
\begin{array}{r}
\left(1+\varepsilon^{\prime}\right) \text { OPT }_{\text {pre }}(\mathrm{I})+\varepsilon^{\prime} \text { OPT }_{\text {pre }}(\mathrm{I})+1 / \varepsilon^{\prime 2} \mathrm{p}_{\text {max }} \\
\leqslant(1+\varepsilon) \operatorname{OPT}(\mathrm{I})+\mathcal{O}\left(1 / \varepsilon^{2}\right) \mathrm{p}_{\max } .
\end{array}
$$

### 8.2.3 Improving the additive term

It is possible to reduce the additive term using different rounding strategies. To do this, we have to consider other cases than before: $m>1 / \varepsilon^{\prime 2}$ and $m \leqslant 1 / \varepsilon^{\prime 2}$.

Let $m>1 / \varepsilon^{\prime 2}$. In the described algorithm, we have two rounding steps. One for the wide jobs and one for the windows for narrow jobs. To achieve a better additive term, we have to modify both of them. First, we describe how to round the wide jobs. Previously, we used linear grouping to round the wide jobs. This rounding yielded $\varepsilon^{\prime-2}$ different item sizes. To improve the additive term, we have to reduce this number. Karmakar and Karp [90] have introduced a second rounding strategy called geometric grouping, and this technique was refined for strip packing in [21] and [138]. We describe how to apply the geometric grouping to the wide jobs:
lemma 8.9. For every $\varepsilon>0$ with $1 / \varepsilon \in \mathbb{N}$ and every instance I with a set of wide jobs $\mathcal{J}_{W, \varepsilon}$, we can reduce the number of different resource amounts of the wide jobs to $\left\lceil\log \left(\varepsilon^{-1}\right)\right\rceil \varepsilon^{-1}$ by extending the optimal preemptive schedule $\operatorname{OPT}_{\text {pre }}(\mathrm{I}, \varepsilon)$ by at most $2 \varepsilon \operatorname{OPT}_{\text {pre }}(\mathrm{I}, \varepsilon)$. The resulting rounded instance is called $\mathrm{I}_{\text {sup }, \varepsilon^{\prime}}^{\prime}$.

Proof. The idea is to partition the set $\mathcal{J}_{W}$ into sets $\mathcal{J}_{W, i}^{\prime}:=\{j \in$ $\left.\mathcal{J}_{W} \mid R / 2^{i+1} \leqslant r_{j}<R / 2^{i}\right\}$. Since each item in $\mathcal{J}_{w}$ has a resource amount of at least $\varepsilon R$, we have at most $\left\lceil\log \left(\varepsilon^{-1}\right)\right\rceil$ of these sets. Next, we round the items in each of these sets by linear grouping into at most $\varepsilon^{-1}$ different sizes. This is done in the following way: We stack the items of the set $\mathscr{J}_{W, i}^{\prime}$ in ascending order of their width. We then partition the stack in sets of height $\varepsilon \mathrm{P}\left(\mathcal{J}_{W, i}^{\prime}\right)$ and split the items cut by a horizontal line. Let $\mathcal{J}_{W, i, j}^{\prime}$ be the set containing the items between the lines $\varepsilon \mathrm{P}\left(\mathcal{J}_{W, i-1}^{\prime}\right)$ and $\varepsilon \mathrm{P}\left(\mathscr{J}_{W, i}^{\prime}\right)$. We round the resource amount of all jobs in $J_{W, i, j}^{\prime}$ to the widest resource amount which can be found in this set.

Consider a solution of $\operatorname{OPT}_{\text {pre }}(\mathrm{I}, \varepsilon)$. We can replace each job from group $\mathcal{I}_{W, i, j}^{\prime}$ by rounded jobs from group $\mathcal{I}_{W, i, j+1}^{\prime}$. The widest group in each stack is scheduled at the end of the solution. Since the resource amount of each job in this group is smaller than $R / 2^{i}$, we are able to schedule $2^{i}$ of them at the same point in time. Since the height of this group is at most $\varepsilon \mathrm{P}\left(\mathcal{J}_{W, i}^{\prime}\right)$, we need at most $\left(1 / 2^{i}\right) \cdot \varepsilon \mathrm{P}\left(\mathcal{J}_{W, i}^{\prime}\right)$ processing time to schedule this set of items fractionally.
On the other hand, we know that we can schedule at most $2^{i+1}$ items from $\mathscr{J}_{W, i}^{\prime}$ at the same time since their resource amount is at least $R / 2^{i+1}$. So it holds that:

$$
\sum_{i=0}^{\left\lceil\log \left(\varepsilon^{\prime-1}\right)\right\rceil-1} \mathrm{P}\left(\mathcal{J}_{W, i}^{\prime}\right) / 2^{i+1} \leqslant \text { OPT }_{\text {pre }}(\mathrm{I})
$$

Let us now consider the total processing time we have to add at the end of the schedule: For each of the $\left\lceil\log \left(\varepsilon^{\prime-1}\right)\right\rceil$ sets, we add the last group at the end of the schedule, i.e., at most $\left(1 / 2^{i}\right) \cdot \varepsilon^{\prime} P\left(\mathcal{J}_{W, i}^{\prime}\right)$ processing time per set. Hence, we add at most:

$$
\begin{aligned}
& \sum_{i=0}^{\left\lceil\log \left(\varepsilon^{\prime-1}\right)\right\rceil-1}\left(1 / 2^{i}\right) \cdot \varepsilon^{\prime} \mathrm{P}\left(\mathcal{J}_{W, i}^{\prime}\right) \\
= & 2 \varepsilon^{\prime} \sum_{i=0}^{\left\lceil\log \left(\varepsilon^{\prime-1}\right)\right\rceil-1} \frac{1}{2^{i+1}} \mathrm{P}\left(\mathcal{J}_{W, i}^{\prime}\right) \leqslant 2 \varepsilon^{\prime} \text { OPT }_{\text {pre }}(\mathrm{I})
\end{aligned}
$$

In each of the sets we have $\varepsilon^{\prime-1}$ groups. So in total we now have $\left\lceil\log \left(\varepsilon^{\prime-1}\right)\right\rceil \varepsilon^{\prime-1}$ different resource amounts for wide jobs and we have lengthened the preemptive schedule by at most $2 \varepsilon^{\prime} \mathrm{OPT}_{\text {pre }}(\mathrm{I})$.

In the second step, we modify the rounding of the resource amounts of the windows. We are able to reduce the number of different windows to $1 / \varepsilon^{\prime}+1$ :
Lemma 8.10. Let $\mathfrak{m} \geqslant 1 / \varepsilon^{\prime 2}$. Given a solution ( $\left.\tilde{x}, \tilde{y}\right)$ to the linear program $\mathrm{LP}_{W}\left(\mathrm{I}, \mathrm{C}_{W}, \mathcal{W}_{\text {pre }}\right)$, we can find a set $\mathcal{W}^{\prime} \subseteq \mathcal{W}_{\text {pre }}$ with $\left|\mathcal{W}^{\prime}\right| \leqslant 1 / \varepsilon^{\prime}+1$ and a solution $(\bar{x}, \overline{\mathrm{y}})$ to $\mathrm{LP}_{\mathrm{W}}\left(\mathrm{I}, \mathrm{C}_{\mathrm{W}}, \mathcal{W}^{\prime}\right)$ with

$$
\begin{equation*}
P(\bar{x}) \leqslant\left(1+2 \varepsilon^{\prime}\right) P(\tilde{x}), \tag{8.14}
\end{equation*}
$$

and that contains at most $\left|\mathcal{J}_{\mathrm{N}}\right|+\left|\mathcal{J}_{\mathrm{W}}\right|+2\left|\mathcal{W}^{\prime}\right|+1$ non-zero components. This can be done with $\mathcal{O}\left(\left(|\mathcal{J}|+\left|\mathcal{W}^{\prime}\right|\right)^{1.5356}|\mathcal{J}|\left|\mathcal{W}^{\prime}\right|\right)$ operations.

Proof. In the first step, we modify all windows except the window $(R, m)$ such that they use at most $m-1 / \varepsilon^{\prime}$ machines. This allows us to neglect the number of machines when we are rounding the windows resource amount since each configuration of wide jobs needs at most $1 / \varepsilon^{\prime}$ machines. Let us look at a window $w$. Let $J_{w}$ be the set of job parts scheduled in $w$, more precisely, for each job in $\mathcal{I}_{N}$ with $y_{j, w}>0$ there is a job in $\mathrm{J}_{w}$ with processing time $\mathrm{y}_{\mathrm{j}, w}$ and resource amount
$r_{j}$. We sort the jobs in $J_{w}$ by decreasing resource amount and build stacks of height $\mathrm{P}(w)$ exactly, similar as in the generation of an integral solution, but this time we allow jobs to be split horizontally. We now look at the number of stacks we got. If we have less than $m-1 / \varepsilon^{\prime}$ stacks, we set $w_{m}$ to $m-1 / \varepsilon^{\prime}$ without violating the Equation (8.8). If we have $m-x$ stacks with $x \in\left\{0, \ldots, 1 / \varepsilon^{\prime}-1\right\}$, we remove the $1 / \varepsilon^{\prime}-x$ stacks with the smallest resource amount, set $w_{\mathfrak{m}}$ to $m-1 / \varepsilon^{\prime}$ without violating the Equation (8.8), and place them into window ( $R, m$ ). Let $\mathcal{J}_{\text {shift }}$ be the set of (fractional) jobs we moved to window ( $R, m$ ).
Claim 8.11. If we schedule the jobs $\mathcal{J}_{\text {shift }}$ in window ( $R, m$ ), we have to add at most $\varepsilon^{\prime} P(\tilde{x})$ processing time to $\tilde{x}_{(\emptyset,(R, m))}$ to get a feasible solution of LP ${ }_{W}$.

The window $(R, m)$ is the only one where we have added jobs. We have to show $m \varepsilon^{\prime} P(\tilde{x}) \geqslant P\left(\mathcal{d}_{\text {shift }}\right)$ and that $R \varepsilon^{\prime} P(\tilde{x}) \geqslant \sum_{j \in \mathcal{J}_{\text {shift }}} r_{j} p_{j}$ to prove that the Inequalities (8.8) and (8.9) hold which then proves the claim.

Let us look at the stacks of jobs we removed in window $w$. We show that the summed up resource amount of the jobs at the bottom of these stacks is at most $\varepsilon^{\prime}$ R. To see this, notice that the summed up resource amount of the widest jobs in each stack except for the widest stack has a resource amount of at most $R(w)$. Otherwise, the resource amount of all the jobs in the window would be larger than $R(w)$ which would contradict the fact that Equality (8.9) holds for the considered solution. Furthermore, we know that $R(w) \leqslant R-\varepsilon^{\prime} R$ since the considered window is not the window ( $R, m$ ), and hence there has to be a wide job scheduled at the same time as the window.

Since the job at the bottom of the widest stack has a resource amount of less than $\varepsilon^{\prime} R$, the summed resource amount of all stacks is strictly smaller than R. Assume that the jobs at the bottom of the $1 / \varepsilon^{\prime}-x$ smallest stacks have a summed resource amount of more than $\varepsilon^{\prime} R$. In this case, one of these jobs has a resource amount of at least $\varepsilon^{\prime} R /\left(\varepsilon^{\prime-1}-x\right) \geqslant \varepsilon^{\prime 2} R$. All of the at least $m-1 / \varepsilon^{\prime}$ other wider stacks have a job with resource amount of at least $\varepsilon^{\prime 2} R$ at the bottom. Therefore, the total resource amount of the jobs at the bottom of the stacks is at least $\left(m-1 / \varepsilon^{\prime}\right) \varepsilon^{\prime 2} R+\varepsilon^{\prime} R \geqslant\left(1 / \varepsilon^{\prime 2}-1 / \varepsilon^{\prime}\right) \varepsilon^{\prime 2} R+\varepsilon^{\prime} R=R$ which is a contradiction since the total resource amount of these stacks is strictly less than $R$.

Let $\partial_{\text {shift, },}$ be the set of jobs in the stacks we remove from $w$. Since the summed up resource amount of the jobs at the bottom of these stacks is at most $\varepsilon^{\prime} R$, we know that $\varepsilon^{\prime} R \cdot P(w) \geqslant \sum_{j \in \mathcal{J}_{\text {shift, }},} r_{j} p_{j}$. The total processing time of these stacks is at most $\sum_{j \in \mathcal{J}_{\text {shift }} w} p_{j}=$ $P\left(\mathcal{J}_{\text {shift }, w}\right) \leqslant x \cdot P(w) \leqslant 1 / \varepsilon^{\prime} \cdot P(w) \leqslant m \varepsilon^{\prime} P(w)$ since $m \geqslant 1 / \varepsilon^{\prime 2}$. If we sum up the changes for all windows, we get:

$$
R \varepsilon^{\prime} P(\tilde{x}) \geqslant \sum_{w \in \mathcal{W} \backslash(R, m)} R \varepsilon^{\prime} P(w) \geqslant \sum_{w \in \mathcal{W} \backslash(R, m)} \sum_{j \in \mathcal{J}_{\text {shifit }}, w} r_{j} p_{j}=\sum_{j \in \mathcal{J}_{\text {shift }}} r_{j} p_{j}
$$

and

$$
m \varepsilon^{\prime} \mathrm{P}(\tilde{x}) \geqslant \sum_{w \in \mathcal{W} \backslash(R, m)} m \varepsilon^{\prime} \mathrm{P}(w) \geqslant \sum_{w \in \mathcal{W} \backslash(R, m)} \mathrm{P}\left(\mathcal{J}_{\text {shift }, w}\right)=\mathrm{P}\left(\mathcal{J}_{\text {shift }}\right)
$$

which proves the claim.
For each window $w \in \mathcal{W}$, we move each job $j \in \mathcal{J}_{\text {shift,w }}$ to the window $(R, m)$, by setting $\bar{x}_{(\emptyset,(R, m))}:=\tilde{x}_{(\emptyset,(R, m))}+\varepsilon^{\prime} P_{\text {pre }}$ and $\bar{y}_{j, w}:=$ 0 and $\bar{y}_{j,(R, m)}:=\bar{y}_{j, w}$. Now, we can set $m(w):=m-1 / \varepsilon^{\prime}$ for all windows in $\mathcal{W}_{\text {pre }}$ and adjust the solution accordingly.

We look again at the resource amount of the windows. Since all windows have the same number of machines they use, we do not need to partition the set of generalized configurations by the number of wide jobs they contain because the number of jobs is no longer a restriction to the possibility to schedule configuration and window at the same time. So, we build just one stack of generalized configurations, in increasing order of resource amounts of the configurations. We now shift the windows exactly $\varepsilon^{\prime} P_{\text {pre }}$ downwards like in the original rounding step and round the windows like before. By this rounding, we get $\varepsilon^{\prime-1}+1$ different window sizes and have to extend the window $(R, m)$ by $\varepsilon^{\prime} P_{\text {pre }}$. The solution $(\bar{x}, \bar{y})$ and the set $\mathcal{W}^{\prime}$ can be constructed analogously to the previous rounding. The number of operations is the same as in Lemma 8.7.

The modified algorithm first computes the rounded instance $\mathrm{I}_{\text {sup }, \varepsilon^{\prime}}^{\prime}$. Then it uses the algorithm described in the proof of Lemma 8.3 to find an approximate solution to $L P_{\text {pre }}$ with value $\left(1+\varepsilon^{\prime}\right)$ opt $_{\text {pre }}\left(I_{\text {sup }, \varepsilon^{\prime}}^{\prime}, \varepsilon^{\prime}\right)$. By Lemma 8.9 we know that $\left(1+\varepsilon^{\prime}\right)$ opt $_{\text {pre }}\left(\mathrm{I}_{\text {sup }, \varepsilon^{\prime}}^{\prime}, \varepsilon^{\prime}\right) \leqslant\left(1+\varepsilon^{\prime}\right)(1+$ $\left.2 \varepsilon^{\prime}\right)$ OPt(I). This solution is then transformed to a solution of LP ${ }_{W}$ without losing any factor in the approximation utilizing the techniques from Lemma 8.6. In the next step, the algorithm reduces the number of widows with the techniques from Lemma 8.10: Since $\left|\mathcal{W}^{\prime}\right| \leqslant \varepsilon^{\prime-1}+1$ and $\left|\mathcal{J}_{W}\right| \leqslant \varepsilon^{\prime-1}\left\lceil\log \left(\varepsilon^{\prime-1}\right)\right\rceil$, the linear program has $\left|\partial_{\sup } W\right|+\left|\partial_{N}\right|+$ $2\left|\mathcal{W}^{\prime}\right| \in \mathcal{O}\left(n+\varepsilon^{\prime-1}\right)$ constraints and at most $\left|\mathcal{C}_{W} \| \mathcal{W}^{\prime}\right|+\left|\mathcal{O}_{N}\right|\left|\mathcal{W}^{\prime}\right| \in$ $\mathcal{O}\left(n \varepsilon^{-1}\right)$ variables. Hence, we can compute a basic solution with at most $\left|\mathcal{J}_{\text {sup }} W\right|+\left|\mathcal{J}_{N}\right|+2\left|\mathcal{W}^{\prime}\right|+1$ non-zero components in $\mathcal{O}((n+$ $\left.\left.\varepsilon^{\prime-1}\right)^{1.5356} n \varepsilon^{-1}\right) \leqslant \mathcal{O}\left(n^{2.5356} \varepsilon^{-1}+n \varepsilon^{-3}\right)$ operations. Since we have at most $\left|\mathcal{J}_{\text {sup }} W\right|+\left|\mathcal{J}_{N}\right|+2\left|\mathcal{W}^{\prime}\right|+1$ non-zero components, the number of configurations and fractionally scheduled narrow jobs is bounded by $\varepsilon^{\prime-1}\left\lceil\log \left(\varepsilon^{\prime-1}\right)\right\rceil+2 \varepsilon^{-1}+3$. The makespan of this solution is bounded by $\left(1+\varepsilon^{\prime}\right)\left(1+2 \varepsilon^{\prime}\right)^{2}$ OPT(I). Using Lemma 8.8 , we get an integral schedule for the jobs in $\mathrm{I}_{\text {sup }}$ with makespan at most $\left(1+\varepsilon^{\prime}\right)^{2}(1+$ $\left.2 \varepsilon^{\prime}\right)^{2} \operatorname{OPT}(\mathrm{I})+\left(1+1 / \varepsilon^{\prime}+1 / \varepsilon^{\prime}\left(\log \left(1 / \varepsilon^{\prime}\right)+1\right)+2 / \varepsilon^{\prime}+3\right) p_{\max }$. If we set $\varepsilon^{\prime}:=\varepsilon / 8$, we get a schedule with makespan of at most:

$$
(1+\varepsilon) \text { OPT }+\mathcal{O}\left(p_{\max } \log (1 / \varepsilon) / \varepsilon\right)
$$

Let $m \leqslant 1 / \varepsilon^{\prime 2}$. Again, this case is the simpler one. We redefine the sets of wide and narrow jobs. Let $\mathcal{J} w:=\left\{j \in \mathcal{J} \mid r_{j}>R / m\right\}$ and
$\mathcal{I}_{N}:=\left\{j \in \mathcal{J} \mid r_{j} \leqslant R / m\right\}$. Let us first consider the items in $\mathcal{J}_{N}$. Since we can schedule exactly $m$ of them at the same time, we know that $P\left(\mathcal{J}_{N}\right) \leqslant m P_{\text {pre }}$. We round the items in $\mathcal{J}_{N}$ by a linear grouping step into at most $1 / \varepsilon^{\prime}$ different sizes. The total processing time of each group is given by $\varepsilon^{\prime} P\left(\mathscr{d}_{N}\right) \leqslant \varepsilon^{\prime} m P_{\text {pre }}$. Hence, the group containing the widest items can be scheduled at the end of the schedule adding at most $\varepsilon^{\prime} \mathrm{P}_{\text {pre }}$ processing time to the makespan.

Let us now consider the items in $\mathcal{J}_{w}$. We round this set of items via geometric grouping. Since the narrowest item has a width of at least $R / m$, we partition $\mathcal{J}_{w}$ into $\lceil\log (m)\rceil$ sets. In each of these stacks, we do linear grouping building $1 / \varepsilon^{\prime}$ groups per stack. For each stack $i$, we add at most $\left(\varepsilon^{\prime} / 2^{i}\right) \cdot \mathrm{P}(\mathcal{J} W, i)+p_{\max }$ extra processing time to the makespan. So in total we add at most

$$
\sum_{i=0}^{\lceil\log (\mathfrak{m})\rceil-1}\left(\left(1 / 2^{i}\right) \cdot \varepsilon^{\prime} P\left(\mathcal{g}_{W, i}^{\prime}\right)+p_{\max }\right) \leqslant 2\left\lceil\log \left(1 / \varepsilon^{\prime}\right)\right\rceil p_{\max }+2 \varepsilon^{\prime} \mathrm{P}_{\text {pre }}
$$

to the makespan if we round the wide jobs this way.
Now, we have at most $\lceil\log (\mathfrak{m})\rceil / \varepsilon^{\prime} \leqslant 2\left\lceil\log \left(1 / \varepsilon^{\prime}\right)\right\rceil / \varepsilon^{\prime}$ sizes for wide jobs and $1 / \varepsilon^{\prime}$ sizes for narrow jobs. By Lemma 8.3, we can find a preemptive schedule with at most $2\left\lceil\log \left(1 / \varepsilon^{\prime}\right)\right\rceil / \varepsilon^{\prime}+1 / \varepsilon^{\prime}+1$ non-zero components and makespan of at most $\left(1+\varepsilon^{\prime}\right)$ opt $_{\text {pre }}$ with $\mathcal{O}\left(n\left(\ln (n)+\varepsilon^{-2}\right)\left(\left|\mathcal{J}_{W}\right| / \varepsilon^{\prime}+n+m / \varepsilon^{4}\right)\right) \leqslant \mathcal{O}\left(\left(m / \varepsilon^{17}\right) \cdot \log \left(1 / \varepsilon^{\prime}\right)\right)$ operations. Utilizing Lemma 8.8, we can find an integral schedule with makespan at most

$$
\left(1+5 \varepsilon^{\prime}+\varepsilon^{\prime 2}\right) \mathrm{P}_{\text {pre }}+2\left(1+\left\lceil\log \left(1 / \varepsilon^{\prime}\right)\right\rceil+1 / \varepsilon^{\prime}+\left\lceil\log \left(1 / \varepsilon^{\prime}\right)\right\rceil / \varepsilon^{\prime}\right) \mathrm{p}_{\max }
$$

If we set $\varepsilon^{\prime}:=\varepsilon / 6$, we get a schedule with makespan of at most:

$$
(1+\varepsilon) \text { OPT }+\mathcal{O}\left(\varepsilon^{-1} \log \left(\varepsilon^{-1}\right)\right) p_{\max }
$$

This proves Theorem 8.1.

### 8.3 RESOURCE DEPENDENT PROCESSING TIMES

An instance Ĩ for scheduling with resource dependent processing times is given by a set $\tilde{\mathcal{J}}$ of $n$ jobs, a number of machines $m$ and a resource bound $R \in \mathbb{Z}_{\geqslant 0}$. Furthermore, for each job $j \in \tilde{\mathcal{f}}$ there is a set $D_{j} \subseteq[R]$ of valid resource values and a processing time function $\pi_{j}: D_{j} \rightarrow Q_{>0}$. The goal is to find for each job $j$ a resource assignment $\rho_{j} \in D_{j}$ and a starting time $t_{j} \in \mathbb{N}$ such that $\sum_{j: t \in\left[t_{j}, t_{j}+\pi_{j}\left(\rho_{j}\right)\right)} \rho_{j} \leqslant R$ and $\sum_{j: t \in\left[t_{j}, t_{j}+\pi_{j}\left(\rho_{j}\right)\right)} 1 \leqslant m$ for each $t \in \mathbb{N}$ and such that the makespan $\max _{j \in \mathcal{J}}\left(\mathrm{t}_{\mathrm{j}}+\pi_{\mathfrak{j}}\left(\rho_{j}\right)\right)$ is minimized.

We set $\pi_{\text {max }}:=\max \left\{\pi_{j}(\rho) \mid j \in \tilde{\mathcal{J}}, \rho \in \mathrm{D}_{\mathrm{j}}\right\}$ and denote the makespan of an optimal schedule by opt(II). For the most part of this section, we assume that the processing time functions $\pi_{j}$ are explicitly given as a list. Later, we discuss cases with a more compact encoding.

Like before, we first present an AFPTAS with additive term $\mathcal{O}\left(1 / \varepsilon^{2}\right)$. The basic idea of the algorithm is to find a resource allotment for the jobs and to utilize the AFPTAS for the fixed-resource variant. Finding a resource allotment that allows analysis is the main difficulty here. W.l.o.g., we assume that $1 / \varepsilon \in \mathbb{Z}_{>0}$ and set $\varepsilon^{\prime}:=\varepsilon / 8$. Like in the fixed-resource variant, the AFPTAS works differently in the two cases $1 / \varepsilon<m$ and $1 / \varepsilon \geqslant m$ and again the second case is much simpler. We give a brief overview of the algorithm for the first case, followed by a detailed description and analysis for both cases, and lastly show that the improved additive term can be extended as well. After that, we discuss cases in which the processing time functions have a more compact encoding. We show that for a wide range of cases our techniques can be used to achieve AFTPAS results as well.

### 8.3.1 Explicitly Given Processing Time Functions

## Algorithm

Given an instance Ĩ and $\varepsilon>1 / \mathrm{m}$ the algorithm can be summarized as follows:
(i) Compute via max-min resource sharing a preemptive schedule with length at most $\left(1+\varepsilon^{\prime}\right)$ opt $_{\text {pre }}(\tilde{I})$.
(ii) Using the preemptive schedule, define an instance I for the fixed-resource variant, for which $\operatorname{OPT}_{\text {pre }}(\mathrm{I}) \leqslant\left(1+\varepsilon^{\prime}\right)$ opt $_{\text {pre }}(\tilde{\mathrm{I}})$ holds.
(iii) Apply Steps (ii) to (v) of the fixed-resource AFPTAS yielding a solution $(\bar{x}, \bar{y})$ for the window LP for the rounded instance $I^{\prime}$ that uses at most $1 / \varepsilon^{\prime 2}+2$ windows.
(iv) Compute a unique resource allotment for all but at most $3 / \varepsilon^{\prime 2}+$ 4 of the original jobs in $\tilde{y}$, which is in some sense compatible with both the linear grouping for I and the windows.
(v) Use the unique resource allotment to define a new instance for the fixed-resource variant and a new solution ( $\breve{x}, \breve{y}$ ) of the window LP that has the same length as ( $\bar{x}, \bar{y})$.
(vi) Apply Step (vi) of the fixed-resource AFPTAS, yielding a schedule for almost all of the jobs.
(vii) Put the jobs that did not get a unique resource allotment on top of the schedule using at most $\left(3 / \varepsilon^{\prime 2}+4\right) \pi_{\max }$ extra height.

## Preemptive Schedule

Unlike before, in this section, we mean by preemptive a schedule where the jobs can be interrupted at any time at no cost and restarted later possibly on another processor with a different resource-allotment. Note that in Section 8.2 it was possible for pieces of the same job to be executed in parallel which now is forbidden. We denote the length of an optimal preemptive schedule for Ĩ by $\operatorname{opt}_{p r e}(\tilde{I})$. Like
before, a configuration $C$ is formally defined as a multiset of jobs from $\tilde{d}$, and we denote the multiplicity of job $\mathfrak{j}$ in configuration $C$ by $\rho_{C, j}$. In this context, the multiplicity of a job encodes the number of resource-units that are assigned to it. A configuration C is called feasible if $\sum_{j: \rho_{C, j}>0} 1 \leqslant m, \sum_{j \in \tilde{d}} \rho_{C, j} \leqslant R$, and $\rho_{C, j} \in D_{j} \cup\{0\}$ for each $j \in \tilde{J}$. Note that $\rho_{C, j}=0$ corresponds to the case that the $j o b j$ is not a part of the configuration. The set of feasible configurations is denoted by $\mathfrak{e}$.

The computation of the schedule is done via the following LP:

$$
\begin{aligned}
\min \sum_{\mathrm{C} \in \tilde{\mathrm{C}}} x_{\mathrm{C}} & \\
\sum_{\rho \in \mathrm{D}_{j}} \frac{1}{\pi_{j}(\rho)} \sum_{\mathrm{C}: \rho_{\mathrm{C}, \mathrm{j}}=\rho} x_{\mathrm{C}} & \geqslant 1 \\
x_{\mathrm{C}} & \geqslant 0
\end{aligned} \quad \forall j \in \tilde{\mathcal{J}} \quad \forall \mathrm{C} \in \tilde{\mathrm{C}} \quad .
$$

In the following, this LP is denoted by $\mathrm{LP}_{\text {pre }}(\tilde{\mathrm{I}})$. It is easy to see that a solution of $\mathrm{LP}_{\text {pre }}(\tilde{\mathrm{I}})$ corresponds to a preemptive schedule and viceversa. Note that $\mathrm{LP}_{\text {pre }}(\tilde{I})$ is closely related to the LP used to find a preemptive solution for the fixed-resource variant, and indeed we will follow the same approach to find an approximate solution as in Lemma 8.3.
lemma 8.12. A solution $x$ to $\mathrm{LP}_{\text {pre }}(\tilde{\mathrm{I}})$ that satisfies

$$
\sum_{\mathrm{C} \in \tilde{\mathcal{C}}} \chi_{\mathrm{C}} \leqslant\left(1+\varepsilon^{\prime}\right) \text { opt }_{\text {pre }}(\tilde{\mathrm{I}})
$$

can be found in time $\mathcal{O}\left(\mathfrak{n}^{2} \ln (\ln (\mathfrak{n})) \mathrm{m}^{3} \max _{\mathrm{j}}\left|\mathrm{D}_{\mathrm{j}}\right| \varepsilon^{-1}\left(\varepsilon^{-2}+\ln \mathfrak{n}\right)\right.$ ). Furthermore, a solution with the same objective value and at most $n+1$ non-zero components can be found using $\mathcal{O}\left(n^{2.5356}\left(\varepsilon^{-2}+\ln \mathfrak{n}\right)\right)$ operations.

Proof. We present the adaptations that have to be made in the proof of Lemma 8.3. First, we define a (non-empty convex compact) set $B=\left\{x \in \mathbb{R}_{\geq 0}^{\tilde{e}} \mid \sum_{C \in \tilde{e}} x_{C}=1\right\}$ along with non-negative linear functions $f_{j}: \mathbb{R}^{|\tilde{\mathcal{E}}|} \rightarrow \mathbb{R}_{>0}, x \mapsto \sum_{\rho \in D_{j}} \frac{1}{\pi_{j}(\rho)} \sum_{C: \rho_{C, j}=\rho} x_{C}$ for each $j \in \tilde{\mathcal{J}}$. Moreover, we set $\lambda^{*}=\max \left\{\lambda \mid f_{j}(x) \geqslant \lambda, j \in \tilde{f}, x \in B\right\}$. The algorithm by Grigoriades et al. [59] can be applied to find an $x \in B$ that satisfies $f_{j}(x) \geqslant(1-\gamma) \lambda^{*}$ for each $\mathfrak{j} \in \tilde{j}$. In each iteration of the algorithm, a price vector $\mathrm{q} \in \mathbb{R}^{n}$ is obtained and the block problem $\max \left\{\sum_{j \in \tilde{\mathcal{I}}} \mathfrak{q}_{j} f_{j}(x) \mid x \in B\right\}$ has to be solved approximately with an accuracy $\gamma^{\prime}$ that depends linearly on $\gamma$. It can be easily seen that an optimum to this problem is obtained at a point $x \in B$ with $x_{C^{*}}=1$ for a single configuration $\mathrm{C}^{*}$ and $x_{C}=0$ for $\mathrm{C} \neq \mathrm{C}^{*}$. The problem to find such a configuration can be described by the following ILP:

$$
\begin{equation*}
\max \sum_{j \in \tilde{\mathcal{J}}} \sum_{\rho \in D_{j}} \frac{q_{j}}{\pi_{j}(\rho)} x_{j, \rho} \tag{8.15}
\end{equation*}
$$

$$
\begin{align*}
\sum_{j \in \tilde{\mathcal{I}}} \sum_{\rho \in D_{j}} \rho x_{j, \rho} & \leqslant R  \tag{8.16}\\
\sum_{j \in \tilde{\mathcal{I}}} \sum_{\rho \in D_{j}} x_{j, \rho} & \leqslant m  \tag{8.17}\\
\sum_{\rho \in D_{j}} x_{j, \rho} & \leqslant 1  \tag{8.18}\\
x_{j, \rho} & \in\{0,1\} \quad \forall j \in \tilde{\mathcal{J}} \tag{8.19}
\end{align*}
$$

The variables $x_{j, \rho}$ express whether $\rho$ units of the resource are assigned to a job $j$ in the configuration. The Constraint (8.17) and (8.16) guarantee that there are at most $\mathfrak{m}$ jobs in the configuration with summed up resource allocation at most $R$; and due to (8.18) every job is scheduled at most once. This problem can be seen as a multiple-choice knapsack problem with an additional capacity constraint (kMCKP): A variant of the knapsack problem where the items are partitioned into equivalence classes and only one item from every class may be packed. Moreover, the capacity constraint bounds the number of items that can be packed. A naive application of basic techniques by Lawler [105] provides an FPTAS for this problem with running time $\mathcal{O}\left(\mathrm{tk}^{3} \delta^{-1}\right)$, where $t$ is the number of items to be packed, $k$ the maximum number of items that may be packed, and $\delta$ the accuracy. Applied to this case we get a running time of $\mathcal{O}\left(\mathrm{n}_{\max }^{j}\left|\mathrm{D}_{\mathfrak{j}}\right| \mathrm{m}^{3} \gamma^{\prime-1}\right)$.
Scaling $x$ and setting $\gamma=\varepsilon^{\prime} /\left(1+\varepsilon^{\prime}\right)$, we get a solution with the required makespan after $\mathcal{O}\left(\mathfrak{n}\left(\varepsilon^{-2}+\ln \mathfrak{n}\right)\right)$ iterations. In each iteration, there is a numerical overhead of $\mathcal{O}\left(n \ln \ln \left(n \gamma^{-1}\right)\right)$ and the knapsack problem has to be solved. The running time of the FPTAS can be bounded by $\mathcal{O}\left(\mathrm{n} \ln (\ln (\mathrm{n})) \mathrm{m}^{2} \max _{\mathrm{j}}\left|\mathrm{D}_{\mathrm{j}}\right| \gamma^{\prime-1}\right)$. Since $\varepsilon^{\prime} / 2 \leqslant \gamma \leqslant \varepsilon^{\prime}$ and $\varepsilon^{\prime}=\varepsilon / 8$, we get the asserted running time. We turn this solution into a basic feasible one in time $\mathcal{O}\left(\mathfrak{n}^{2.5356}\left(\varepsilon^{-2}+\ln \mathfrak{n}\right)\right)$.

## Fixed-Resource Instance

Based on the preemptive schedule, we now define an instance I of the problem with fixed resources. Let $x_{(j, \rho)}:=1 / \pi_{j}(\rho) \sum_{C: \rho_{C, j}=\rho} x_{C}$ be the fraction of $j o b j \in \tilde{\mathcal{J}}$ that is scheduled with a resource amount of $\rho \in \mathrm{D}_{j}$ according to the preemptive solution. W.l.o.g., we may assume that:

$$
\begin{equation*}
\forall j \in \tilde{\mathcal{J}}: \sum_{\rho \in \mathrm{D}_{j}} \mathrm{x}_{(\mathrm{j}, \mathrm{\rho})}=1 \tag{8.20}
\end{equation*}
$$

Note that if the left side should be larger than one, we can just scale down the $x_{(j, \rho)}$ values. The new set of jobs is defined as $\mathcal{J}=\{(j, \rho) \mid j \in$ $\left.\tilde{y}_{, \rho} \in D_{j}, x_{j, \rho}>0\right\}$ with processing time $p_{(j, \rho)}:=x_{(j, \rho)} \pi_{j}(\rho)$ and resource requirement $r_{(j, \rho)}=\rho$. The machine set and the resource bound stay the same.

This instance I has at most $(n+1) m$ jobs because in the preemptive solution at most $n+1$ configurations are used each containing at most $m$ jobs. Furthermore note that:

$$
\begin{equation*}
\operatorname{oPT}_{\text {pre }}(\mathrm{I}) \leqslant\left(1+\varepsilon^{\prime}\right) \operatorname{opt}_{\text {pre }}(\tilde{\mathrm{I}}) \leqslant\left(1+\varepsilon^{\prime}\right) \operatorname{OPT}(\tilde{\mathrm{I}}) \tag{8.21}
\end{equation*}
$$

The first inequality holds because ( $x_{C}$ ) yields a solution for the preemptive version of the fixed-resource problem and the second is obvious.

From here on we have to distinguish the two cases $1 / \varepsilon<m$ and $1 / \varepsilon \geqslant m$. In both cases, we will make use of results for the fixedresource problem. However, the second case is much simpler since a unique resource allotment can be found prior to the application of the AFPTAS for the fixed-resource variant. Therefore, the whole algorithm can be applied, while in the first case some steps are conducted before finding a unique resource allotment for all the jobs and some afterwards.
first case: $1 / \varepsilon<m$. For instance I and $\varepsilon^{\prime}$, we now use Steps (ii) to (v) of the AFPTAS for the fixed-resource problem. By application of linear grouping, the set of jobs is divided into wide $\mathcal{J}_{W}$ and narrow jobs $\mathcal{J}_{\mathrm{N}}$. The wide jobs are split up into $G=1 / \varepsilon^{\prime 2}$ groups $\mathcal{J}_{W, i}$. It may happen that jobs that are part of multiple groups are split up correspondingly. We formally handle this by introducing a factor $\delta_{(j, \rho), i}$ that denotes the fraction of a wide job $(j, \rho) \in \mathcal{J}_{w}$ that lies in the $i$-th group in the linear grouping stack. In the next step, a modified instance $I_{\text {sup }}=\left(\partial_{\text {sup }, ~} \cup \mathcal{J}_{N}, m, R\right)$ with replaced wide jobs is formed for which Lemma 8.3 and subsequently Lemma 8.7 can be applied. Summarizing, we get:
lemma 8.13. We can obtain a set of windows $\mathcal{W}^{\prime}$, a set of configurations $\mathcal{C}_{W}$, and a basic feasible solution $(\bar{x}, \bar{y})$ to $\operatorname{LP}_{W}\left(\mathrm{I}_{\text {sup }}, \mathcal{C}_{W}, \mathcal{W}^{\prime}\right)$ with the following properties:

$$
\begin{align*}
& \left|\mathcal{W}^{\prime}\right| \leqslant 1 / \varepsilon^{\prime 2}+2  \tag{8.22}\\
& \mathrm{P}(\overline{\mathrm{x}}) \leqslant\left(1+\varepsilon^{\prime}\right)^{2} \mathrm{opT}_{\text {pre }}\left(\mathrm{I}_{\text {sup }}\right) \tag{8.23}
\end{align*}
$$

The running time can be bounded by $\mathcal{O}\left(\mathfrak{n m}\left(\ln (n m)+\varepsilon^{-2}\right)\left((n m)^{1.5356}+\right.\right.$ $\left.m \varepsilon^{-4}\right)$ ).

Proof. The running time is due to Lemma 8.3 and $|\mathcal{J}| \leqslant(n+1) m$. All the remaining claims follow from Lemma 8.7.

## Unique Resource Allotment

The goal in this section is to find a unique resource allocation $r_{j}$ for almost all the jobs $\mathfrak{j} \in \tilde{\mathcal{J}}$ of the original instance.
first case: $1 / \varepsilon<m$. Using a linear program, we will find a new instance for the fixed-resource variant in which the wide jobs still fit into the linear grouping stack given by I , and the narrow jobs fit into the windows given by $(\bar{x}, \bar{y})$. We set $u_{(j, \rho), i}:=\delta_{(j, \rho), i} x_{(j, \rho)}$ for each $i \in[G]$ and $(j, \rho) \in \mathcal{J}_{W, i}$, and $v_{(j, \rho), w}:=\left(\pi_{j}(\rho)\right)^{-1} \bar{y}_{(j, \rho), w}$ for each $(\mathfrak{j}, \rho) \in \mathcal{J}_{N}$ and $w \in \mathcal{W}^{\prime}$. This yields a solution to the following LP:

$$
\begin{align*}
& \sum_{(j, \rho) \in \mathcal{J}_{W, i}} \pi_{j}(\rho) \mathfrak{u}_{(j, \rho), i} \leqslant \mathrm{P}\left(\mathcal{J}_{W, i}\right)  \tag{8.24}\\
& \sum_{(j, \rho) \in \mathcal{I}_{N}} \pi_{\mathfrak{j}}(\rho) v_{(j, \rho), w} \leqslant \mathfrak{m}(w) \sum_{\mathrm{C} \in \mathrm{C}(w)} \overline{\mathrm{x}}_{\mathrm{C}, w} \quad \forall w \in \mathcal{W}^{\prime}  \tag{8.25}\\
& \sum_{(j, \rho) \in \mathcal{I}_{N}} r_{(j, \rho)} \pi_{j}(\rho) v_{(j, \rho), w} \leqslant R(w) \sum_{C \in C(w)} \overline{\mathrm{x}}_{\mathrm{C}, w} \quad \forall w \in \mathcal{W}^{\prime}  \tag{8.26}\\
& \sum_{i \in[G]} \sum_{(j, \rho)} \mathfrak{u}_{(j, \rho), i}+\sum_{w \in \mathcal{W}^{\prime}} \sum_{(j, \rho)} v_{(j, \rho), w}=1 \quad \forall j \in \tilde{\mathcal{J}}  \tag{8.27}\\
& u_{(j, \rho), i} \geqslant 0 \quad \forall i \in[G],(j, \rho) \in \mathcal{J}_{W, i}  \tag{8.28}\\
& v_{(j, \rho), w} \geqslant 0 \quad \forall w \in \mathcal{W}^{\prime}, \forall(j, \rho) \in \mathcal{J}_{N} \tag{8.29}
\end{align*}
$$

The Inequality (8.24) holds due to the definition of the linear grouping and because $\pi_{\mathfrak{j}}(\rho) \mathfrak{u}_{(j, \rho), \mathfrak{i}}=\delta_{(j, \rho)} \mathfrak{p}_{(j, \rho)}$ is exactly the height that job $(j, \rho)$ contributes to the height $P(\mathcal{J} w, i)$ of group $i$. The next two Constraints (8.25) and (8.26) are satisfied because $\pi_{j}(\rho) v_{(j, \rho), w}=\bar{y}_{(j, \rho), w}$ and ( $\bar{x}, \bar{y}$ ) satisfies the Constraints (8.8) as well as (8.9) of LP ${ }_{W}$. Furthermore, it holds that:

$$
\begin{aligned}
& \sum_{i \in[G]} \sum_{(j, \rho) \in \mathcal{J}_{W, i}} u_{(j, \rho), i}+\sum_{w \in \mathcal{W}^{\prime}} \sum_{(j, \rho) \in \mathcal{J}_{N}} v_{(j, \rho), w} \\
= & \sum_{(j, \rho) \in \mathcal{J}_{w}} x_{j, \rho} \sum_{i \in[G]} \delta_{(j, \rho), i}+\sum_{(j, \rho) \in \mathcal{J}_{N}}\left(\pi_{j}(\rho)\right)^{-1} \sum_{w \in \mathcal{W}^{\prime}} \bar{y}_{(j, \rho), w} \\
= & \sum_{(j, \rho) \in \mathcal{J}_{w}} x_{j, \rho}+\sum_{(j, \rho) \in \mathcal{J}_{N}}\left(\pi_{j}(\rho)\right)^{-1} p_{(j, \rho)} \\
= & \sum_{(j, \rho) \in \mathcal{J}_{w}} x_{j, \rho}+\sum_{(j, \rho) \in \mathcal{J}_{N}} x_{j, \rho}=\sum_{(j, \rho) \in \mathcal{J}} x_{j, \rho}=\overline{=} 1
\end{aligned}
$$

This yields (8.27), and this constraint guarantees that every job in Ĩ is used exactly once.
Next, we convert ( $u, v$ ) into a basic feasible solution of the LP. Afterwards, $(u, v)$ has at most $G+2\left|\mathcal{W}^{\prime}\right|+|\tilde{\partial}|$ non-zero variables. Furthermore, due to (8.27) and a simple counting argument, there are at most $G+2\left|\mathcal{W}^{\prime}\right| \leqslant 3 / \varepsilon^{\prime 2}+4$ jobs $\mathfrak{j} \in \tilde{\mathcal{J}}$ with more than one nonzero variable from the set $\left\{u_{(j, \rho), i}, v_{(j, \rho), w} \mid \rho \in D_{j}, \mathfrak{i} \in[G], w \in \mathcal{W}^{\prime}\right\}$ of variables related to $j$. We will schedule the jobs with more than one non-zero variable separately in the end. The rest of the jobs $\bar{\jmath}$ yield a new instance $\bar{I}$ for the fixed-resource variant. For each $\mathfrak{j} \in \overline{\mathcal{J}}$, exactly one of the following holds: There are $\rho \in D_{j}$ and $i \in[G]$ with $u_{(j, \rho), i}=1$, or there are $\rho \in D_{j}$ and $w \in \mathcal{W}^{\prime}$ with $v_{(j, \rho), w}=1$. In the
first case, $j$ is a wide job, i.e., $j \in \overline{\mathcal{J}} W$, and in the second it is narrow, i.e., $\mathfrak{j} \in \overline{\mathcal{J}}_{\mathrm{N}}$, while in both cases, the processing time and resource requirement are given by $p_{j}:=\pi_{j}(\rho)$ and $r_{j}:=\rho$. Moreover, the wide jobs are uniquely assigned to groups $\overline{\mathcal{J}} W, i$.

We define a modified rounded instance $\bar{I}_{\text {sup }}:=\left(\mathcal{J}_{\text {sup }, W} \cup \bar{\jmath}_{N}, m, R\right)$ for $\bar{I}$ using the old rounded wide jobs and the new narrow jobs. Furthermore, let $\breve{x}_{C, w}:=\bar{x}_{C, w}$ for each $C \in \mathcal{C}_{W}$, and for each $\mathfrak{j} \in \bar{\jmath}_{N}$ we set:

$$
\breve{y}_{\mathrm{j}, w}:= \begin{cases}p_{\mathrm{j}} & , \text { if } v_{(\mathrm{j}, \rho), w}=1 \\ 0 & , \text { otherwise }\end{cases}
$$

Lemma 8.14. It holds that ( $\breve{\mathrm{x}}, \breve{\mathrm{y}})$ is a solution to $\mathrm{LP}_{W}\left(\overline{\mathrm{I}}_{\text {sup }}, \mathcal{C}_{W}, \mathcal{W}^{\prime}\right)$ that has the the same makespan as $(\bar{x}, \bar{y})$ and to which Lemma 8.8 can be applied. It can be computed using $\mathcal{O}\left(n m \varepsilon^{-2}\left(n m+\varepsilon^{-2}\right)^{1.5356}\right)$ operations.

Proof. The generalized configurations keep the same height. Hence, the makespan stays the same, and, since also the same rounded wide jobs are used, the Constraint (8.6) of $\mathrm{LP}_{W}$ holds. The Constraints (8.8) and (8.9) are satisfied because $v$ satisfies (8.25) and (8.26), while Constraint (8.7) holds by the definition of $\breve{y}$.

Because of (8.24), it holds that $P(\overline{\mathcal{J}} W, i) \leqslant P(\mathcal{J} W, i)$ for each $i \in[G]$, i.e., the new wide jobs still fit into the linear grouping stack and can therefore be scheduled by the fixed-resource AFPTAS. Also the narrow jobs can be handled because (8.8) and (8.9) hold.

The running time is dominated by the computation of the basic feasible solution. Since the LP has at most $\mathcal{O}\left(\left(n \mathrm{~m}+\varepsilon^{-2}\right)\right)$ constraints and $\mathcal{O}\left(\mathfrak{n m} \varepsilon^{-2}\right)$ variables, this can be done in time $\mathcal{O}\left(\mathfrak{n m} \varepsilon^{-2}(\mathfrak{n m}+\right.$ $\left.\left.\varepsilon^{-2}\right)^{1.5356}\right)$.

SECOND CASE: $1 / \varepsilon \geqslant m$. In this case, it is possible to treat all the jobs as wide jobs. We apply linear grouping and define $u$ as above. This yields a solution for the LP that is given by (8.24), (8.28), and:

$$
\begin{equation*}
\sum_{i \in[G]} \sum_{(j, \rho) \in \mathcal{J}_{W, i}} u_{(j, \rho), i}=1 \quad \forall j \in \tilde{\mathcal{I}} \tag{8.30}
\end{equation*}
$$

We transform $u$ into a basic feasible solution, and, due to the same counting argument, there are at most $\mathrm{G}=1 / \varepsilon^{\prime 2}$ fractional variables. Next, the fractional jobs are removed and the wide jobs defined as above. Due to (8.24), they fit into the linear grouping stack.

## The Integral Schedule

We apply the last steps of the fixed-resource AFPTAS.

FIRST CASE: $1 / \varepsilon<m$. We can apply (the proof of) Lemma 8.8 to ( $\breve{x}, \breve{y}$ ) yielding an integral schedule for almost all the jobs with makespan at most:

$$
\left(\left(1+\varepsilon^{\prime}\right)^{4}\right) \text { opT }_{\text {pre }}(\mathrm{I})+\left(5+\frac{1}{\varepsilon^{\prime}}+\frac{3}{\varepsilon^{\prime 2}}\right) \operatorname{p}_{\max }
$$

Note that $\mathrm{p}_{\max } \leqslant \pi_{\max }$ holds. We schedule the remaining jobs $\tilde{\mathcal{J}} \backslash \overline{\mathcal{J}}$ successively at the end of the schedule each with an optimal resource assignment. In doing so, we add at most

$$
|\tilde{\partial} \backslash \overline{\mathcal{J}}| \max _{j \in \tilde{\mathcal{I}}} \min _{\rho \in \mathrm{D}_{\mathfrak{j}}} \pi_{\mathfrak{j}}(\rho) \leqslant\left(4+\frac{3}{\varepsilon^{\prime 2}}\right) \pi_{\max }
$$

length to the schedule. Summing up and applying (8.21), we get a makespan of at most:

$$
\left(1+\varepsilon^{\prime}\right)^{5} \operatorname{OPT}_{\text {pre }}(\tilde{\mathrm{I}})+\left(9+\frac{1}{\varepsilon^{\prime}}+\frac{6}{\varepsilon^{\prime 2}}\right) \pi_{\max } \leqslant(1+\varepsilon) \operatorname{OPT}(\tilde{\mathrm{I}})+\mathcal{O}\left(1 / \varepsilon^{2}\right) \pi_{\max }
$$

The overall running time is polynomial in $n, \max _{\mathfrak{j}}\left|D_{j}\right|$, and $\varepsilon^{-1}$. Due to the previous observations, it can be bounded by:

$$
\mathcal{O}\left(n \frac{m^{2}}{\varepsilon} \max _{j}\left|D_{j}\right|\left(\ln (n m)+\frac{1}{\varepsilon^{2}}\right)\left((n m)^{1.5356}+\frac{m}{\varepsilon^{4}}\right)\right)
$$

SECOND CASE: $1 / \varepsilon \geqslant m$. In this case, we can apply all the steps of the fixed-resource AFPTAS that follow the linear grouping yielding a schedule for all but at most $G=1 / \varepsilon^{\prime 2}$ jobs. The remaining jobs again are scheduled in the end. The corresponding schedule has a makespan of at most:

$$
\begin{aligned}
& \left(1+2 \varepsilon^{\prime}\right) \text { OPT }_{\text {pre }}(\mathrm{I})+2 / \varepsilon^{\prime 2} \pi_{\max } \\
\leqslant & \left(1+2 \varepsilon^{\prime}\right)\left(1+\varepsilon^{\prime}\right) \operatorname{OPT}(\tilde{\mathrm{I}})+\mathcal{O}\left(1 / \varepsilon^{2}\right) \pi_{\max } \\
\leqslant & (1+\varepsilon) \operatorname{OPT}(\tilde{\mathrm{I}})+\mathcal{O}\left(1 / \varepsilon^{2}\right) \pi_{\max }
\end{aligned}
$$

The overall running time is obviously smaller than in the first case.

## Better Additive Term

We can extend the improved additive term to the case of resource dependent processing times as well. To achieve this, the corresponding algorithm for the fixed-resource variant has to be used as a subprocedure, and, furthermore, the computation of the unique resource allotment has to be adjusted. The reduced number of groups and windows reduces the number of constraints needed in the LP which is used to find the unique resource allotment, and therefore a basic feasible solution has less non-zero variables. Hence, the number of jobs that do not get a unique resource allotment is reduced as well. The additive term of the algorithm is due to the additive term of
the algorithm for the fixed-resource variant and the jobs without a unique resource allotment. Since both are reduced, the overall additive term is reduced as well. We give some more details for the two cases $m>1 / \varepsilon^{\prime 2}$ and $m \leqslant 1 / \varepsilon^{\prime 2}$.

The computation of the preemptive solution and the construction of the fixed-resource instance stays the same in both cases. Note that in the modified AFPTAS for the fixed-resource problem a distinction between wide and narrow jobs is made for both cases, and therefore we consider them simultaneously. Like before, we perform the first steps of the (modified) AFPTAS for the fixed-resource problem. With the new rounding procedure the wide jobs are partitioned into $G$ groups with $G \leqslant 1 / \varepsilon^{\prime} \log \left(1 / \varepsilon^{\prime}\right)+1 / \varepsilon^{\prime}$ in the first and $G \leqslant 2 / \varepsilon^{\prime} \log \left(1 / \varepsilon^{\prime}\right)+1 / \varepsilon^{\prime}$ in the second case, and again there may be jobs that belong to multiple groups and are split accordingly. Next, a modified instance with replaced wide jobs is formed. In the first, case Lemma 8.3 and 8.10 can be applied yielding a solution ( $\bar{x}, \bar{y}$ ) to $L P_{W}$ with at most $\left|\mathcal{W}^{\prime}\right| \leqslant$ $1 / \varepsilon^{\prime}+1$ windows. In the second case, Lemma 8.3 directly yields a solution with at most $2 / \varepsilon^{\prime} \log \left(1 / \varepsilon^{\prime}\right)+2 / \varepsilon^{\prime}+1$ non-zero variables. This can be transformed directly into a solution ( $\bar{x}, \bar{y}$ ) to LP ${ }_{W}$ with at most $\left|\mathcal{W}^{\prime}\right| \leqslant 2 / \varepsilon^{\prime} \log \left(1 / \varepsilon^{\prime}\right)+2 / \varepsilon^{\prime}+1$ windows. We can build the LP for the unique resource allotment the same way as before. However, now we have at most $\mathrm{G}+2\left|\mathcal{W}^{\prime}\right| \in \mathcal{O}\left(1 / \varepsilon^{\prime} \log \left(1 / \varepsilon^{\prime}\right)\right)$ jobs without a unique resource allotment. Like before, we define a modified set of narrow jobs and a modified solution for LP $W_{W}$ to which we apply Lemma 8.8. In the first case, Lemma 8.9 together with (8.21) yields a solution for almost all the jobs with makespan at most:

$$
\left(1+\varepsilon^{\prime}\right)^{3}\left(1+2 \varepsilon^{\prime}\right)^{2} \operatorname{OPT}(\tilde{\mathrm{I}})+\left(4+4 \varepsilon^{-1}+\varepsilon^{\prime-1} \log \left(\varepsilon^{\prime-1}\right)\right) \pi_{\max }
$$

In the second case, we get a solution with makespan at most:

$$
\left(1+\varepsilon^{\prime}\right)^{2}\left(1+5 \varepsilon^{\prime}+\varepsilon^{\prime 2}\right) \operatorname{ort}(\tilde{\mathrm{I}})+2\left(2+2 \varepsilon^{-1}+\varepsilon^{\prime-1} \log \left(\varepsilon^{\prime-1}\right)\right) \pi_{\max }
$$

We add the jobs without a unique resource allotment at the end of the schedule with an extra additive error of $\mathcal{O}\left(\varepsilon^{-1} \log \left(\varepsilon^{-1}\right) \pi_{\max }\right)$ in both cases. For $\varepsilon^{\prime}=\varepsilon / 10$, this yields a makespan of at most ( $1+$ $\varepsilon)$ opt $+\mathcal{O}\left(\varepsilon^{-1} \log \left(\varepsilon^{-1}\right)\right) \pi_{\text {max }}$. Since the bound for the running time of the AFPTAS for the fixed-resource problem stays the same, we achieve the same running time in this case as well.

### 8.3.2 Processing Time Functions with Compact Encoding

The running time of our algorithm is linear in $\max _{j}\left|\mathrm{D}_{\mathrm{j}}\right|$ which might be as big as the resource bound R. As long as the processing time functions are explicitly given as a list, we have $\left|\mathrm{D}_{\mathbf{j}}\right| \in \mathcal{O}(|\mathrm{I}|)$ and this is not a problem. In this section, we consider the case that the processing time functions have a more compact encoding, and therefore the dependence on $\max _{\mathfrak{j}}\left|\mathrm{D}_{\mathfrak{j}}\right|$ in the running time should be avoided.

Note that the dependence on $\max _{j}\left|\mathrm{D}_{\boldsymbol{j}}\right|$ is due to the computation of the preemptive schedule. Hence, we have for any encoding of the processing times:
corollary 8.15. There is an AFPTAS for scheduling with resource dependent processing times if there is an FPTAS for the preemptive version of the problem.
In the following, we argue that in many sensible cases the techniques presented so far together with an additional geometric rounding step are sufficient to get an AFPTAS.
Since we do not want to restrict ourselves to any particular encoding of $\pi_{j}$, we assume in the following that the values $\pi_{j}(\mathrm{r})$ can be accessed in constant time via an oracle. Furthermore, we assume that the functions $\pi_{j}$ are non-increasing. Note that for any instance of the problem, there is an equivalent instance with non-increasing processing time functions, and therefore this is a very natural restriction. Lastly, we assume for the sake of simple presentation that the sets of feasible values $D_{j}$ are discrete intervals $\left\{\lambda_{j}, \ldots, \rho_{j}\right\}$. However, all the considerations in the following can be generalized to the case that the sets $D_{j}$ are given as a collection of disjoint discrete intervals.
We consider a geometric rounding step for the processing times. For each job $\mathfrak{j} \in \tilde{J}$ and resource value $r \in D_{j}$, let $\hat{\pi}_{j}(r)=\pi_{j}\left(\rho_{j}\right)\left(1+\varepsilon^{\prime}\right)^{x}$ with $x=\left\lceil\log _{1+\varepsilon^{\prime}}\left(\pi_{\mathfrak{j}}(\mathrm{r}) / \pi_{\mathfrak{j}}\left(\rho_{\mathfrak{j}}\right)\right)\right\rceil$. Moreover, let $\hat{\mathrm{P}}_{\mathrm{j}}=\left\{\hat{\pi}_{\mathrm{j}}(\mathrm{r}) \mid \mathrm{r} \in \mathrm{D}_{\mathrm{j}}\right\}$. We get $\left|\hat{P}_{j}\right| \in \mathcal{O}\left(1 / \varepsilon \log \left(\pi_{\mathfrak{j}}\left(\lambda_{\mathfrak{j}}\right) / \pi_{\mathfrak{j}}\left(\rho_{\mathfrak{j}}\right)\right)\right)$ if we assume $\varepsilon^{\prime} \leqslant 1$. For each $p \in \hat{P}_{j}$, let $r_{p}$ be the minimum value $r$ with $\hat{\pi}_{j}(r)=p$. We set $\hat{\mathrm{D}}_{\mathrm{j}}=\left\{\mathrm{r}_{\mathrm{p}} \mid \mathrm{p} \in \hat{\mathrm{P}}_{\mathrm{j}}\right\}$ and $\hat{I}$ to be the modified instance with new sets of valid resource values $\hat{D}_{j}$ and processing time functions $\pi_{j} \mid \hat{D}_{j}$. Note that $\left|\hat{D}_{j}\right|=\left|\hat{P}_{j}\right|$ and $\hat{D}_{j}$ can be efficiently computed for example using binary search in time $\mathcal{O}\left(\left|\hat{P}_{j}\right| \log \left|\mathrm{D}_{\mathrm{j}}\right|\right)$.
lemma 8.16. opt( $\hat{\mathrm{I}}) \leqslant\left(1+\varepsilon^{\prime}\right) \operatorname{opt}(\tilde{\mathrm{I}})$ and a schedule for I is a schedule for Ĩ.

Proof. Consider a schedule for Ĩ and the corresponding solution to $\mathrm{LP}_{\text {pre }}$. We can increase the height of each configuration by a factor of $1+\varepsilon$. Then, for each job $j$, we can reduce the resource amount $\rho$ that is assigned to $j$ to $r_{\hat{\pi}_{j}(\rho)}$. In doing so, the processing time of the job is increased at most by a factor of $(1+\varepsilon)$ and we can still fit it into its corresponding configurations. Actually the configuration structure changes a little bit, but all emerging configurations are feasible because we only reduced the used resources. Hence, we get a new schedule with a makespan increased by (at most) a factor of $1+\varepsilon$ that is also a schedule for Î because for each job $j$ a resource amount from $\hat{D}_{j}$ is used.

Therefore, we can apply the AFPTAS to Î and get, with a slight adjustment in the definition of $\varepsilon^{\prime}$, a solution with the same quality as before. Concerning the running time, note that $\left|\hat{\mathrm{D}}_{\mathrm{j}}\right|=\left|\hat{\mathrm{P}}_{\mathrm{j}}\right| \in$
$\mathcal{O}\left(1 / \varepsilon \log \left(\pi_{j}\left(\lambda_{j}\right) / \pi_{j}\left(\rho_{j}\right)\right)\right)$. Hence, if the encoding size of the values $\pi_{\mathfrak{j}}(\mathrm{r})$ is polynomially bounded in the input size, we get an AFPTAS.

## Monotone jobs

We now consider the case that the processing time functions are nonincreasing and additionally $\check{r} \pi_{j}(\breve{r}) \leqslant \hat{r} \pi_{j}(\hat{r})$ for each job $j$ and $\breve{r}, \hat{r} \in D_{j}$ with $\check{r} \leqslant \hat{r}$. In the context of the variant of parallel job scheduling in which the processing time of a job depends on the number of used processors, jobs of this kind are called monotone (see e.g. [71]). The intuition behind the notion is that investing more resource will decrease the running time but also the efficiency for example due to an increased overhead. In this case, we can apply geometric rounding directly to the resource values: For $r \in D_{j}$, let $\check{r}=\left\lceil\lambda_{j}\left(1+\varepsilon^{\prime}\right)^{x}\right\rceil$ with $x=\left\lfloor\log _{1+\varepsilon^{\prime}}\left(\mathrm{r} / \lambda_{\mathrm{j}}\right)\right.$. We get $\check{\mathrm{r}} \leqslant \mathrm{r} \leqslant(1+\varepsilon) \check{\mathrm{r}}$ yielding $\check{\mathrm{r}} \pi_{j}(\check{\mathrm{r}}) \leqslant \mathrm{r} \pi_{\mathrm{j}}(\mathrm{r}) \leqslant$ $\left(1+\varepsilon^{\prime}\right) \check{r} \pi_{j}(r)$, and therefore $\pi_{j}(\check{r}) \leqslant\left(1+\varepsilon^{\prime}\right) \pi_{j}(r)$. Let $\check{D}_{j}=\left\{\check{r} \mid r \in D_{j}\right\}$ and $\check{I}$ be the modified instance given by the sets $\check{D}_{j}$ and the processing time functions $\left.\pi_{j}\right|_{\check{D}_{j}}$. Analogously to Lemma 8.16, we get:
Lemma 8.17. $\operatorname{OPt}(\check{\mathrm{I}}) \leqslant\left(1+\varepsilon^{\prime}\right) \operatorname{OPt}(\tilde{\mathrm{I}})$ and a schedule for $\check{\mathrm{I}}$ is a schedule for Ĩ.

Note that $\left|\check{\mathrm{D}}_{\mathrm{j}}\right| \in \mathcal{O}\left(1 / \varepsilon \log \left(\rho_{\mathrm{j}} / \lambda_{\mathrm{j}}\right)\right)$ (again assuming $\varepsilon^{\prime} \leqslant 1$ ), i.e., in this case we get an AFPTAS in which the factor $\max _{j}\left|\mathrm{D}_{j}\right|$ in the running time can be replaced by $1 / \varepsilon \log R$. In particular, the encoding length of the values of the processing time functions has no influence on the number of needed operations in this case.

### 8.4 OPEN PROBLEMS

Concerning the single resource constrained scheduling it is an open question whether we can find an approximation algorithm with absolute approximation ratio close to $3 / 2$ or an APTAS with an additive term $p_{\text {max }}$. The case when the number of given resources $s$ is larger than one and $m \in \theta(n)$ is challenging. In this case, we cannot hope for an APTAS even if $s=2$ since the underlying vector bin packing problem does not allow it. An interesting question is whether techniques used for vector bin packing can be used to find good approximations for the general resource constrained scheduling as well.

For the resource dependent case, one might note that there are many instances for which $\pi_{\max }$ is very big. Therefore, we want to point out that the above algorithm can be modified such that the $\pi_{\text {max }}$-factor can at least be bounded by $\mathrm{opt}_{\text {pre }}(\mathrm{I})$. This can be done by changing the computation of the preemptive solution: We guess ort pre $(\mathrm{I})$ via binary search and only use configurations in which every job has a processing time of at most opt ${ }_{\text {pre }}(\mathrm{I})$. This increases the overall running time only slightly. However, providing an AFPTAS in which $\pi_{\max }$ is replaced by something smaller, like, e.g., $\max _{\mathfrak{j} \in \tilde{\mathcal{d}}} \min _{\rho \in \mathrm{D}_{\mathfrak{j}}} \pi_{\mathfrak{j}}(\rho)$ or
the maximum of the average processing times, is an interesting open problem. Furthermore, the design of approximation algorithms with improved absolute ratios remains an open problem.
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[^0]:    Problems for which a yes-or-no question has to be answered.
    2 For proper definitions and background information on complexity theory, we refer to the textbook by Arora and Barak [8].
    3 For optimization problems, one can state the question of whether a solution with at most/at least a certain objective value exists.

[^1]:    4 We present an example PTAS for machine scheduling in Section 2.2 which is closely related to this result.

[^2]:    5 They remain NP-hard, even if the numbers in the input have unary encoding.

[^3]:    1 There is a paper [96] claiming to have found a PTAS for RAI. However, according to [136], the result is not correct and the authors published a revised version of the paper [97] claiming a less general result, namely, a PTAS for the inclusion-free case.
    2 The demands $d(j)$ and capacities $c(i)$ may be interpreted as points in R-dimensional space.

[^4]:    1 In the bin packing problem, a set of numbers with sizes between 0 and 1 has to be packed into as few unit sized bins as possible, that is, the set of items has to be partitioned into sets with summed up item size at most 1 minimizing the size of the partition. If there was an approximation algorithm with ratio smaller than $3 / 2$ for bin packing, it could be used to distinguish between instances with optimum 3 or 2 , which is equivalent to solving the partition problem. Furthermore, bin packing is equivalent to single resource constrained scheduling with unit processing times and $\mathrm{m}=\mathrm{n}$.
    2 In the literature moldable jobs are sometimes called malleable, but the term moldable is the one which established itself. Today the term malleable specifies jobs which can be scheduled preemptively.

