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Abstract Sentiment classification, which extracts the opinions from sentences/documents has been extensively
studied. Most of the conventional sentiment classification models require a lot of cost to obtain the labeled data. In
order to solve the problem that a trained classifier from other domain cannot be used directly on the target domain
which lack labeled data we proposed a novel domain adaptation model with reconstructing a common feature repre-
sentation. This model makes the classifier from the labeled domain adapt to the unlabeled domain reduces the cost of
manual labeling and achieves the domain adaptation of sentiment classification. This model utilizes the pre-trained
word vectors as the feature of the words. With the premise that the syntactic structure used to express sentiment in the
same language is similar a common feature space shared by the labeled and unlabeled data set is reconstructed by
replacing the special domain words that unique to the domain. Therefore the information sharing between the labeled
and unlabeled data sets is realized. Based on this the convolutional neural network in the model uses different size of
convolution kernels to extract the context features of different range of words. With semi-supervised learning and fine-
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tuning learning

lection and different POS constraints on the performance of our model

the model can be domain adapted from the labeled domain to the unlabeled domain. In experiments
based on real data from Jingdong and Xiecheng, we separately compared the influence of different domain words se-

and found our model can improve the accura-

cy by about 2.7% compared to our baseline. In addition we compared our model with related works on the public
data from Amazon and verified the effectiveness of our model.
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Tab.2 Example of weakening of domain
D
0.879
X X 0.932
X X X ' 3
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Tab.3 Information of data sets
2.3
10 000 8643 17
s 10 000 10 891 20
w 10 000 13 486 23
Tw 10 000 10 850 21
hs 10 000 30311 58
Semi-supervised Learning(Sy Tw T hs)
weakened source dataset S,, weakened target dataset
T,, original target dataset 7' threshold A,
classifier for target dataset C 45 12 3
1. C
2. TrainConsS,
3. forsentence_w sentencein T, T 5000
4. label conf Predict(C sentence_w)
5. ifconf ks s {3 4 5}
6. add(sentence label)to D f 100 300
7. remove sentence from 7 [28]
8 Fine-tune C 100 dropout 0.4
9. while D increase 0.001 L2
10. Train Con D 0
11. for sentence in T 10%
12. label conf Predict(C sentence)
13. ifconf A 50
14. add(sentence label)to D [29]
15. remove sentence from 7
16. return C 3.2
12
3 7
8 3

10
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Fig.3 Model performance under different domain word
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Fig.4 Model performance under different sample confi-

dence thresholds
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Tab.4 Model accuray under different constraints

C-F C-H c-p C-S
0.861 0.845 0.743 0.836
0.866 0.852 0.765 0.848
0.887 0.861 0.758 0.867
0.793 0.856 0.746 0.838
0.902 0.884 0.917 0.916
F-H F-P F-S H-P
0.756 0.702 0.839 0.764
0.781 0.753 0.872 0.761
0.802 0.754 0.907 0.768
0.758 0.711 0.842 0.763
0.884 0.917 0.916 0.917
H-S P-S
0.723 0.763
0.741 0.761
0.743 0.762
0.722 0.758
0.916 0.916

3.4

CFHPS
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C-F

2.7%

GTX1080 8G GPU
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Tab.5 Model accuracy on English data set
/ ; )
Book DVD Electronics Kitchen

Book 0.827 0.811 0.772 0.781

DVD 0.782 0.843 0.743 0.823

Electronics 0.764 0.786 0.876 0.843

Kitchen 0.649 0.763 0.812 0.882

3
6
Tab.6 Comparison of model accuracy

Book DVD Electronics Kitchen
0.6902 | 0.7248 07347 0.792 6
SCL-M! 0.7456 | 0.7630 0.789 3 0.8206
SFALT 07773 | 07631 0.7530 0.8148
SsThe 0.7632 | 07826 0.838 6 0.8518
0.7845 | 0.8014 0.8215 0.866 7
0.8329 | 0.8464 0.8831 0.891 2

10

Pang B Lee L Vaithyanathan S. Thumbs up?
Sentiment  classification using machine learning
techniques[C]// Proceedings of the ACL-02 Conference
on Empirical Methods in Natural Language Processing.
Philadelphia USA 2002 79-86.

Pang B  Lee L. Seeing stars  Exploiting class
relationships for sentiment categorization with respect to
rating scales[C]//Proceedings of the 43rd Annual
Meeting on Association for Computational Linguistics.
Ann Arbor USA 2005 115-124.

Yang Changhua Lin K Chen H. Emotion
classification using web blog corpora[C]// IEEE/WIC/
ACM International Conference on Web Intelligence.
California USA 2007 275-278.

Read J. Using emoticons to reduce dependency in
machine learning techniques for sentiment classification
[C]//Proceedings of the ACL Student Research
Workshop. Ann Arbor USA 2005 43-48.

Hassan A Abbasi A Zeng D. Twitter sentiment
analysis A bootstrap ensemble framework[C]// 2013
International Conference on Social Computing.
Washington DC USA 2013 357-364.

Jiang Jing Zhai Chengxiang. Instance weighting for
domain adaptation in nlp[C]// Proceedings of the 45th
Annual Meeting on Association for Computational
Linguistics. Prague Czech Republic 2007 264-271.
Dai Wenyuan Yang Qiang Xue Guirong et al.
Boosting for transfer learning[C]//Proceedings of the
24th International Conference on Machine Learning.
Corvallis USA 2007 193-200.

Huang Jiayuan Gretton A Borgwardt K M et al.
Correcting sample selection bias by unlabeled data[C]//
Advances in Neural Information Processing Systems.
Vancouver Canada 2007 601-608.

Sugiyama M Nakajima S Kashima H et al. Direct
importance estimation with model selection and its
application to covariate shift adaptation[C]// Advances in
Neural Information Processing Systems. Vancouver
Canada 2008 1433-1440.

Bendavid S Blitzer J Crammer K et al. Analysis of
representations for domain adaptation[C]// Advances in
Neural Information Processing Systems. Vancouver
Canada 2007 137-144.



2019 6 - 637 -

11 Blitzer J Dredze M Pereira F. Biographies classification[J]. Empirical Methods in Natural
bollywood boom-boxes and blenders Domain Language Processing 2014 1746-1751.
adaptation for sentiment classification[C]// Proceedings 21 Collobert R Weston J Bottou L et al. Natural
of the 45th Annual Meeting on Association for language processing(almost)from scratch[J]. Journal of
Computational Linguistics. Prague Czech Republic Machine Learning Research 2011 12(8) 2493-
2007 440-447. 2537.

12 Ando R K Zhang T. A framework for learning 22 Glorot X Bordes A Bengio Y. Domain adaptation for
predictive structures from multiple tasks and unlabeled large-scale sentiment classification A deep learning
data[J]. Journal of Machine Learning Research approach[C]//Proceedings of the 28th International
2005(6) 1817-1853. Conference on Machine Learning. Bellevue USA

13 Argyriou A Evgeniou T Pontil M. Multi-task feature 2011 513-520.
learning[C]//Advances in Neural Information Processing 23 Blum A  Mitchell T M. Combining labeled and
Systems. Vancouver Canada 2007 41-48. unlabeled data with co-training[C]// Proceedings of the

14 RainaR Battle A LeeH etal. Self-taught learning 11th Annual Conference on Computational Learning
Transfer learning from unlabeled data[ C]//Proceedings Theory. Madison USA 1998 92-100.
of the 24th International Conference on Machine 24 Joachims T. Transductive inference for text classification
Learning. Corvallis USA 2007 759-766. using support vector machines[C]//16th International

15 Pan S J Kwok J T Yang Q. Transfer learning via Conference on Machine Learning. San Francisco
dimensionality reduction[C]//AAAI Conference on USA 1999 200-209.

Artificial Intelligence. Chicago USA 2008 677-682. 25 Nigam K  Mccallum A Thrun S et al. Text

16 Bollegala D  Weir D  Carroll J. Cross-domain classification from labeled and unlabeled documents
sentiment classification using a sentiment sensitive using em[J]. Machine Learning 2000 39 103-134.
thesaurus[J]. IEEE Transactions on Knowledge and Data 26 Tajbakhsh N Shin J Y Gurudu S R et al
Engineering 2013 25(8) 1719-1731. Convolutional neural networks for medical image

17 Pan SJ Ni Xiaochuan SunJ T et al. Cross-domain analysis  Full training or fine tuning?[J]. IEEE
sentiment classification via spectral feature alignment Transactions on Medical Imaging 2016 35(5)
[C]//Proceedings of the 19th International Conference on 1299-1312.

World Wide Web. Montreal Canada 2010 751-760. 27 Van der Maaten L Hinton G. Visualizing data using t-

18 Kalchbrenner N Grefenstette E  Blunsom P. A sne[J]. Journal of Machine Learning Research 2008
convolutional neural network for modelling sentences 9(11) 2579-2605.

[C]//the 52nd Annual Meeting of the Association for 28 Srivastava N Hinton G E Krizhevsky A et al.
Computational Linguistics. Baltimore USA 2014 Dropout A simple way to prevent neural networks from
655-665. overfitting[J]. Journal of Machine Learning Research

19 Hu Baotian Lu Zhengdong Li Hang et al. 2014 15(1) 1929-1958.

Convolutional neural network architectures for matching 29 Mikolov T Sutskever I Chen K et al. Distributed

natural language sentences[C]//Advances in Neural representations of words and phrases and their

Information Processing Systems. Montreal Canada compositionality[C]//Advances in Neural Information

2014 2042-2050. Processing Systems. Lake Tahoe USA 2013 3111-
20 Kim Y. Convolutional neural networks for sentence 31109.



