
One-particle density matrix of a trapped Lieb-Liniger
anyonic gas

Stefano Scopa1, Lorenzo Piroli2,3, Pasquale Calabrese1,4

1 SISSA and INFN, via Bonomea 265, 34136 Trieste, Italy
2 Max-Planck-Institut für Quantenoptik, Hans-Kopfermann-Str. 1, 85748 Garching, Germany
3 Munich Center for Quantum Science and Technology, Schellingstrae 4, 80799 München,
Germany
4 International Centre for Theoretical Physics (ICTP), I-34151, Trieste, Italy

Abstract. We provide a thorough characterisation of the zero-temperature one-particle
density matrix of trapped interacting anyonic gases in one dimension, exploiting recent
advances in the field theory description of spatially inhomogeneous quantum systems. We first
revisit homogeneous anyonic gases with point-wise interactions. In the harmonic Luttinger
liquid expansion of the one-particle density matrix for finite interaction strength, the non-
universal field amplitudes were not yet known. We extract them from the Bethe Ansatz
formula for the field form factors, providing an exact asymptotic expansion of this correlation
function, thus extending the available results in the Tonks-Girardeau limit. Next, we analyse
trapped gases with non-trivial density profiles. By applying recent analytic and numerical
techniques for inhomogeneous Luttinger liquids, we provide exact expansions for the one-
particle density matrix. We present our results for different confining potentials, highlighting
the main differences with respect to bosonic gases.
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1. Introduction

The concept of indistinguishable particles is one of the defining features of quantum
mechanics. An old and fundamental result is that in three spatial dimensions
indistinguishability is only compatible with bosonic and fermionic statistics for elementary
particles. Conversely, two dimensions also bear anyons which are particles with features
interpolating between the two standard statistics [1, 2].

A number of recent works have suggested the possibility of observing anyons also in
one spatial dimension, within carefully engineered cold atomic setups [3–6]. These works
complemented previous theoretical investigations, where different models of 1D anyonic
particles were introduced [7–25], exhibiting intriguing features that are not present in
fermionic or bosonic systems.

In practice, 1D anyons can be described by quantum field operators Ψ̂κ(x), Ψ̂†κ(x)

satisfying the generalised commutation relations

Ψ̂†κ(x1)Ψ̂†κ(x2) = eiπκ sgn(x1−x2) Ψ̂†κ(x2)Ψ̂†κ(x1) , (1)
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Ψ̂κ(x1)Ψ̂†κ(x2) = e−iπκ sgn(x1−x2) Ψ̂†κ(x2)Ψ̂κ(x1) + δ(x1 − x2) , (2)

where sgn(x) is the sign function, while κ ∈ [0, 1] is the statistical parameter, with κ = 0

corresponding to bosons and κ = 1 to fermions. Most of the works in the literature concern
non-interacting anyons, but interactions also lead to interesting phenomena. In one of the
simplest instances, the interaction between anyons is described by a delta-like potential,
leading to the anyonic Lieb-Liniger gas [15, 16], which is also the leading character of this
work. Another famous model of interacting anyonic particles is the Calogero-Sutherland
model [26,27], where, however, a fractional statistic emerges from collective excitations rather
than from the requirement of generalized commutation relations for the fields (cf. Eq. (1)-(2)).

As its bosonic counterpart [28], the anyonic Lieb-Liniger model is integrable [10].
Despite its apparent simplicity, it displays several interesting features, and a series of
works have already achieved a precise characterisation of its spectral and thermodynamic
properties [15, 16]. On the other hand, the computation of correlation functions turned out to
be much more challenging, as it is notoriously the case for Bethe-Ansatz solvable models [29].
For instance, analytic results for the bosonic model could be obtained only after many years of
technical advances, leading to exact formulas at zero [30–40] and finite temperatures [41–50],
and, more recently, for arbitrary excited states [51–61]. In the anyonic model, a generalisation
of most of these results is still lacking, and the vast majority of existing studies is restricted to
the limit of infinitely repulsive interactions (aka Tonks-Girardeau gas), which can be analysed
by means of an anyon-fermion mapping [12]. In this regime, quantitative predictions for
correlation functions and (particle) entanglement entropy have been obtained both in [62–77]
and out of equilibrium [78–83].

A part the per se interest, the computation of correlation functions for finite interaction
strength is also needed in view of possible experimental implementations. Furthermore, cold
atomic setups necessarily require to take into account confining potentials [84, 85], which
break the integrability of the model. Consequently, in these inhomogeneous situations, Bethe
Ansatz techniques alone are not powerful enough to provide quantitative predictions.

In thermal equilibrium at low energy (in particular at zero temperature), these difficulties
can be partially overcome by exploiting a Luttinger liquid description [86–91]. The latter
represents a well-known hydrodynamic approach, which provides the universal long-range
behaviour of correlation functions. A key point is that, while Luttinger liquids (and,
more generally, conformal field theory descriptions) have been traditionally employed in
homogeneous situations, over the past few years a series of studies have established the
possibility of extending their application to inhomogeneous settings [92–107]. All these
advances place at our disposal a set of versatile tools to study interacting systems in the
presence of trapping potentials, bridging further the gap between theory and experiments.

Luttinger liquid techniques have been already exploited to describe the correlation
functions of a uniform anyonic Lieb-Liniger gas for finite interaction strength [64]. However,
this investigation left open the determination of the non-universal field amplitudes which are
always out of reach of universal conformal approaches. Indeed, in this framework correlation
functions are expressed in terms of non-universal parameters, that should be fixed from
independent microscopic calculations. In the bosonic Lieb-Liniger model, this computation
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was performed exploiting exact Bethe Ansatz formulas for the matrix elements (or form
factors) of local operators [108, 109]. However, in the anyonic case, a generalisation of some
of these formulas only appeared this year in Ref. [110].

The aim of this work is to put together the exact results of Ref. [110], and the formalism
of inhomogeneous Luttinger Liquids developed in Refs. [102–106] to present a study of the
one-particle density matrix in the anyonic Lieb-Liniger gas. En route, we extract the non-
universal coefficients appearing in the Luttinger liquid description based on the form factors
of Ref. [110]. We present a series of exact calculations both for a homogeneous gas and in the
presence of confining potentials. To our knowledge, this work provides the first predictions
(without the need of any fitting parameters) for the correlation functions of anyonic 1D gases
beyond the Tonks-Girardeau limit.

The rest of this manuscript is organised as follows. We start in Sec. 2 by introducing the
anyonic Lieb-Liniger model and its Bethe Ansatz solution, while the Luttinger liquid approach
is reviewed in Sec. 3. In Sec. 4 we present our quantitative results for the one-particle density
matrix in the homogeneous case, while sections 5 and 6 are devoted to the analysis of the
same quantity in the presence of confining potentials. Finally, our conclusions are reported in
Sec. 7. The most technical aspects of our work are consigned to several appendices.

2. The anyonic Lieb-Liniger model

We start by introducing the anyonic Lieb-Liniger model [10, 14, 16], describing a gas of
anyonic particles with point-wise repulsive interactions, and confined on a one-dimensional
ring of length L. The Hamiltonian reads

Ĥ =

∫ L

0

dx
[
∂xΨ̂

†
κ(x) ∂x Ψ̂κ(x) + c Ψ̂†κ(x)2 Ψ̂κ(x)2

]
. (3)

The anyonic fields Ψ̂†κ, Ψ̂κ satisfy the generalised commutation relations introduced in Eqs. (1)
and (2). We recall that the anyonic parameter κ is equal to 0 for bosons and 1 for spinless
fermions. The Hamiltonian (3) generalises to anyons the well-known bosonic Lieb-Liniger
model [28]. It was introduced and solved using the Bethe Ansatz by Kundu [10], and
systematically analysed by Batchelor et al. [14,16] and Pâtu et al [15,62,63]. In the following,
we briefly review the main features of its exact solution.

2.1. Bethe Ansatz solution

We denote by |χN〉 a N -particle state of the form

|χN〉 =
1√
N !

∫ L

0

dx1 . . .

∫ L

0

dxN χN(x1, . . . , xN) Ψ̂†κ(x1) . . . Ψ̂†κ(xN) |0〉 , (4)

where |0〉 is the Fock vacuum and χN is the many-body wavefunction satisfying

χN(. . . , xj, xj+1, . . .) = eiπκsgn(xj−xj+1) χN(. . . , xj+1, xj, . . .), (5)

under particle exchange. In the following, we impose periodic boundary conditions for
the anyonic field, namely Ψ̂†κ(L) = Ψ̂†κ(0). As discussed in Ref. [15], due to the anyonic
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commutation relations, this request does not imply periodicity of the wavefunction in all the
coordinates xj . Instead, a consistent choice, which will be employed in this work, is [15]

χN(0, x2, . . . , xN) = χN(L, x2, . . . , xN) ,

χN(x1, 0, . . . , xN) = ei2πκχN(x1, L, . . . , xN) ,

...

χN(x1, x2, . . . , 0) = ei2πκ(N−1) χN(x1, x2, . . . , L) . (6)

The eigenvalue problem Ĥ |χN〉 = E |χN〉 can be rewritten in the language of first
quantisation as(

−
N∑
j=1

∂2

∂x2
j

+ 2c
∑

1≤j≤k≤N
δ(xj − xk)

)
χN = EN χN , (7)

with boundary conditions given by Eq. (6). A complete solution was obtained in Refs. [10,15,
16] by a standard application of the Bethe Ansatz. In particular, the wavefunction of a given
N -particle eigenstate is

χN(x1, . . . , xN) =
ei
πκ
2

∑
j<k sgn(xj−xk)√

N !
∏

j>k [(λj − λk)2 + c′ 2]

∑
P∈SN

(−1)Pei
∑N
j=1 xjλPj

×
∏
j>k

[
λPj − λPk − ic′ sgn(xj − xk)

]
, (8)

where P denotes a permutation of N indices, while

c′ ≡ c

cos(πκ/2)
, (9)

is the effective coupling. Here {λj}Nj=1 are a set of of quasimomenta (or rapidities)
parametrising the different eigenstates, and satisfying the Bethe equations

eiλjL = e−iπκ(N−1)

N∏
k 6=j,k=1

(
λj − λk + ic′

λj − λk − ic′
)
, (10)

which can be conveniently rewritten in logarithmic form as

λj L = 2πIj − 2π{πκ(N − 1)}2π − 2
N∑
k=1

arctan

(
λj − λk
c′

)
. (11)

Here we introduced the quantum numbers Ij , which must be chosen to be pair-wise distinct
and integers (semi-integers) for N even (odd). The ground state corresponds to

{Ij}Nj=1 =

{
−(N − 1)

2
,−(N − 1)

2
+ 1, . . . ,

N − 1

2

}
. (12)

Following [15], we also introduced the notation

{x}2π ≡ s if x = 2πm+ 2πs, s ∈ [0, 1) (13)
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with m an integer.
Finally, given a solution of the Bethe equation (10), the total energy and momentum of the
eigenstate read

E[{λj}Nj=1] =
N∑
j=1

λ2
j , P [{λj}Nj=1] =

N∑
j=1

λj. (14)

The Bethe Ansatz solution outlined above allows for a straightforward definition of the
thermodynamic limit (limTh), in analogy with the well-known bosonic case [29]. Eq. (11)
can be written in an integral form, when N,L → ∞ at fixed density ρ = N/L. In particular
for the ground state, with quantum numbers in Eq. (12), we obtain the Lieb equation [16]

2πρp(λ) = 1 +

∫ Q

−Q
dµ

2c′

c′ 2 + (λ− µ)2
ρp(µ) . (15)

Here ρp(λ) is the rapidity distribution function (or “root density”), which generalises the
concept of momentum occupation number to the interacting case. Formally, it is defined as
ρp(λ) = limTh (L(λj+1−λj))−1. The shift due to κ in the rapidities solving Eq. (11) at finite
size vanishes as 1/L in the thermodynamic limit [14]. The extreme ±Q of the integration are
self-consistently obtained from the equation for the particle density

ρ =

∫ Q

−Q
dλ ρp(λ) . (16)

The total energy is instead

e =

∫ Q

−Q
dλ ρp(λ)λ2 . (17)

For later use we also introduce the pseudoenergy function ε(λ) satisfying the integral equation

ε(λ) = λ2 +
1

2π

∫ Q

−Q
dµ

2c′

c′ 2 + (λ− µ)2
ε(µ), (18)

which is useful to fix Q when working at finite chemical potential by requiring that ε(±Q) =

0.

3. Luttinger liquid approach for anyons

While the Bethe Ansatz provides a simple characterisation of the spectrum of the Hamiltonian
and of the thermodynamics of a model, the computation of correlation functions turns out to be
a much harder task. If, for example, one would use directly the ground state eigenfunction (8)
to generate a correlation, the complexity of this computation would grow exponentially with
N , limiting the calculation to a handful of particles. Also the exact sum over the form
factors of a given operator is growing exponentially with N , although one can arrange the
intermediate states in order of relevance [59]. The Luttinger Liquid [86–91] represents a
viable field theory approach to overcome these difficulties at low energy and in the limit of
large spatial distances, as we review in this section.
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Figure 1. Illustration of the field Φ̂ for a given configuration of particles.

In one-dimension, the anyonic field Ψ̂†κ can be represented in terms of a bosonic one Ψ̂†0
with the help of the transformation [64]

Ψ̂†κ(x) = Ψ̂†0(x) exp

(
iπκ

∫ x

0

dy ρ̂(y)

)
, (19)

where ρ̂ = Ψ̂†κΨ̂κ = Ψ̂†0Ψ̂0 is the particle density operator and exp(iπκ
∫

dxρ̂(x)) is the
statistical phase that characterises particles with anyonic statistics. Note that κ = 1 reproduces
the Jordan-Wigner transformation between bosons and spinless fermions. Then, we consider
a coarse-graining procedure by writing the density operator as

ρ̂(x) = ρ̂>(x) + ρ̂<(x), (20)

where ρ̂< (ρ̂>) refers to long (short) wavelength modes occurring over distances |x| � ρ−1

(|x| � ρ−1), with ρ = 〈ρ̂〉. At low energy, we can integrate out the fast modes ρ̂> and retain
only the long wavelength part ρ̂<.

On physical grounds, fast modes ρ̂> are expected to cancel inside the integral in Eq. (19).
Therefore, we can replace ρ̂ with ρ̂< in Eq. (19) obtaining

Ψ̂†κ(x) = Ψ̂†0(x) eiκΦ̂(x), (21)

in terms of the field Φ̂, which satisfies
1

π
∂xΦ̂(x) = ρ̂<(x). (22)

One may interpret Φ̂ as a field that keeps track of the positions of the finite number of particles
in a one-dimensional configuration. Explicitly, the field Φ̂ can be thought as a piecewise
constant function of the position that jumps of π everywhere there is a particle, starting from
x = 0 up to x = L, see Fig. 1 for an illustration. In terms of the field Φ̂, the density operator
ρ̂(x) is written as the harmonic expansion [86, 90, 91]

ρ̂(x) ' ∂xΦ̂
∞∑

m=−∞
δ(Φ̂(x)−mπ) = ρ̂<(x)

∞∑
m=−∞

e2imΦ̂(x). (23)

We can now use the standard density-phase representation of the bosonic field Ψ̂†0(x) ∝
[ρ̂(x)]1/2e−iθ̂(x). The phase θ̂(x) is the field conjugate to the density fluctuation

φ̂(x) ≡ Φ̂(x)− πρx, (24)
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γ′
1.0
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7.5
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K
(γ
′ )
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Bethe ansatz

Figure 2. The Luttinger parameterK(γ′) for the anyonic Lieb-Liniger model (3) as a function
of γ′ = c′/ρ obtained from the numerical solution of Bethe Ansatz equations (11) and the
evaluation of (28) (full line). The asymptotic behaviour for small γ′ . 10 is well described
by the analytical result K '

√
π/γ′(1 −√γ′/2π)1/2 [86, 91] (dashed line). For γ′ � 1 the

asymptotic expansion is K ' (1 + 4/γ′) [16, 91] (dot-dashed line).

with commutation rule [θ̂(x), φ̂(x′)] = iπsgn(x − x′)/2. Plugging these definitions in the
anyonic field (21), we can write Ψ̂†κ(x) as

Ψ̂†κ(x) =
√
ρ

∞∑
m=−∞

Bκ
m e

i(2m+κ)πρx ei(2m+κ)φ̂(x) e−iθ̂(x), (25)

with ρ̂<(x) ' ρ and where we introduced the constants Bκ
m as non-universal amplitudes.

The essence of the Luttinger liquid is that in terms of φ̂ and θ̂ the Hamiltonian is
quadratic [86, 90]

ĤLL =
vs
2π

∫ L

0

dx

(
K (∂xθ̂)

2 +
1

K
(∂xφ̂)2

)
. (26)

Here, vs is the sound velocity and K is known as the Luttinger parameter. They are the only
two parameters determining the low energy physics of the quantum fluid [86]. Their actual
value should be fixed from the exact solution of the microscopic model. In our case, they are
just functions of the rescaled interaction coupling γ′ = c′/ρ and so readable from the bosonic
result. They are usually parametrised as

K =
√
vF/vN , and vs =

√
vFvN = vF/K, (27)

where vF = 2πρ is the Fermi velocity of spinless fermions and vN is the density-stiffness of
the gas [86, 91]

vN =
L

π

∂2EGS(N)

∂N2

∣∣∣
N=ρL

. (28)

The ground-state total energy EGS(N) is defined as EGS(N) = E[{λj}Nj=1] (cf. Eq. (14)),
with the λj being rapidities of the ground state itself. The asymptotic expansions of K and vs
for small and large γ′ are known analytically (e.g. for γ′ →∞ one has K = 1 and vs = vF ).
For generic values of γ′, K and vs must be extracted from the numerical solution of Bethe
Ansatz equations (11) and the evaluation of vN in Eq. (28). The result forK is shown in Fig. 2
and compared with the known asymptotic expansions.
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The field theory that underlies the Luttinger liquid Hamiltonian (26) is the conformal
field theory (CFT) of a free massless compact boson in two-dimensional euclidean space (see
e.g. [89, 111, 112]). The action is read off from the Hamiltonian (26) and it is

S =
1

2πK

∫
dτ

∫ L

0

dx

[
1

vs
(∂τ φ̂)2 + vs(∂xφ̂)2

]
, (29)

where τ is the imaginary time.

4. One-particle density matrix in a periodic gas

The asymptotic behaviour of the one-particle density matrix for the anyonic Lieb-Liniger
model (3) can be written in terms of the vertex operators

Âm,n(x) = eimφ̂(x)einθ̂(x). (30)

thanks to Eq. (25). Indeed, the correlation

g1(x, x′) ≡ 〈Ψ̂†κ(x)Ψ̂κ(x
′)〉 , (31)

admits for |x| � ρ−1 the low-energy expansion

g1(x, x′) ' ρ
∞∑

m=−∞

(bκm)2 ei(2m+κ)πρ(x−x′)

ρ 2∆2m+κ,1
〈Â2m+κ,−1(x)Â−2m−κ,1(x′)〉pbc . (32)

Here we rescaled the amplitudes Bκ
m in Eq. (25) as

Bκ
m = bκm(γ′) ρ−∆2m+κ,1 , (33)

where bκm are dimensionless coefficients and

∆m,n =
1

4

(
m2K + n2/K

)
, (34)

is the scaling dimension of the vertex operator (30). The expectation value of the product
of vertex operators appearing in Eq. (32) is known from CFT for different types of boundary
conditions. In the case of periodic boundary conditions (pbc) one has (see, e.g., Ref. [91,112])

〈Âm,n(x)Â−m,−n(x′)〉pbc =
eiπnm sgn(x−x′)/2∣∣∣Lπ sin(π(x−x′)

L
)
∣∣∣2∆m,n

. (35)

Plugging Eq. (35) into Eq. (32), one arrives to [64]

g1(x, 0) ' ρ
∞∑

m=−∞
(bκm)2 e

i(2m+κ)πρxe−iπ(2m+κ)sgn(x)/2

|N sin(πx/L)/π|2∆2m+κ,1
. (36)

In order to give predictive power to the above sum, we should both identify the leading terms
in m and calculate explicitly the non-universal amplitudes bκm. The former issue has been
already discussed at length in the literature within the Luttinger liquid approach, see e.g. [64].
In the thermodynamic limit, for large N and at fixed (x − x′)/L, from Eq. (36) the leading
terms are those with the smallest scaling dimension ∆2m+κ,1. For bosons, i.e. κ = 0, the
leading term is the one with m = 0 and the first subleading ones are those with m = ±1,
that are equal because of the symmetry under exchange of x ↔ x′. As we move away from
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Figure 3. The leading amplitude bκ0 . Top: the limit of strong interactions, γ′ → ∞. Eq. (37)
as function of the anyonic parameter κ (full line). For κ = 0, one recovers the well-known
value G2(3/2)/(2π)1/4 ' 0.722 of impenetrable bosons [113,114] (dashed line). Bottom: as
a function of γ′ extracted numerically using (38). Different curves show different values of
the anyon parameter κ. The ATG results (37) (bold asymptotes) are recovered for γ′ →∞.

κ = 0 (obviously towards positive κ), the leading term is always m = 0, but the harmonic
with m = 1 becomes smaller while m = −1 increases. At the fermionic point κ = 1, the
term m = −1 becomes equal and opposite to m = 0, again by exchange statistics. Close to
κ = 1, although m = 0 is the only true leading term, the one with m = −1 is very similar in
magnitude and cannot be neglected for distances large but finite.

Finally, we need to recall that the harmonic expansion in Eq. (36) is not an exact
expansion. Each term in the sum gets anharmonic corrections (descendent fields in CFT)
for which each term in the sum is multiplied by a power series in N−1. There are techniques
to access these subleading terms but their discussion is much beyond the scope of this paper.

At this point the only missing ingredient is the estimation of the amplitude bκm. In the
limit of strong repulsive interactions γ′ → ∞, aka anyonic Tonks-Girardeau (ATG) gas [12],
the leading amplitude bκ0 is analytically known thanks to a Fisher-Hartwig calculation [67,69]

lim
γ′→∞

bκ0(γ′) =
G
(

3+κ
2

)
G
(

3−κ
2

)
(2π)

1+κ2

4

, (37)

with G(·) the Barnes G-function. The values of bκ0(∞) are plotted in Fig. 3 (top) as a function
of κ. For κ = 0, Eq. (37) reduces to the well-known result for impenetrable bosons [113,114].

For finite values of the interactions, the calculation of bκm requires the knowledge of the
field form factor, which has only been recently obtained for the anyonic gas [110]. We now
perform this calculation following the logic of Ref. [115] for the bosonic case (revisited more
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Figure 4. The leading order behaviour of the one-particle density matrix (36) for a system
with periodic boundary conditions. Different curves show the correlations for c = 1, 10, 100

while different panels show the behaviour on varying κ. The data are for ρ = 1, i.e., N = L.
The considered value of L is reported in the legend of each plot.

recently in Refs. [103, 108, 109]). The first step is the identification, through operator-state
correspondence, of the vertex operators Âm,n of the Luttinger liquid with an excited state
|{µj}Nj=1〉 of the microscopic model (3). For sufficiently large system sizes L → ∞, this
identification is unambiguous, as detailed in the Appendix A. Next, for given N and L such
that N/L = ρ, we extract the non-universal amplitude bκm using the formula (see e.g. [103]):

bκm(γ′) = limTh

[(
L

2πρ

)∆2m+κ,1 〈{λj}Nj=1|Ψ̂†κ(0)|{µj}N−1
j=1 〉√

〈{λj}|{λj}〉 〈{µj}|{µj}〉

]
, (38)

where ∆2m+κ,1 is given in (34), |{λj}〉 is the N -particle ground state of the anyon Lieb-
Liniger model (3), and |{µj}〉 is the (N − 1)-particle excited state of (3) associated with
the vertex operator Â2m+κ,−1, which is explicitly constructed in Appendix B. In practice, we
determine the value of bκm in Eq. (38) for a set of large but finite value of N and L = N/ρ and
we extrapolate to infinite N with a polynomial fit in 1/N . Further information and technical
details can be found in Appendix B. The result for the leading amplitude bκ0 is shown in Fig. 3
(bottom) as a function of γ′.

Now, we have all ingredients for the explicit evaluation of the correlation function
Eq. (36), since we can compute all the amplitudes bκm. Here we only show results for the
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Figure 5. Momentum distribution function nκ(q) in Luttinger-liquid approximation as a
function of the rescaled momentum q/qF (see the text). The different curves show nκ(q)

for different values of the anyonic parameter κ between 0 and 1 while the different panels
show the behaviour on varying c = 1, 10, 100. The data are obtained from the fast Fourier
transform of Eq. (36). The plots are made with N = L = 81. For c = 100 (right panel), our
findings agree with the ATG results of Ref. [69].

leading term with m = 0, except close to the fermion point where we also add the harmonic
m = −1 which has a very similar magnitude, as we already stressed. In Fig. 4 we show
the asymptotic results for the real and the imaginary parts of g1(x, 0) for four values of the
anyonic parameter and for the coupling c going from 1 to 100. In the strong interaction limit
γ′ → ∞, our findings agree with those of Refs. [64, 67, 69, 76]. The main qualitative effects
of the anyonic statistics are: (i) the presence of oscillations with a frequency that increases
with κ, (ii) a slow reduction of the peak at x = x′ moving from bosons to fermions. Both
these features are clear from Eq. (36) and looking at Fig. 4. For κ → 1, we find a beating
effect resulting from two oscillations (the harmonics m = 0 and m = −1) with almost
the same amplitude that manifests as nodes in the envelopes of the real and imaginary parts
of the one-particle density matrix, in contrast with the monotonic behaviour observed for
smaller κ. However, all these features were already known from the studies in the Tonks-
Girardeau regime and remain qualitatively unchanged for finite interaction. The effect of a
finite coupling c is instead investigated here for the first time. Fig. 4 shows that the correlation
is enhanced at large distances with decreasing c for all κ. This effect is more pronounced close
to the bosonic point and slowly vanish as we approach fermions. Indeed, when κ → 1, one
recovers the case of impenetrable particles independently of the value of c since the effective
coupling c′ →∞, cf. Eq. (9).

It is also interesting to investigate the behaviour of the momentum distribution function
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nκ(q) [67, 69, 116], defined as the Fourier transform of the one-particle density matrix

nκ(q) =
1

L

∫ L

0

dx e2iπqx/L g1(x, 0). (39)

Here the integer q is not the momentum, but the corresponding quantum number. The actual
momentum is k = 2πq/L. The evaluation of nκ(q) can be easily carried out with fast Fourier
transform routines applied on data samples of g1(x, 0) with equally spaced points x. The
momentum distribution function obtained through the Luttinger liquid approach is expected
to be quantitative accurate only for small values of the momentum close to qF = (N − 1)/2,
since this conformal technique is unable to capture the short-distance features of correlation
functions. The result at leading order is shown in Fig. 5 for different values of the interaction
strength and on varying κ between 0 and 1, plotted as function of q/qF which is equal to
k/kF . The momentum distribution nκ=0(q) of bosonic particles exhibits a peak in q = 0 with
height ∼ N−1/(2K). Turning on the anyonic parameter κ > 0, the peak is dragged backwards
to the point q = −κqF , while the divergence weakens as the height of the peak changes to
∼ N−α(κ) with α(κ) = 1

2
(1/K+κ2K). This singularity ultimately becomes the discontinuity

at q = −qF when κ ' 1. The other discontinuity at q = qF is instead generated from
weaker singularity at q = (2 − κ)qF that gets stronger and stronger as κ gets close to 1, up
to becoming of leading order when κ = 1 [69]. We recall that for large k, the momentum
distribution function for any κ 6= 1 and arbitrary c 6= 0 presents a universal tail going like
k−4 [67].

5. Anyonic Lieb-Liniger model in confining potentials

Hereafter, we move on to study anyonic gases in inhomogeneous settings. In particular,
in this section we adapt to anyons the approach of Ref. [101] for the characterisation of a
Tonks-Girardeau bosonic gas in the presence of arbitrary trapping potentials. It relies on
the assumption of scales separation [101–106, 117] and the systematic use of a local density
approximation (LDA) within fluid cells of mesoscopic length.

Let us consider an external potential which couples to the density operator of the system.
The anyonic Lieb-Liniger Hamiltonian (3) gets modified as

Ĥ =

∫
dx
[
Ψ̂†κ(x)

(
−∂2

x − µ+ V (x)
)

Ψ̂κ(x) + c Ψ̂†κ(x)2Ψ̂κ(x)2
]
, (40)

where we added a chemical potential µ. Indeed, from now on, we work at fixed chemical
potential µ rather than at fixed particle number N . However, since our focus is the ground
state of the model (40), the two descriptions are equivalent. The presence of the trap induces
a spatial dependence of thermodynamic quantities and breaks down, in general, the exact
solvability of the model discussed in Sec. 2.

For sufficiently slowly-varying potentials V (x), one can adopt a description of the system
over fluid cells of size ` such that

ρ(x)−1 � `� ρ(x)|∂xρ(x)|−1, (41)
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Figure 6. Illustration of the separation of scales for a trapped one-dimensional system. We
investigate the model (40) at scales ` such that ρ(x)−1 � ` � ρ(x)|∂xρ(x)|−1, where LDA
can be employed self-consistently with TBA.

where ρ(x) is the expectation value of ρ̂(x) within the fluid cell at position x. On each fluid
cell then, the system appears locally homogeneous (because ` is smaller than the length over
which the density changes ρ(x)|∂xρ(x)|−1) but still contains a thermodynamically relevant
number of particles (because ` is much larger than the mean interparticle distance ρ(x)−1).
Under these assumptions, the thermodynamic Bethe Ansatz (TBA) results of Sec. 2 can be
applied consistently with LDA, see Fig. 6.

For simplicity, we only consider here confining potentials V (x) and chemical potential µ
such that the effective chemical potential µeff(x) = µ − V (x) has exactly two roots, denoted
by x1, x2. We have µeff(x) > 0 for x1 < x < x2 and negative elsewhere. The gas is then
confined in the interval [x1, x2]. Close to x1 and x2 the density vanishes and the separation
of scales condition (41) cannot be satisfied. The generalisation to multiple roots (with the
gas semiclassically confined in disconnected intervals) is straightforward. The pseudo energy
definition (18) has to be modified by adding the effective chemical potential. The local Fermi
point Q1,2(x) are obtained within LDA by solving the consistency equation for a given fluid
cell at x ∈ [x1, x2]{

ε(λ, x) = λ2 − µ+ V (x) + 1
2π

∫ Q2(x)

Q1(x)
dα 2c′

c′ 2+(λ−α)2
ε(α, x),

ε(Q1,2(x), x) = 0.
(42)

Similarly, we introduce the local root density ρp(λ, x) which satisfies the TBA equation (15)
for each fluid cell. Finally the local particle density is

ρ(x) =

∫ Q2(x)

Q1(x)

dλ ρp(λ, x), (43)

and the mean number of particles N =
∫

dxρ(x). In Fig. 7, the Fermi point distribution and
the corresponding particle density, obtained from the numerical solution of Eqs. (42) and (43),
are shown for different confining potentials.

5.1. Low-energy description with an inhomogeneous Luttinger liquid

The ideas about separation of scales and LDA machinery can also self-consistently be applied
within the Luttinger liquid approach for low energy, as e.g. done for the bosonic Lieb-Liniger
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Figure 7. (Top) Fermi point spatial distribution Q1,2(x) and (bottom) the corresponding local
particle density ρ(x) for symmetric confining potentials V (x) = V (−x) where Q1,2 = ∓Q
and x1,2 = ∓R, as function of the rescaled position x/R. The different curves on each
panel show different values of κ whereas different V (x) are shown on different columns:
(a) V (x) = (2/ζ)2 x2; (b) V (x) = −(5/ζ)2 x2 + (3.6/ζ)4 x4; (c) V (x) = (5.3/ζ)2 x2 −
(4.8/ζ)4 x4 + (3.6/ζ)6 x6. Numerical data are obtained setting c = 1, µ = 1 and ζ = 60.

gas in Refs. [102, 103]. The effective Hamiltonian of the inhomogeneous Luttinger liquid is

ĤLL =
1

2π

∫
dx vs(x)

(
K(x) (∂xθ̂)

2 +
1

K(x)
(∂xφ̂)2

)
, (44)

which generalises the Luttinger liquid Hamiltonian (26) to inhomogeneous setups, allowing
for a spatial dependence of both the Luttinger parameter K and the sound velocity vs
[101–107,118,119]. These Hamiltonian parameters depend on x through the spatially varying
effective coupling γ′(x) ≡ c′/ρ(x) (we stress that the prime is not a derivative here). Hence,
we have vs(x) = vs(γ

′(x)) and K(x) = K(γ′(x)). For a given fluid cell at position x (i.e.,
for a given value of γ′(x)), the local values of vs and K are obtained with the techniques of
Sec. 3.

The field theory that describes the properties of the effective Hamiltonian (44) is a free
massless compact boson with a space-dependent coupling and equipped with a non-flat metric
tensor gab [101–107], with Euclidean action

S =
1

2π

∫ √
g d2x

K(x)
gab (∂aφ̂)(∂bφ̂), (45)

where x = (x, τ) and gab is the two-dimensional euclidean metric with line element

ds2 = gab dxadxb = dx2 + vs(x)2 dτ 2. (46)

The non-flat metric gab can be eliminated with the following change of coordinates

x̃(x) ≡
∫ x

x1

dy

vs(y)
, (47)

where the new variable x̃(x) lives in the interval x̃(x) ∈ [0, L̃] with

L̃ = x̃(x2) =

∫ x2

x1

dy

vs(y)
. (48)
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Figure 8. (Bottom) The isothermal coordinate x̃(x) in (47) and (top) the corresponding particle
density for different confining potentials. In particular, we have set c = 1, µ = 1, κ = 0,
ζ = 80 and, on different columns: (a) V (x) = (2/ζ)2x2; (b) V (x) = −(7/ζ)2x2 +(4/ζ)4x4;
(c) V (x) = (8/ζ)2x2 − (6/ζ)4x4 + (4.2/ζ)6x6.

The coordinate x̃ physically represents the time needed by a signal emitted from the left
boundary x1 to reach the position x traveling with velocity vs(x). It is then easy to see that
the change of coordinates x → x̃(x) is isothermal, i.e., it sets the metric (46) in the diagonal
form ds2 = vs(x)2 (dx̃2 + dτ 2). Examples of isothermal coordinates x̃ for different confining
potentials are shown in Fig. 8.

The isothermal coordinate (47) cancels the local sound velocity in the action (45), leading
to

S =
1

2π

∫
d2x

K(x)
(∇xφ̂)2, (49)

where we have conveniently re-defined x = (x̃(x), τ). No change of coordinates can instead
remove the dependence on K(x) in Eq. (49). We stress that the presence of K(x) also breaks
conformal invariance.

Note that, in the strong interaction regime γ′ →∞, the the Luttinger parameter does not
depend on x anymore and the action (49) reduces to the CFT one in Eq. (29) with K = 1,
whose correlation functions are known and can be readily used for our purposes, see Sec. 6.1.
However, for the generic case with γ′(x) finite, standard CFT results are no longer useful and
the computation of the correlation functions relies instead on the numerical evaluation of the
Green’s functions of a generalised Laplace operator∇x

1
K(x)
∇x, see Sec. 6.2.

6. One-particle density matrix in a trapping potential

In this section, we build upon the framework introduced in the previous section and finally
present our results for the anyonic correlation functions in a trapping potential. The harmonic
expansion of a uniform anyonic field in Eq. (25), readily generalises to the inhomogeneous
setting as

Ψ̂†κ(x) =
√
ρ(x)

∞∑
m=−∞

Bκ
m(x) e

iπ(2m+κ)
∫ x
x1

dy ρ(y)
e−iθ̂(x) ei(2m+κ)φ̂(x), (50)
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where the local non-universal amplitude Bκ
m(x) depends on the spatial positions only through

the ratio γ′(x) = c′/ρ(x) asBκ
m(x) = Bκ

m(γ′(x)). In Sec. 4 we detailed how to deriveBκ
m(γ′)

for fixed γ′.
Within the separation of scale assumption in Eq. (41), the asymptotic behaviour of the

one-particle density matrix (31) is

g1(x, x′) =
√
ρ(x)ρ(x′)

∞∑
m,m′=−∞

e
iπ

[
(2m+κ)

∫ x
x1

dy ρ(y)−(2m′+κ)
∫ x′
x1

dyρ(y)
]

×Bκ
m(x) Bκ

m′(x
′) 〈Â2m+κ,−1(x)Â−2m′−κ,1(x′)〉curv

obc , (51)

which directly follows from Eq. (50). In this expression, the correlation of vertex operators is
computed on a curved space with open boundary conditions (obc). Notice, as a first important
difference with the uniform case, that we cannot use translational invariance to remove one of
the two sums in Eq. (51). The first step to evaluate the correlation (51) is to perform a Weyl
transformation g → e2σ(x)g with line element

ds2 = dx2 + vs(x)2 dτ 2 = e2σ(x)(dx̃2 + dτ 2), (52)

where eσ(x) ≡ vs(x) and x̃ given in Eq. (47). Vertex operators behave as primary fields

Âm,n(x) = (vs(x))−∆m,n(x) Âm,n(x̃(x)), (53)

with spatially varying scaling dimension

∆m,n(x) =
1

4

(
m2K(x) +

n2

K(x)

)
. (54)

The correlation of vertex operators in Eq. (51) can be then rewritten in terms of the one on a
flat geometry with isothermal coordinates as

〈Âm,n(x)Â−m′,−n(x′)〉curv

obc = (vs(x))−∆m,n(x) (vs(x
′))
−∆−m′,−n(x′)

× 〈Âm,n(x̃(x))Â−m′,−n(x̃(x′))〉[K]

obc . (55)

The notation 〈·〉[K]
obc remarks that the expectation value on the r.h.s. of Eq. (55) is taken on a

flat geometry but in an inhomogeneous medium with spatially varying Luttinger parameter
K(x̃).

Plugging Eq. (55) into Eq. (51), we arrive at our main result for the one-particle density
matrix of the trapped anyonic Lieb-Liniger gas (40)

g1(x, x′) =
∞∑

m,m′=−∞
e
iπ

[
(2m+κ)

∫ x
x1

dy ρ(y)−(2m′+κ)
∫ x′
x1

dyρ(y)
]

bκm(x)
√
ρ(x)

[ρ(x) vs(x)]∆2m+κ,1(x)

× bκm′(x
′)
√
ρ(x′)

[ρ(x′) vs(x′)]
∆2m′+κ,1(x′)

〈Â2m+κ,−1(x̃(x))Â−2m′−κ,1(x̃(x′))〉[K]

obc , (56)

where, as in the homogeneous case, we have set bκm(x) = Bκ
m(x) ρ(x)∆2m+κ,1(x). Each term

in the sum can be exactly calculated (numerically) with known techniques, as we will explain
and do in the following. Even here we completely ignore the contribution of anharmonic
terms (descendent fields).
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Figure 9. (Right and middle) The asymptotic behaviour of the one-particle density matrix
(56) for the ATG gas and (left) the corresponding particle density as functions of the rescaled
position x/R, with x1,2 = ∓R. The different curves on each panel show different values
of κ whereas different confining potential V (x) are shown on different rows: (a) V (x) =

(2/ζ)2 x2; (b) V (x) = −(5/ζ)2 x2 + (3.6/ζ)4 x4; (c) V (x) = (5.3/ζ)2 x2 − (4.8/ζ)4 x4 +

(3.6/ζ)6 x6. Data are obtained setting c = 50, µ = 1, ζ = 80

6.1. Anyonic Tonks-Girardeau trapped gas

In the Tonks-Girardeau regime γ′(x)→∞, we have a uniform Luttinger parameterK(x) ≡ 1

and we can employ standard boundary CFT techniques [111] for the correlation functions
of vertex operators with obc. The final result for the vertex correlation function is (see,
e.g., [91, 111])

〈Âm,n(x̃)Â−m′,−n(x̃′)〉[1]

obc =
[
d(2x̃, 2L̃)

]− 1
4

(m2−n2) [
d(2x̃′, 2L̃)

]− 1
4

(m′ 2−n2)

×

[
d(x̃+ x̃′, 2L̃)

] 1
2

(mm′−n2)

[
d(x̃− x̃′, 2L̃)

] 1
2

(mm′+n2)
eiπn(m+m′)sgn(x̃−x̃′)/4, (57)

with shorthands x̃ = x̃(x), x̃′ = x̃(x′) and d(x̃, L̃) ≡ L̃| sin(πx̃/L̃)|/π.
Plugging Eq. (57) into Eq. (56) and exploiting the knowledge of bκm (cf. Eq. (37) for

bκ0), we get the harmonic expansion of the one-particle density matrix in the Tonks-Girardeau
regime for arbitrary trap potentials. In Fig. 9 we show the leading behaviour for different
confining potential upon varying κ (with only m = m′ = 0 at small κ and adding also
m,m′ = −1 close to the fermion point). As one can see in Fig. 9, for κ = 0 there is the
typical peaked function of bosons [102] while, increasing κ, the one-particle density matrix
develops oscillations with increasing frequency. This tendency ultimately leads for κ → 1 to
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Figure 10. The leading term of the one-particle density matrix (56) in the ATG regime
for a harmonic trap potential as functions of the rescaled position x/R, with x1,2 = ∓R.
In this figure, we plot the bosonic case (corresponding to κ = 0) and the fermionic one
(corresponding to κ = 0.98 ' 1). Numerical data are obtained setting c = 50, µ = 1

and V (x) = (2/ζ)2x2, ζ = 200.

a sinc-like function arising from the superposition of the two harmonics m,m′ = 0,−1, see
Fig. 10. Importantly, for a harmonic trapping potential, Eq. (57) reproduces the known exact
solution of the ATG model [76]. The results for arbitrary trapping potential instead appear
here for the first time.

6.2. Finite interaction case

In this subsection it convenient to work with the normalised isothermal coordinates r ≡
x̃/L̃ ∈ [0, 1] which induce the rescaling of the vertex operators

Âm,n(x̃) = (L̃/π)−∆m,n(r) Âm,n(r). (58)

For finite interactions γ′(x), the evaluation of the correlation function of vertex operators
appearing in the one-particle density matrix (56) is based on the numerical computation of the
three independent Green’s functions of the inhomogeneous Luttinger liquid Hamiltonian (26)

Gφφ(r, r′) ≡ 〈φ̂(r) φ̂(r′)〉[K]

obc , (59)

Gθθ(r, r
′) ≡ 〈θ̂(r) θ̂(r′)〉[K]

obc , (60)

Gφθ(r, r
′) ≡ 〈φ̂(r) θ̂(r′)〉[K]

obc . (61)

These Green functions can be calculated in several manners. Here we follow the algorithm
developed in the recent paper [106], see Appendix D for a detailed explanation. The two-point
correlators in Eqs. (59) and (60) are singular for r → r′. It is therefore necessary to introduce
the regularised Green’s functions [103]

Greg
φφ (r) = lim

r→r′

[
Gφφ(r, r′) +

1

4
K(r) log |r − r′|2

]
, (62)

Greg
θθ (r) = lim

r→r′

[
Gθθ(r, r

′) +
1

4K(r)
log |r − r′|2

]
, (63)

so that the second term on the r.h.s. of Eqs. (62) and (63) cancels the divergence of the Green’s
functions when r → r′, see Appendix C for details.
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Figure 11. (Right and middle) The leading order behaviour of the one-particle density matrix
g1(x, 0) (56) at finite interactions γ′(x) and (left) the corresponding particle density as function
of the rescaled position x/R, with x1,2 = ∓R. Figures are obtained with the numerical
evaluation of the Green’s function (59)-(61) (see Eq. (64) and Appendix D) and of bκ0 (see
Fig. 3 and Appendix B). The different curves on each panel show different values of κwhereas
different confining potential V (x) are shown on different rows. (a) V (x) = (2/ζ)2 x2; (b)
V (x) = −(5/ζ)2 x2 + (3.6/ζ)4 x4; (c) V (x) = (5.3/ζ)2 x2 − (4.8/ζ)4 x4 + (3.6/ζ)6 x6.
Numerical data are obtained setting c = 1, µ = 1 and ζ = 80.

Finally Wick theorem can be employed to write the expectation value of vertex operators
in Eq. (56) in terms of the Green functions as [103]

〈Âm,n(r) Â−m′,−n(r′)〉[K]

obc = Vφφm,m′(r, r′) Vθθn (r, r′) Vφθn,m
m′

(r, r′), (64)

where

Vφφm,m′(r, r′) = exp

[
−m

2

2
Greg
φφ (r)− m′2

2
Greg
φφ (r′) +mm′ Gθθ(r, r

′)

]
, (65)

Vθθn (r, r′) = exp

[
−n

2

2
(Greg

θθ (r) +Greg
θθ (r′)) + n2 Gθθ(r, r

′)

]
, (66)

and

Vφθn,m
m′

(r, r′) = exp (n [(m+m′)Gφθ(r, r
′)−mGφθ(r, r)−m′Gφθ(r

′, r′)]) . (67)

Combining Eqs. (64) and (56), we get our final expression for the one-particle density matrix
of the trapped anyonic Lieb-Liniger model (40) with finite interaction strength

g1(x, x′) =
∞∑

m,m′=−∞
e
iπ

[
(2m+κ)

∫ x
x1

dy ρ(y)−(2m′+κ)
∫ x′
x1

dyρ(y)
]

bκm(x)
√
ρ(x)

[L̃ρ(x)vs(x)/π]∆2m+κ,1(x)

× bκm′(x
′)
√
ρ(x′)

[L̃ρ(x′)vs(x′)/π]∆2m′+κ,1(x′)
Vφφ2m+κ,2m′+κ(r, r

′)Vθθ−1(r, r′)Vφθ−1,2m+κ
2m′+κ

(r, r′). (68)



21

Figure 12. The same as in Fig. 11 with x′ = −0.5R rather than 0.

Each term in the above double sum can be readily worked out numerically putting together
all techniques we outlined throughout this paper. As topical examples in Figs. 11 and 12
we report only the leading term in the sum (with m = m′ = 0) for three different trapping
potentials and for four values of the statistical parameter κ (sufficiently far from the fermionic
point where the mode with m,m′ = −1 cannot be neglected). We report our results for
g1(x, x′) as a function of x at fixed x′, with x′ = 0 in Fig. 11 and x′ = −0.5R in Fig. 12.
Among the various κ, we also reported the bosonic case with results that perfectly match
the ones in Refs. [102, 103] (these have been also tested against accurate density matrix
renormalisation group (DMRG) simulations, showing an excellent agreement). In the figures
we can observe that a non-zero anyonic parameter causes strong oscillations of g1(x, x′) as
a function of both space variables, that are not present for bosons. As a very important
difference with the homogeneous case (cf. Fig. 4), these oscillations are not uniform and
get modulated with the positions. Our approach is able to capture the fine details of this
modulation. It would be extremely interesting to test quantitatively some of our predictions
in numerical simulations, e.g. against DMRG calculations for a dilute anyon Hubbard model
already performed in the uniform case in Ref. [120].

7. Conclusions

In this work we combined Luttinger liquid techniques and the exact knowledge of the non-
universal amplitudes from Bethe Ansatz to access the zero-temperature one-particle density
matrix of the anyonic Lieb-Liniger model, for finite values of the interactions and differ-
ent trapping potentials. In the homogeneous case, we exploited the Bethe Ansatz formula
for the field form factors recently derived in Ref. [110] to extract numerically non-universal
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coefficients appearing in the formal expansions for the correlation functions. We explicitly
computed the one-particle density matrix for finite values of the interactions, thus extending
standard results obtained in the Tonks-Girardeau limit. In the case of inhomogeneous density
profiles, we generalised to anyonic statistics the techniques of non-uniform Luttinger liquid
developed in Refs. [102–106] for bosons. This generalization allowed us to obtain an exact
asymptotic expansion for the one-particle density matrix in an arbitrary trapping potential
that we explicitly worked out for some specific cases, highlighting the main differences aris-
ing with respect to the bosonic statistics.

Given the technical nature of our work, it is useful to comment and highlight the physical
significance of our results. To this end, it is important to stress that all previous studies
regarding the one-particle density matrix in the anyonic Lieb-Liniger model were restricted
to infinite values of the repulsive interactions. This is because, although a Bethe Ansatz
solution of the interacting Hamiltonian has been known for a long-time [15,16], only recently
a formula for the field form factor has been derived [110]. Accordingly, the main source
of relevance of the present manuscript is to provide a set of predictions for the one-particle
density matrix in the presence of interactions.

This is relevant, also in light of the most recent proposals for experimental
implementations on 1D anyons: in particular, the possibility of tunable (finite) interactions has
been explicitly and successfully addressed in Refs. [4,5], improving the scheme put forward in
the seminal work [3]. We note that these papers propose the realization of an anyonic Hubbard
chain. However, for low temperatures and fillings, the anyonic Lieb-Liniger model emerges
as a low-density limit of the latter, analogously to the well-known case of repulsive bosons in
a lattice [121,122]. Thus, the explicit results reported in Secs. 4 and 5 already give us realistic
predictions for the one-particle density matrix in these experimental settings. Furthermore,
our approach is flexible enough to be adjusted for more general trapping potentials that could
appear in different setups.

The plots shown throughout the paper allow us to appreciate clear qualitative proper-
ties of the one-particle density matrix as a function of both the anyonic parameter κ and the
(tunable) interaction c. First of all, the one-particle density matrix g1(x, x′) displays a strong
dependence on the value of the parameter κ, irrespective of the trapping potential and interac-
tions. In particular, greater values of κ generically result in the presence of oscillations with
increasing frequency. This feature is qualitatively similar to what has been observed in the
infinitely-repulsive case [64,67,69,76], but it is enhanced away from the infinite-c limit. This
can be clearly seen in Fig. 4 for the case of periodic boundary conditions. In the inhomo-
geneous case, we also find a marked spatial dependence of correlations for finite c, which is
much less pronounced in the limit of infinite interactions.

Finally, although our work has focused on the case of anyonic gases at equilibrium, it
also provides the technical tools to move on to study non-equilibrium situations, where there
are several interesting directions to be explored. For instance, while we know that many
results for a gas expansion [123–125] easily generalise to anyons, less obvious is whether
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one could apply the recently developed techniques of Ref. [126], where the authors extended
the generalised hydrodynamics (GHD) formalism [127, 128] by taking into account quantum
fluctuations. This resulted in a quantum GHD, which, to some extent, can be viewed as a
multi-component Luttinger liquid approach to the out-of-equilibrium dynamics in integrable
systems. Our work provides the basis for a generalization of this and other studies to the
case of anyonic statistics, whose physics out-of-equilibrium has still received relatively small
attention.
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Appendix A. Matching of the excited states

In this appendix, we investigate the correspondence between the excited states of the anyonic
Lieb-Liniger model (3) and the vertex operators (30) of the Luttinger liquid Hamiltonian (26).
We recall that the eigenstates of (3) are determined by a set of rapidities {λj}Nj=1 (see Eq. (8))
that are labeled by the set of quantum numbers Ij through the solution of Bethe equations
(11). In the ground state, the Bethe integers Ij are uniformly distributed

{Ij}Nj=1 =

{
j − 1

2
(N + 1)

}N
j=1

. (A.1)

Low-energy excitations of the model are of two main kinds (see e.g. [29, 90]): (i) change of
the total particle number N → N ± n and (ii) particle-hole pair formation around the Fermi
points ±Q. Particle-hole excitations further divide into: (ii a) particle-hole formation around
the same Fermi point and (ii b) backscattering processes where a particle (hole) is generated
around one Fermi point ±Q and a hole (particle) is generated around the other ∓Q.

For large systems L → ∞, the contribution of low lying states to the energy and
momentum eigenvalues can be estimated as [29]

δE =
2πvs
L

(
n2

4Z2
+
m2 Z2

4
+
∞∑
`=1

`(N` +N−`)

)
+O(L−2), (A.2)

P = kFm+
2π

L

(
nm

2
+
∞∑
`=1

`(N` −N−`)
)
, (A.3)

with Fermi momentum kF = πρ. Here, n is the number of particles that have been added
(removed) from the system (i), m is the number of particle-hole excitations across the Fermi
sea (ii b) and N±` is the number of particle-hole excitations around the same Fermi point (ii
a). The quantity Z is the dressed charge of the system given by Z =

√
K for Lieb-Liniger

models [29].
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Excited states Bethe integers

Ground state ◦ ◦ ◦ • • • • • • • • ◦ ◦◦
n = 1 ◦ ◦ ◦ • • • • • • • • • ◦ ◦ ◦
N1 = 1 ◦ ◦ ◦ • • • • • • • ◦ • ◦◦
N−1 = 1 ◦ ◦ • ◦ • • • • • • • ◦ ◦◦
N2 = 1 ◦ ◦ ◦ • • • • • • • ◦ ◦ •◦
N1 = 2 ◦ ◦ ◦ • • • • • • ◦ • • ◦◦
N1 = N2 = 1 ◦ ◦ ◦ • • • • • • ◦ • ◦ •◦

Table A1. Illustration of the Bethe quantum numbers Ij associated with the low-energy
excitations of the model. Here, the circles denotes a sequence of (half-)integers that are equally
spaced. A full circle • stands for a selected value of Ij .

The Bethe integers configurations of such low-energy excitations can be obtained from
(A.1) as follows. The change of the particle number (i) corresponds to

{Ij}Nj=1 →
{
j − 1

2
(N + 1± n)

}N±n
j=1

, (A.4)

while a particle-hole formation (ii a) with e.g. N±1 = 1 moves the max (min) Bethe integer
of ±1

N1 : max(Ij) =
N − 1

2
+ 1; N−1 : min(Ij) = −N − 1

2
− 1, (A.5)

and a backscattering process (ii b) is a ±m shift of all the particles, entering in the Bethe
Ansatz equations (11) similarly to the anyonic κ dependence. An illustration of Bethe integers
for different low-energy processes is given in Table A1.

On the other hand, we can estimate the energy and momentum contribution of the
vertex operator Âm,n using well-known conformal field theory results. At leading order, one
obtains [29, 89]

δE =
2πvs
L

∆m,n, (A.6)

and

P = kFm+
2π

L
sm,n, (A.7)

where ∆m,n is given in Eq. (34) and sm,n = nm/2 is the conformal spin associated with the
vertex operator Âm,n.

The comparison of Eqs. (A.6), (A.7) with Eqs. (A.2), (A.3) allows us to match the excited
state |µj〉N−1

j=1 (obtained from the Bethe integers configuration {Ij}N−1
j=1 =

{
j − N

2

}N−1

j=1
with

2m+ κ shift of quasimomenta) and the vertex operator Â2m+κ,−1.
Finally, particle-hole excitations of type (ii a) are recovered in the Luttinger liquid theory

as derivatives of the field φ̂.
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Appendix B. Non-universal amplitudes Bκ
m from field form factors

In this appendix, we provide a proof of the formula in Eq. (38) that has been used in the
main text to evaluate the non-universal amplitudes Bκ

m appearing in the asymptotic expansion
(25) of Ψ̂†κ. The starting point is the asymptotic representation of a local field Ôn(x) of our
microscopic model (3) as a combination of operators ϕ̂m,n(x) of the effective field theory (26)

Ôn(x) =
∑
m

cm ϕ̂m,n(x). (B.1)

The quantum number n is a characteristic of the operator Ôn. For the anyonic Lieb-Liniger
model (3), it is related to the change in the total particles number N generated by Ôn, see
Appendix A.

We then need to specify the boundary conditions for the microscopic model and for its
asymptotic description. Periodic boundary conditions for Ôn are implemented in the r.h.s. of
Eq. (B.1) as

Ôn(x) =
∑
m

(
2π

L

)∆m,n

cm ϕ̂m,n(e
2πix
L ), (B.2)

where ∆m,n is the scaling dimension of ϕ̂m,n. In Appendix A, we have seen that, at low-
energy and for large system sizes, there is an unambiguous matching between eigenstates
|em,n〉L of the microscopic model and eigenstates |em,n〉 of the asymptotic field theory. In
the limit L → ∞, finite-size effects drop out and these eigenstates will eventually coincide.
Therefore, if we take the expectation L 〈0| · |em,n〉L of both sides of Eq. (B.2), we have

L〈0|Ôn(x)|em,n〉L =

(
2π

L

)∆m,n

cm × L 〈0|ϕ̂m,n(e
2πix
L )|eκm,n〉L , (B.3)

that, in the thermodynamic limit L→∞, leads to

cm = limTh

[(
L

2π

)∆m,n

L 〈0|Ôn(x)|em,n〉L

]
, (B.4)

since 〈0|ϕ̂κm,n(0)|em,n〉 = 〈em,n|em,n〉 = 1.
The coefficient cm depends on the spatial position as [29]

cm = Bm eikFmx, (B.5)

due to the momentum carried by the excited state |em,n〉, see Eqs. (A.3) and (A.7) in Appendix
A. Therefore, focusing on the amplitude Bm, one can write Eq. (B.4) as

Bm = limTh

[(
L

2π

)∆m,n

L 〈0|Ôn(0)|em,n〉L

]
. (B.6)

Let us now consider the case of interest, where the local field Ôn = Ψ̂†κ with n = −1, since
the operator Ψ̂†κ is responsible for the creation of a particle and ϕ̂m,n = Âm,n are the vertex
operators given in Eq. (30). From Eq. (B.6) we have

Bκ
m = limTh

[(
L

2π

)∆2m+κ,1 〈{λ}Nj=1|Ψ̂†κ(0)|{µj}N−1
j=1 〉√

〈{λj}|{λj}〉
√
〈{µj}|{µj}〉

]
, (B.7)
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where |0〉L = |{λj}〉 is theN -particle ground state of the model (3) and |e2m+κ,−1〉L = |{µj}〉
is the (N − 1)-particle state associated with the vertex operator Â2m+κ,−1, see Appendix A.

The result (B.7) is the formula in Eq. (38) that we used in the main text for the
computation of non-universal amplitudes Bκ

m. Notice that the field form factor

FN,N−1

[
x; {λj}Nj=1, {µj}N−1

j=1

]
≡ 〈{λ}Nj=1|Ψ̂†κ(x)|{µj}N−1

j=1 〉 (B.8)

satisfies [110]

FN,N−1

[
x; {λj}Nj=1, {µj}N−1

j=1

]
= exp

(
i
(
P [{µj}N−1

j=1 ]− P [{λj}Nj=1]
)
x
)

× FN,N−1

[
0; {λj}Nj=1, {µj}N−1

j=1

]
, (B.9)

consistently with Eq. (B.4)-(B.6) in the limTh. With Eq. (B.7) at hand, we numerically
evaluated the amplitude Bκ

m for different values of N ranging from N = 15 to N = 30,
setting L so that N/L = ρ (hence γ = c/ρ) is kept fixed. Afterwards, we extrapolated the
thermodynamic limit value with a polynomial fit in 1/N . Note that the evaluation of the field
form factor FN,N−1 for large values of N requires the knowledge of the determinant formula
derived in Ref. [110]. Indeed, the numerical evaluation of the multidimensional integrals
involved in FN,N−1 is already highly non-trivial forN = 5 and it quickly becomes impossible
for higher N due to the increasing complexity of the Bethe wavefunctions.

Appendix C. Exact results for Green’s functions with uniform K

It is useful to consider in more detail the analytical results for the Green’s functions (59)-(61)
in a uniform medium K. Indeed, on the one hand these represent a (non-trivial) test for our
implementation of the numerical algorithm in Appendix D. On the other hand, they clearly
show how the short-distance divergence of the Green’s functions (59)-(60) can be regularized.
For uniform K, the Green’s functions are [91, 102, 103]

〈φ̂(r) φ̂(r′)〉obc =
−K

4
log

(∣∣∣∣sin [π(r − r′)
2

]∣∣∣∣2 ∣∣∣∣sin [π(r + r′)

2

]∣∣∣∣−2
)
, (C.1)

〈θ̂(r) θ̂(r′)〉obc =
−1

4K
log

(∣∣∣∣2 sin

[
π(r − r′)

2

]∣∣∣∣2 ∣∣∣∣2 sin

[
π(r + r′)

2

]∣∣∣∣2
)
, (C.2)

〈φ̂(r) θ̂(r′)〉obc =
iπ

4
sgn(r − r′). (C.3)

It is then easy to see that (C.1) and (C.2) diverge when r → r′ as

lim
r→r′

Gφφ(r, r′) = −K
4

log |r − r′|2, (C.4)

and the same for Gθθ with K ↔ 1/K. Therefore, if we remove such singular part for r → r′

from Eqs. (C.1)-(C.2), we obtain the regularised functions

Greg
φφ (r) = −K

4
log
(
|2 sin(πr)|−2) , (C.5)

Greg
θθ (r) = − 1

4K
log
(
|2 sin(πr)|2

)
. (C.6)
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Note that this prescription can be straightforwardly extended to inhomogeneous settings
(because K(r) is locally uniform when r → r′) and leads to the relations (62)-(63) of the
main text. It is also easy to check that plugging Eqs. (C.1)-(C.3) and (C.5)-(C.6) in (64) with
K = 1, the analytical result of Eq. (57) is recovered.

Appendix D. Numerical computation of Green’s functions

The numerical computation of the Green’s functions (59)-(61) of the inhomogeneous
Luttinger liquid Hamiltonian (26) is made following the algorithm recently developed in
Ref. [106]. We start from the Hamiltonian (26) (in normalised isothermal coordinates
r = x̃/L̃)

ĤLL =
1

2π

∫ 1

0

dr

(
K(r) π2Π̂(r) +

1

K(r)
(∂rφ̂)2

)
, (D.1)

in terms of the field πΠ̂(r) ≡ ∂rθ̂(r), [Π̂(r), φ̂(r′)] = −iδ(r − r′) [90], and we consider the
following lattice discretisation

Ĥ
(Λ)
LL =

1

2πΛ

Λ∑
j=1

π2KjΠ̂j +
Λ

π

Λ+1∑
j=1

1

Kj +Kj−1

(
φ̂j − φ̂j−1

)2

, (D.2)

where Λ is the number of sampled points in the segment [0, 1] and Π̂j , φ̂j are the lattice
discretisation of the fields Π̂(r), φ̂(r) satisfying [Π̂j, φ̂j′ ] = −iδj,j′ . The system is taken with
open boundary conditions that imply φ̂0 = φ̂Λ+1 = 0 and K0 = KΛ+1 = 1.

We then proceed with the implementation of the algorithm. For completeness, we report
the main steps of the procedure, addressing the reader to Ref. [106] for further information.
First, we introduce the ladder combinations

ϕ̂+
j ≡

1√
2

(
φ̂j + iΠ̂j

)
, ϕ̂−j ≡

1√
2

(
φ̂j − iΠ̂j

)
, (D.3)

satisfying bosonic commutation relations [ϕ̂+
j , ϕ̂

−
k ] = δj,k. We subsequently cast ϕ̂±j inside

the 2Λ-vector

ϕ̂† =
[
ϕ̂−1 , . . . , ϕ̂

−
Λ , ϕ̂

+
1 , . . . , ϕ̂

+
Λ

]
, (D.4)

so that the lattice Hamiltonian (D.2) is written as the quadratic form

Ĥ
(Λ)
LL = ϕ̂†

[
A B

B† A

]
ϕ̂, (D.5)

where A,B are Λ× Λ matrices with elements

Ai,j = δi,j

[
πKj

4Λ
+

Λ

2π(Kj+1 +Kj)
+

Λ

2π(Kj +Kj−1)

]
− Λδ|i−j|,1

2π(Kj +Ki)
, (D.6)

and

Bi,j = δi,j

[
−πKj

4Λ
+

Λ

2π(Kj+1 +Kj)
+

Λ

2π(Kj +Kj−1)

]
− Λδ|i−j|,1

2π(Kj +Ki)
. (D.7)
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Next, we consider the unitary transformation U , Γ = Uϕ, that diagonalises the matrix in
Eq. (D.5)

Ĥ
(Λ)
LL = Γ̂ †U †

[
A B

B† A

]
UΓ̂ =

2Λ∑
j=1

λjη̂
†
j η̂j, (D.8)

where the eigenvectors have the structure

η̂† =
[
η̂†1, . . . , η̂

†
Λ, η̂1, . . . , η̂Λ

]
, (D.9)

which follows from the structure of the Fock space. In order to preserve the bosonic
commutation relations of fields ϕ̂±j , the matrix U must have a simplectic structure

U
[

I 0

0 −I

]
U † =

[
I 0

0 −I

]
, (D.10)

leading to

Ĥ
(Λ)
LL =

Λ∑
j=1

λj

(
η̂†j η̂j + η̂j η̂

†
j

)
, (D.11)

with λj > 0. The ground state correlation matrix of the model (D.2) is written as the 2Λ× 2Λ

hermitian matrix

〈ϕ̂ϕ̂†〉 = U 〈Γ̂Γ̂†〉 U †, (D.12)

that can be expressed as the projector over positive frequencies

〈ϕ̂ϕ̂†〉 =
∑
ωj>0

vjv
†
j , (D.13)

where vj are eigenstates of the matrix

H =

[
I 0

0 −I

][
A B

B† A

]
. (D.14)

Clearly, the eigenproblem Hvj = ωjvj is not enough to properly fix the orthonormality
conditions on the vectors vj . This can be done as follows. We consider a set of eigenvectors
{wj} that spans the positive spectrum ofH. Next, we construct the hermitian matrix

Oi,j = w†i

[
I 0

0 −I

]
wj, (D.15)

and we consider the unitary transformation B such that B†OB is diagonal. An orthogonal set
of vectors is then build as

w̃j =
∑
i

wi Bi,j, (D.16)

and finally normalised vectors appearing in Eq. (D.13) are obtained as

vj =

∣∣∣∣∣w̃†j
[

I 0

0 −I

]
w̃j

∣∣∣∣∣
−1/2

w̃j. (D.17)
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Figure D1. Comparison between the numerically computed quantity Vθθ−1 in (D.21) and its
exact value for K = 1 (see Eqs. (C.1)-(C.6) and (66)). Data are obtained with the algorithm
of Ref. [106]. An excellent agreement of the curves is already found for a modest sampling
Λ = 300.

From the correlation matrix C ≡ 〈ϕ̂ϕ̂†〉 in Eq. (D.13), it is easy to extract the two-point
correlators of fields φ̂j and Π̂j using Eq. (D.3). For instance, 〈φ̂jφ̂k〉 is given by

〈φ̂jφ̂k〉 =
1

2Λ
(Cj,k + Cj+Λ,k + Cj,Λ+k + Cj+Λ,k+Λ) , (D.18)

and similarly for the others. As final result, from the algorithm of Ref. [106], we obtain the
2Λ× 2Λ correlation matrix

CφΠ =




[
〈φ̂jφ̂k〉

]Λ

j,k=1

[
〈Π̂jφ̂k〉

]Λ

j,k=1[
〈φ̂jΠ̂k〉

]Λ

j,k=1

[
〈Π̂jΠ̂k〉

]Λ

j,k=1

. (D.19)

At this point, we are left with the numerical integration of the φ-Π correlation matrix
(D.19) in order to get the φ-θ correlation matrix we are interested in. Note that the integration
of the field Π̂

θ̂(r) = θ̂(0) + π

∫ r

0

dy Π̂(y), (D.20)

gives rise to a global phase θ̂(0) that we are unable to determine. However, the one-particle
density matrix only requires the knowledge of the quantity (see Eq. (64) and (66)-(68))

Vθθ−1(r, r′) ≡ 〈e−iθ̂(r) eiθ̂(r′)〉 , (D.21)

which is, by construction, independent on θ̂(0). The comparison between the numerically
calculated quantity Vθθ−1 in (D.21) and the exact result for K = 1 (see Eqs. (C.1)-(C.6) in
Appendix C) gives an excellent agreement, as shown in Fig. D1. Similar arguments apply
for the mixed Green’s function Gφθ. Finally, we mention that it is possible to numerically
evaluate the Green’s function Gθθ and Gφφ with other strategies, e.g. exploiting the duality
of the gaussian free field theory of Eq. (49) [103]. Indeed, by definition, the Green’s function
Gφφ satisfies (recall x = (x̃, τ) ∈ Ω)

∇x
1

K(x)
∇x Gφφ(x, x′) = 4πδ(2)(x− x′), (D.22)
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Figure D2. Numerical evaluation of the Green’s functions Gφφ (left) and Gθθ (right)
compared with their analytical results in (C.1), (C.2) for K = 1. The agreement between the
curves is excellent. Data are obtained with a numerical inversion of the generalised Laplace
operator, see Eqs. (D.22)-(D.24).

with pbc on the coordinate τ and open boundary conditions (Dirichlet conditions)

Gφφ(x, x′) = 0 for x ∈ ∂Ω. (D.23)

On the other hand, the Green’s function Gθθ is obtained replacing K(x)↔ 1/K(x)

∇xK(x)∇x Gθθ(x, x
′) = 4πδ(2)(x− x′)− 4π/Vol, (D.24)

and Dirichlet boundary conditions with Neumann boundary conditions (that are dual to
Dirchlet ones)

∇xGθθ(x, x
′) = 0 for x ∈ ∂Ω. (D.25)

The second term on the r.h.s. of Eq. (D.24) is needed to annihilate unwanted zero modes of
the Green’s function Gθθ [103]. In practice, one can numerically implement the generalised
Laplace operators that multiply the Green’s functions on the l.h.s. of Eqs. (D.22)-(D.24) as
matrices acting on a discretised two-dimensional space (with the correct type of boundary
conditions) and derive the correlators with a numerical inversion of the kernel. In Fig. D2,
the Green’s functions obtained numerically with the kernel-inversion method are compared
with the exact results for uniform K (see Eqs. (C.1)-(C.2) in Appendix C), showing a perfect
agreement.
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O. I. Pâtu, V. E. Korepin, and D. V. Averin, J. Phys. A: Math. Theor. 43, 115204 (2010).
[64] P. Calabrese and M. Mintchev, Phys. Rev. B 75, 233104 (2007).
[65] P. Calabrese and R. Santachiara, J. Stat. Mech. P03002 (2009).
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