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Abstract. In this study, frictional resistance coefficients of an infinitely thin 2D plate have been 
computed at 14 Reynolds numbers (between 𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) = 6.25 to 9.5) in sets of five 
geometrically similar structured grids in order to perform reliable grid dependence studies. 
Additional grid dependency studies have been performed by using 5 sets of grids which have 
the same number of cells in all directions but varying first cell sizes normal to the flat plate at 
𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) = 6.25. Average 𝑦𝑦+ values for each grid set for the finest grid varies between 0.0075 
and 0.5 (from set 1 to 5 respectively) while none of the simulations exceeded average 𝑦𝑦+ value 
of 1. All simulations were performed with the direct application of the no-slip condition at 
walls. Therefore, no wall functions were used. Two turbulence models have been used for the 
investigations: 𝑘𝑘 − ω SST and EASM. Extensive grid dependence studies have been performed 
with two different CFD codes SHIPFLOW and FINE™/MARINE, using the same grids. 
Special attention was paid to the transition from laminar to turbulent flow at the lowest 
Reynolds number since laminar part can cover a significant part of the plate. At 𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) =
6.25 for both CFD codes, laminar flow and transition to turbulent flow was distinctive even 
though no transition models were applied. Significant dependency on 𝑦𝑦+ has been observed 
with FINE™/MARINE on friction resistance coefficient. On the other hand, SHIPFLOW 
exhibited less sensitivity to the first cell size variation, hence, revealed smaller numerical 
uncertainties in general. To ensure a numerical uncertainty of frictional resistance component 
below 1%, average 𝑦𝑦+ < 0.016 have been used for generating the data points of friction line 
with SHIPFLOW for each turbulence model. Data points of 14 Reynolds number have been 
transformed into numerical friction lines by applying curve fits. Obtained friction lines are 
compared with ITTC57 line, Schoenherr, Hughes, Toki, Katsui, Grigson lines and two 
numerical friction lines. 
 
1 INTRODUCTION 

The friction line, i.e. the dependency of flat plate frictional resistance coefficients on 
Reynolds number, is used in the 1978 ITTC method for scaling of ship resistance measured in 
a towing tank. The 1978 ITTC method adopted the form factor concept as described by Hughes 

694



Kadir B. Korkmaz, Sofia Werner and Rickard Bensow 

 2 

in [1], where the viscous resistance is expressed in relation to the “ITTC 57 model-ship 
correlation line” as shown in the following equation:  

𝐶𝐶𝑉𝑉 = (1 + 𝑘𝑘)𝐶𝐶𝐹𝐹 (1) 

where k is the form factor and 𝐶𝐶𝐹𝐹 is the friction resistance coefficient. The form factor concept, 
as well as the determination method proposed by Prohaska [2] has been questioned and 
investigated for many decades. The scale effects on form factor has been well demonstrated by 
García-Gómez [3], Toki [4] and Van et al. [5] using geosim test data analysis. In addition to the 
re-analysis of the geosim test data, CFD studies by Raven et al. [6] and Wang et al. [7] supported 
the existence of substantial scale effects on form factor and the main cause of the scale effects 
have been found to be the “ITTC 57 model-ship correlation line” rather than the original 
hypothesis of Hughes which suggested the form factor is independent of the Reynolds number. 
Additionally, when the growing disposition to leave the Prohaska’s method of form factor 
determination and growing confidence in numerical resistance calculations are considered, 
CFD might be able to provide a new method of form factor determination, which can increase 
the accuracy of the full-scale resistance predictions. 

In this study, numerical friction lines have been investigated and two numerical friction lines 
have been derived with k-𝜔𝜔 SST and EASM turbulence models. Grid dependency studies have 
been performed with SHIPFLOW and FINE™/MARINE codes in order to highlight the aspects 
that influence the skin friction coefficient, such as the effect of non-dimensional wall 
distance (𝑦𝑦+), turbulence intensity and transition from laminar to turbulent flow. The study is 
part of a larger research scope with the goal of recommending suitable procedures for using 
CFD to derive the form factor and the full scale ship resistance based on towing tank test. 

2 FLOW SOLVERS, COMPUTATIONAL DOMAIN, BOUNDARY CONDITIONS 
AND GRIDS 

2.1 Flow Solvers 
Two CFD codes have been used for this study: SHIPFLOW 6.3 and FINE™/MARINE 7.2. 

Starting with the former, XCHAP is the solver of SHIPFLOW which solves the Reynolds 
averaged Navier-Stokes (RANS) equations with a finite volume method. EASM, as described in 
[8], and k−ω SST, of [9], turbulence models are available. The convective terms are discretized 
with a Roe scheme which is first order accurate. Therefore, in order to increase the accuracy a 
flux correction is applied explicitly. The equations are solved with Krylov solver (adopted from 
PETSc) which implements the Generalized Minimal Residual method (KSPGMRES). Note that 
results from SHIPFLOW will be referred as “SF” in the plots in order to save space. 

ISIS-CFD is the flow solver of FINE™/MARINE. The solver is based on Finite volume 
method and incompressible unsteady Reynolds-averaged Navier Stokes equations are solved. 
There is no specific requirements on the topology of cells since the face-based method is used. 
The discretisation of the convective fluxes in both the momentum equations and the equations 
for turbulence modelling have been performed with AVLSMART scheme for this study. 
Among many turbulence models available in FINE™/MARINE, EASM, described in [8], and 
k−ω SST, of [9], turbulence models have been selected. Note that results from 
FINE™/MARINE will be referred as “FM” in the plots. 
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2.2 Computational Domain 
The computational domain size is based on the requirements of XCHAP and ISIS-CFD 

solvers. The domain is shaped as a rectangular prism since a 3D domain is required by the 
solvers. Size of the domain has been determined by the preliminary computations carried out at 
 𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) = 6.25 with two alternative domains. The flat plate have a length of L. The first 
domain has the inlet located 0.25L upstream of the leading edge, the outlet is placed 0.25L 
downstream of the trailing edge, side boundary located 0.25L away from the flat plate in the 
normal direction. The second domain (Dm2) has been designed with double the distance of the 
inlet, outlet and side boundaries (0.5L). The height of the domain is 1L for both domains since 
the flow is 2D and height has no effect on the results. 

Table 1 Comparison of influence of domain size on the computed prediction of the friction resistance 

 
EASM 

(SHIPFLOW)  
EASM 

(FINE™/MARINE)  
𝑘𝑘 − ω SST 

(SHIPFLOW)  
𝑘𝑘 − ω SST 

(FINE™/MARINE) 
 g1 g5  g1 g5  g1 g5  g1 g5 

𝛥𝛥𝐶𝐶𝐹𝐹(%) -0.6 -0.6  -0.6 -0.7  -0.6 -0.6  -0.6 -0.6 
𝑈𝑈(𝐶𝐶𝐹𝐹)(%)            

Dm1 0.08 0.29  0.13 0.37  0.18 0.69  0.09 0.32 
Dm2 0.08 0.28  0.10 0.36  0.17 0.63  0.10 0.35 

 

       

The differences between the frictional resistance coefficients for the two domain 
sizes, 𝛥𝛥𝐶𝐶𝐹𝐹(%) = 100 × (𝐶𝐶𝐹𝐹(𝐷𝐷𝐷𝐷2) − 𝐶𝐶𝐹𝐹(𝐷𝐷𝑚𝑚1))/𝐶𝐶𝐹𝐹(𝐷𝐷1), together with obtained numerical 
uncertainties, 𝑈𝑈(𝐶𝐶𝐹𝐹), for the finest grid are presented in Table 1. The differences in 𝐶𝐶𝐹𝐹 between 
the two domains are larger than the numerical uncertainties (presented in Section 3), opposed 
to what was observed by Eça and Hoekstra [10]. The investigations have indicated that the 
difference might originate from the dissipated turbulent kinetic energy between the inlet 
boundary and the flat plate. As it will be more thoroughly discussed in the Section 2.4, larger 
domain (Dm2) seems to act as a flow with lower turbulence intensity which results in slightly 
delayed transition from laminar to turbulent flow and lower friction resistance in the turbulent 
region. In order to confirm this argument, additional simulations have been performed with 
Dm2 domain at 𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) = 8.00. The difference of CF has been reduced to the numerical 
uncertainty levels as at such high Reynolds numbers turbulence intensity is not expected to 
have substantial impact. In the light of these findings the initial domain, Dm1, has been chosen 
for the further computations. 

2.3 Boundary Conditions 

The inlet boundary conditions are fixed uniform velocity (𝑈𝑈∞) and specific turbulent 
dissipation rate, ω, at the inlet is calculated by (𝜔𝜔)𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝜆𝜆𝑈𝑈∞/𝐿𝐿. The default values of the factor 
of proportionality, 𝜆𝜆, are set to 𝜆𝜆 = 1 for FINE™/MARINE and 𝜆𝜆 = 10 for SHIPFLOW. The 
turbulent kinetic energy at the inlet is defined as (𝑘𝑘)𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝜇𝜇𝜔𝜔𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝐶𝐶𝑖𝑖/𝜌𝜌 where 𝜇𝜇 and 𝜌𝜌 are 
dynamic viscosity and density respectively. FINE™/MARINE assumes the value of the 
constant 𝐶𝐶𝑖𝑖 = 1 × 10−3 while SHIPFLOW adopted 𝐶𝐶𝑖𝑖 = 1 × 10−4. As a result, both codes have 
the same turbulence intensity at the inlet. The outlet boundary condition of both codes consists 
of Neumann boundary condition that sets the gradient of velocity, 𝑘𝑘 and pressure to zero, 
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normal to the outflow plane. Slip condition simulates a symmetry condition by setting the 
normal velocity and normal gradient of other variables to zero. Noslip condition specifies the 
velocities components, 𝑘𝑘 and normal pressure component as zero at the wall. ω on the wall is 
specified differently by both codes. For FINE™/MARINE, ω𝑤𝑤 = 10 × (6𝜇𝜇/0.075𝜌𝜌𝑑𝑑2) where 𝑑𝑑 
is the distance of the first cell away from the wall. SHIPFLOW defines the wall value of ω of a 
smooth surface as ω𝑤𝑤 = (𝑢𝑢𝜏𝜏

2/𝜈𝜈) × (50/4.3𝑦𝑦+0.85)
2
as introduced in [11] where 𝑢𝑢𝜏𝜏is he frictional 

resistance and 𝜈𝜈 is the kinematic viscosity. All simulations have been performed with the direct 
application of the no-slip condition at walls. Therefore, no wall functions were used. 

2.4 Local skin friction coefficient and transition from laminar to turbulent flow 
Local skin friction coefficients of have been investigated in order to assess the behaviour of 

turbulence models in transition from laminar to turbulent flow. The local skin friction 
coefficient has been defined as: 

𝐶𝐶𝑓𝑓 =
𝜇𝜇 (𝜕𝜕𝑢𝑢𝑥𝑥

𝜕𝜕𝜕𝜕 )
𝑦𝑦=0

1
2 𝜌𝜌𝑈𝑈∞𝐿𝐿

 (2) 

At the typical Rn that towing tank model tests are normally performed, transition is 
considered to be important. As indicated by Eça et al. [10], the natural transition in the boundary 
layer of a flat plate occurs approximately at 𝑅𝑅𝑅𝑅𝑥𝑥 = 106. However, the transition can occur earlier 
if the turbulence intensity is increased. In this study, no transition models have been used as the 
aim is to determine the behaviour of the regular turbulence models readily available in both 
SHIPFLOW and FINE™/MARINE. 

The calculated skin friction coefficients from SHIPFLOW and FINE™/MARINE at 
 𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) = 6.25 are presented in Figure 1 together with the ERCOFTAC Classic Database 
[12] where flat plate experiments with three different free-stream turbulence intensity (0.009𝑈𝑈∞

2 , 
0.03𝑈𝑈∞

2  and 0.06𝑈𝑈∞
2  ) were performed. The turbulence intensity at the inlet boundary with 

SHIPFLOW and FINE™/MARINE are the same, 𝑘𝑘∞ ≅ 5.6 × 10−10𝑈𝑈∞
2  for 𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) = 6.25. 

The first significant observation is the laminar flow region where 𝐶𝐶𝑓𝑓 of both turbulence models 
and CFD codes follow Blasius line until the transition to turbulent flow occurs. If laminar flow 
covers a significant part of the plate, the calculated skin friction coefficient will be smaller than 
a fully turbulent flow. However, both turbulence models and CFD solvers predicted the 
transition location approximately where the turbulence stimulators are usually fitted to towing 
tank ship models (5% of Lpp from fore perpendicular). The position of the transition is similar 
to ERCOFTAC experiments with 3% and 6% even though turbulence intensity in the 
computations are extremely smaller than the experiments. It is also significant that the transition 
shows qualitatively similar behaviour to the experiments with both 𝑘𝑘 − ω SST and EASM 
turbulence models with both solvers. The laminar flow can be observed even at Rn numbers as 
high as  𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) = 9.5 as presented in Figure 1 even though only a fraction of the flat plate 
(~0.003%) is covered with laminar flow. As can be seen from the Figure 1 (on the right), 
simulations at different Reynolds numbers show consistency in skin friction coefficient not only 
at the laminar region but also at the turbulent region. It should be noted that, the vertical lines 
occurs due to local increase of 𝐶𝐶𝑓𝑓 at the trailing edge of the flat plate.  
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Figure 1 Skin friction coefficient 𝑪𝑪𝒇𝒇 along the flat plate at  𝒍𝒍𝒍𝒍𝒍𝒍𝟏𝟏𝟏𝟏(𝑹𝑹𝑹𝑹) = 𝟔𝟔. 𝟐𝟐𝟐𝟐 (on the left) and 𝑪𝑪𝒇𝒇 along the 

flat plate at  𝒍𝒍𝒍𝒍𝒍𝒍𝟏𝟏𝟏𝟏(𝑹𝑹𝑹𝑹) = 𝟔𝟔. 𝟐𝟐𝟐𝟐 𝐭𝐭𝐭𝐭 𝟗𝟗. 𝟓𝟓 

 
Figure 2  Influence of domain size on TKE and on the skin friction coefficient along the flat plate 

at 𝒍𝒍𝒍𝒍𝒍𝒍𝟏𝟏𝟏𝟏(𝑹𝑹𝑹𝑹) = 𝟔𝟔. 𝟐𝟐𝟐𝟐.  𝜟𝜟𝜟𝜟𝜟𝜟𝜟𝜟(%) = 𝟏𝟏𝟏𝟏𝟏𝟏 × (𝑻𝑻𝑻𝑻𝑻𝑻(𝑫𝑫𝑫𝑫𝑫𝑫) − 𝑻𝑻𝑻𝑻𝑻𝑻(𝑫𝑫𝑫𝑫𝑫𝑫))/𝑻𝑻𝑻𝑻𝑻𝑻(𝑫𝑫𝑫𝑫) 

As mentioned previously, the increase of the domain size resulted in a reduction of 𝐶𝐶𝐹𝐹 
approximately 0.6% which is significantly larger than the numerical error for both codes. The 
investigations have shown that with a larger domain size (Dm2), the turbulent kinetic energy 
(TKE) dissipates more than with the smaller domain (Dm1).  The difference of TKE between 
the domains has been calculated as 𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥(%) = 100 × (𝑇𝑇𝑇𝑇𝑇𝑇(𝐷𝐷𝐷𝐷2) − 𝑇𝑇𝑇𝑇𝑇𝑇(𝐷𝐷𝐷𝐷1))/𝑇𝑇𝑇𝑇𝑇𝑇(𝐷𝐷𝐷𝐷1). As 
shown in Figure 2 (on the right), the freestream TKE levels are approximately -18.8% and -
2.1% lower in Dm2 compared to Dm1 domain at the alignment in x-direction of the leading 
edge of the plate for SHIPFLOW and FINE™/MARINE respectively. The reason of such 
difference in TKE dissipation levels is explained by the different boundary condition of (ω)𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 
which is ten times larger in SHIPFLOW than FINE™/MARINE. TKE at the first layer away 
from the plate with Dm2 are also lower than Dm1 all over the 𝑅𝑅𝑅𝑅𝑥𝑥 range. As shown in Figure 
2, the transition has been slightly delayed in SHIPFLOW simulation and the  𝐶𝐶𝑓𝑓 values are lower 
with an increasing rate from the transition location (where TKE levels are similar in both 
domains around  𝑅𝑅𝑅𝑅𝑥𝑥 = 2 × 105) to the trailing edge where 𝐶𝐶𝑓𝑓 is approximately 0.8% lower in 
Dm2 than Dm1 case for both codes. This means that the domain size has an effect on the TKE 
that gives a non-negligible impact on the total skin friction. 
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2.5 Grid Sets 
The discretization of the computational domain has been done by five sets (sets 1 to 5) of 

orthogonal stretched grids. Each set consists of five geometrically similar grids. Grid sets have 
the same number of cells along the x-direction and y-direction but differing in the first cell size 
perpendicular to the flat plate for the corresponding Reynolds number. The smallest first cell 
sizes in y-direction (yielding lowest y+ values) are denoted as set1 and first cell sizes are 
gradually increased from set1 to set5 having the largest y+ values. In all the grids, the number 
of cells along the plate makes 4/6 of all the cells in x-direction, leaving 1/6 of cells for upstream 
and downstream of the plate. The cells in the normal direction has been stretched with a one 
sided stretching function. The leading edge and trailing edges are also stretched in a similar 
fashion. The five geometrically similar grids of each set have been refined with grid refinement 
ratio of ℎ𝑖𝑖/ℎ1 = √𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐1/𝑁𝑁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖. The number of cells corresponding to each grid and flow speed 
are presented in Table 2. In order to assure growth rate of the cells in y-direction (normal to the 
plate) remain in similar levels throughout the Rn range, three different mesh density have been 
used. 

Table 2 Number of cells in each direction 
 g1  g2  g3  g4  g5 
lo10Rn Nx Ny  Nx Ny  Nx Ny  Nx Ny  Nx Ny 
6.25-7.0 1440 240  1260 210  1080 180  900 150  720 120 
7.25-8.25 2160 360  1890 315  1620 270  1350 225  1080 180 
8.5-9.5 2880 480  2520 420  2160 360  1800 300  1440 240 

 
Table 3 Calculated (𝒚𝒚+)𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 and (𝒚𝒚+)𝒎𝒎𝒎𝒎𝒎𝒎 values from SHIPFLOW at the first layer away from the flat 
plate for EASM turbulence model at  𝒍𝒍𝒍𝒍𝒍𝒍𝟏𝟏𝟏𝟏(𝑹𝑹𝑹𝑹) = 𝟔𝟔. 𝟐𝟐𝟐𝟐  

(𝑦𝑦+)𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  (𝑦𝑦+)𝑚𝑚𝑚𝑚𝑚𝑚 
 set1 set2 set3 set4 set5  set1 set2 set3 set4 set5 

g1 0.008 0.057 0.105 0.238 0.448  0.09 0.53 0.90 1.73 2.66 
g2 0.009 0.065 0.120 0.272 0.512  0.10 0.59 1.00 1.88 2.88 
g3 0.010 0.076 0.140 0.318 0.598  0.11 0.66 1.12 2.08 3.15 
g4 0.012 0.091 0.167 0.381 0.719  0.13 0.76 1.27 2.33 3.50 
g5 0.016 0.113 0.209 0.477 0.900  0.15 0.90 1.48 2.66 3.96 

 
The first layer cell size is varied with the same ratio (ℎ𝑖𝑖/ℎ1) for each grid set. In Table 3, mean 
and maximum 𝑦𝑦+values for computations from SHIPFLOW at  𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) = 6.25 have been 
presented. The 𝑦𝑦+ values from FINE™/MARINE were almost identical to Table 3. All 
simulations have been performed with (𝑦𝑦+)𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 < 1 which is the widespread rule of thumb. 
The (𝑦𝑦+)𝑚𝑚𝑚𝑚𝑚𝑚 values exceeds the non-dimensional height of 𝑦𝑦+ = 1 for set3 to set5, however, 
it is observed only at the very ends of leading and trailing edges of the plate. For a given 
Reynolds number (the speeds other than 𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) = 6.25), first cells sizes has been adjusted 
so that similar (𝑦𝑦+)𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 values are obtained as presented in Table 3. 

It is important to note that SHIPFLOW solver does not have 2D flow option therefore 3 cells 
are added in the z-direction which is the only way they differ from the meshes used for 
FINE™/MARINE. To ensure FINE™/MARINE solver provides the same results for 2D and 
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3D meshes, several computations have been performed and no significant difference has been 
found. Therefore, 2D grids have been calculated with ISIS-CFD solver in order to save time 
and reduce the computational demand. 

3 GRID DEPENDENCE STUDY 
In order to assess the numerical uncertainty, grid dependence studies have been performed. 

All computations have been performed in double precision in order to eliminate the round-off 
errors. Additionally, iterative uncertainties have been predicted from the standard deviation of 
the force in percent of the average force over the last 10% iterations. Iterative uncertainty was 
kept below 0.01% for all simulations. Simulations at  𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) < 8 exhibited even lower 
standard deviations of force (typically lower than 1 × 10−4). Therefore, both iterative errors and 
round-off errors are assumed to be small enough to be neglected and numerical errors are 
dominated by the discretization errors. The procedure proposed in [13] have been adopted to 
predict the numerical uncertainties.  

Table 4 Observed order of accuracy, p, for the flat plate at 𝒍𝒍𝒍𝒍𝒍𝒍𝟏𝟏𝟏𝟏(𝑹𝑹𝑹𝑹) = 𝟔𝟔. 𝟐𝟐𝟐𝟐 
 SHIPFLOW  FINE™/MARINE 

 set1 set2 set3 set4 set5  set1 set2 set3 set4 set5 
EASM 1.9 1.9 1.6 1.1 1.5  1.5 1.4 1.2 0.9 0.6 
𝑘𝑘 − ω SST 2 2 1.8 1.1 0.9  1.8 1.4 1.1 0.8 0.5 

 
Table 5 Predicted numerical uncertainties, 𝑼𝑼(𝑪𝑪𝑭𝑭), for EASM turbulence model, in percentage 

SHIPFLOW  FINE™/MARINE 
 set1 set2 set3 set4 set5   set1 set2 set3 set4 set5 

g1 0.08 0.10 0.18 0.55 0.62  g1 0.13 0.41 0.86 2.48 6.15 
g2 0.10 0.13 0.22 0.64 0.76  g2 0.16 0.50 1.01 2.79 6.65 
g3 0.14 0.17 0.29 0.76 0.94  g3 0.20 0.62 1.21 3.19 7.28 
g4 0.19 0.24 0.39 0.93 1.24  g4 0.26 0.79 1.50 3.74 8.12 
g5 0.29 0.36 0.55 1.19 1.71  g5 0.37 1.08 1.95 4.55 9.26 

 
Figure 3 Influence of first cell size (set1 and set5) on the skin friction coefficient along the flat plate and 

convergence of friction coefficient 𝑪𝑪𝑭𝑭 for SHIPFLOW and FINE™/MARINE at  𝒍𝒍𝒍𝒍𝒍𝒍𝟏𝟏𝟏𝟏(𝑹𝑹𝑹𝑹) = 𝟔𝟔. 𝟐𝟐𝟐𝟐 
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The observed order of accuracies and numerical uncertainties for SHIPFLOW and 
FINE™/MARINE are presented in Table 4 and Table 5. The numerical uncertainties from k-ω 
SST model is slightly higher than EASM for all grid sets with FINE™/MARINE. However, 
predicted uncertainties on set 1 and set2 with k-ω SST are almost two times higher with 
SHIPFLOW. The ISIS-CFD solver have been found to be sensitive to near wall cell height 
compared to XCHAP solver since numerical uncertainties on the skin friction coefficient can 
be as high as 9% with (y+)mean values around 0.9. 

In order to explain the difference of 𝑈𝑈(𝐶𝐶𝐹𝐹) between the two solvers, the skin friction 
coefficient along the flat plate has been investigated. As presented in Figure 3, the grids belong 
to set1 and set5 has been plotted for SHIPFLOW and FINE™/MARINE. It is important to 
notice that 𝐶𝐶𝑓𝑓 values from SHIPFLOW are consistent in set1 and set5 grids in the laminar region 
and transition location but differing marginally in the turbulent region. However, for 
FINE™/MARINE the 𝐶𝐶𝑓𝑓 values are consistent in the laminar region but differing significantly 
between set1 and set 5 for the transition location also in the fully turbulent region (up to 5% 
difference in 𝐶𝐶𝑓𝑓). Sensitivity to y+ can also be observed with convergence of 𝐶𝐶𝑓𝑓 with the grid 
refinement presented for EASM model for both solvers in Figure 3. It is worth to recall that the 
number of cells corresponding to each  ℎ𝑖𝑖/ℎ1 value ( ℎ𝑖𝑖/ℎ1 = 1 being the finest grid) are 
identical. Considering the numerical uncertainties presented, it can be concluded that 
(y+)mean ≅ 1 is not acceptable for any of the solvers and in order to attain 𝑈𝑈(𝐶𝐶𝐹𝐹)lower than 1%, 
y+ ≅ 0.1 should be used for k-𝜔𝜔 SST and EASM turbulence models, as also concluded by Eça 
et all. [14]. 

Considering the outcomes of the grid dependence study performed at 𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) = 6.25, the 
rest of the simulations have been performed with 5 geometrically similar grids per speed with 
y+ values similar to the set1 presented in Table 3 .Observed order of accuracies and predicted 
numerical uncertainties for the finest grids are presented in Table 6 and Table 7. 
 
Table 6 Observed order of accuracy,𝒑𝒑, of the friction resistance for SHIPFLOW 
 log10(𝑅𝑅𝑅𝑅) 

 6.25 6.5 6.75 7 7.25 7.5 7.75 8 8.25 8.5 8.75 9 9.25 9.5 
EASM 1.9 1.8 1.7 1.7 1.8 1.9 1.8 1.7 1.7 2 1.8 1.7   
𝑘𝑘 − ω SST 2 2 2 2 2 2 1.2 2 2 2 2 2 2 2 

Table 7 Predicted numerical uncertainties of the finest girds (g1), of the friction resistance, 𝑼𝑼(𝑪𝑪𝑭𝑭), for 
SHIPFLOW, in percentage 
 log10(𝑅𝑅𝑅𝑅) 

 6.25 6.5 6.75 7 7.25 7.5 7.75 8 8.25 8.5 8.75 9 9.25 9.5 
EASM 0.08 0.10 0.12 0.13 0.06 0.06 0.07 0.09 0.08 0.04 0.05 0.05   
𝑘𝑘 − ω SST 0.18 0.21 0.25 0.29 0.10 0.11 0.14 0.14 0.15 0.04 0.09 0.08 0.08 0.05 

4 NUMERICAL FRICTION LINE 

The friction resistance coefficient 𝐶𝐶𝐹𝐹 is obtained from the integration of the 𝐶𝐶𝑓𝑓 along the flat 
plate. As explained earlier, 𝐶𝐶𝐹𝐹 of 5 geometrically similar grids for 14 Reynolds number has 
been calculated with 𝑘𝑘 − ω SST and EASM turbulence models with SHIPFLOW. The last two 
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speeds with EASM are omitted due to difficulties with convergence issues. As a result of 
performing the grid dependence study as explained by Eça and Hoekstra [13], the exact 
numerical solution of friction resistance coefficient at each Reynolds number have been 
calculated. The exact solutions or in other words grid independent results, are then used for the 
generation of numerical friction lines. Curve fits have been applied to data generated using the 
two alternative formulations. The first alternative is based on the ITTC 57 analytical formula  

𝐶𝐶𝐹𝐹
𝑎𝑎 = 𝑎𝑎1

𝑎𝑎

(log10(𝑅𝑅𝑅𝑅) − 𝑎𝑎2
𝑎𝑎)𝑎𝑎3

𝑎𝑎 (3) 

The second alternative as adopted from [10] assumes that 𝐶𝐶𝐹𝐹 can be expressed as a cubic 
polynomial in logarithmic scales 

log( 𝐶𝐶𝐹𝐹
𝑐𝑐) = log( 𝑎𝑎1

𝑐𝑐) + 𝑎𝑎2
𝑐𝑐 log( 𝑅𝑅𝑅𝑅) + 𝑎𝑎3

𝑐𝑐(log 𝑅𝑅𝑛𝑛)2 + 𝑎𝑎4
𝑐𝑐(log 𝑅𝑅𝑅𝑅)3 (4) 

Eq. 4 can be re-formulated as the following 

𝐶𝐶𝐹𝐹
𝑐𝑐 = 𝑎𝑎1

𝑐𝑐(𝑅𝑅𝑅𝑅)(𝑎𝑎2
𝑐𝑐+𝑎𝑎3

𝑐𝑐  log ( 𝑅𝑅𝑅𝑅)+𝑎𝑎4
𝑐𝑐(log 𝑅𝑅𝑅𝑅)2) (5) 

The three constants 𝑎𝑎1
𝑎𝑎, 𝑎𝑎2

𝑎𝑎 and 𝑎𝑎3
𝑎𝑎 of Eq. 3 and the four constants 𝑎𝑎1

𝑐𝑐, 𝑎𝑎2
𝑐𝑐, 𝑎𝑎3

𝑐𝑐 and 𝑎𝑎4
𝑐𝑐 of Eq. 5  

have been determined with a non-linear least squares approach. In order to assess the quality of 
the fit, root-mean-square error (denoted as 𝑆𝑆) has been calculated by determining the degree of 
freedom by the difference between the number of data points and number of constraints. The 
constants and the standard deviations of the two equations have been presented in Table 8. 

Table 8 Constants of the curve fits for of Eq. 3 and Eq. 5 to the friction coefficients of EASM and k-𝛚𝛚 STT 
turbulence models 

𝐶𝐶𝐹𝐹
𝑎𝑎  𝐶𝐶𝐹𝐹

𝑐𝑐 
 𝑎𝑎1

𝑎𝑎  𝑎𝑎2
𝑎𝑎  𝑎𝑎3

𝑎𝑎  𝑆𝑆𝑎𝑎 × 106  𝑎𝑎1
𝑐𝑐 × 102 𝑎𝑎2

𝑐𝑐 × 102 𝑎𝑎3
𝑐𝑐 × 103 𝑎𝑎4

𝑐𝑐 × 105 𝑆𝑆𝑐𝑐 × 106 
EASM 11.300 -3.617 3.512 5.329  1.792 -2.400 -9.40 23.40 2.796 

𝑘𝑘 − ω SST 0.612 -0.592 2.638 2.383  10.810 -30.75 5.81 -3.96 1.627 

The curve fits of Eq.3 and Eq.5 shows both very good agreement with the data. The 
differences between the two fits are graphically hard to assess since they are almost coinciding 
throughout the Rn range. However, the root-mean-square error indicates that Eq.5 is the better 
fit for both turbulence models. Therefore, Eq. 5 is adopted and compared to the other friction 
lines. Obtained numerical frictional lines for k- ω SST and EASM turbulence models have been 
compared with ITTC57 line [15], Schoenherr [16], Hughes [1], Toki [4], Katsui [17], Grigson 
[18]  and two numerical friction lines proposed by Eça et al. [10] and Wang et al. [7]. Figure 4 
presents the friction lines in a relative way because the visual judgement over the friction lines 
is difficult when presented many lines at a time. The differences between the friction lines are 
presented with respect to numerical friction derived from k- ω SST model of SHIPFLOW and 
calculated, i.e. 𝛥𝛥𝐶𝐶𝐹𝐹(𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼57) (%) = 100 × (𝐶𝐶𝐹𝐹(𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼57) − 𝐶𝐶𝐹𝐹(k − 𝑤𝑤 𝑆𝑆𝑆𝑆𝑆𝑆))/𝐶𝐶𝐹𝐹(k − 𝑤𝑤 𝑆𝑆𝑆𝑆𝑆𝑆). As 
can be seen from Figure 4, k-𝜔𝜔 SST lines of Eça et al. [10] and Wang et al. [7] are very similar 
to k-𝜔𝜔 SST line derived by SHIPFLOW in all Reynolds numbers. The spread among the 
numerical friction lines is much smaller than analytical friction lines in general. All numerical 
friction lines lead to lower 𝐶𝐶𝐹𝐹 values than the analytical correlations (except Hughes line) at the 
lower Rn range but the gap is reduced around  𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) = 8.0 and onwards. Existence of 
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laminar flow in the lowest Reynolds numbers for the numerical friction lines can be responsible 
for such behavior which should be investigated further. 

 
Figure 4 Friction lines in comparison to SHIPFLOW 𝒌𝒌 − 𝛚𝛚 SST, in percentage 

 

 
Figure 5 Derivative of the friction lines in comparison to SHIPFLOW 𝒌𝒌 − 𝛚𝛚 SST, in percentage 

The slope of the friction line is more important than the absolute values for the purpose of 
extrapolation. Therefore, the derivatives of the lines have been calculated and presented in 
Figure 5, again with respect to k-𝜔𝜔  SST line of SHIPFLOW. The similarity of k-𝜔𝜔  SST lines 
of Eça and Hoekstra [10] and Wang et al. [7] to the k-𝜔𝜔 SST line derived from SHIPFLOW is 
remarkable. All numerical friction lines possess significantly lower slope at the lower range of 
Reynolds numbers, but this difference is reduced significantly at 𝑅𝑅𝑅𝑅 < 108 except Hughes lines 
and the friction line derived from EASM turbulence model. The slope obtained with EASM is 
distinctively smaller at the both ends of the Reynolds numbers.  

5 CONLUSIONS 
This paper presents a study on the numerically calculated friction resistance coefficient of 

an infinitely-thin flat plate as a function Reynolds number in the range of 6.25 <  𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) <
9.5. EASM and k-𝜔𝜔  SST turbulence models have been used and investigated. Comprehensive 
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grid dependence studies have been performed with SHIPFLOW and FINE™/MARINE codes. 
Two numerical friction lines are derived from the SHIPFLOW and compared to the lines 
available in open literature. 

The grid dependence studies at 𝑙𝑙𝑙𝑙𝑙𝑙10(𝑅𝑅𝑅𝑅) = 6.25 indicated that numerical uncertainty on the 
friction resistance coefficient is highly dependent on the first cell size. In order to achieve 
numerical uncertainty of frictional resistance coefficients below 1%, SHIPFLOW requires 
approximately 𝑦𝑦+ ≤ 0.4 for both EASM and k-𝜔𝜔  SST models. However, the requirement to 
achieve numerical uncertainties below 1% for FINE™/MARINE is 𝑦𝑦+ ≤ 0.1 for both EASM 
and k-𝜔𝜔  SST models which was also the conclusion of [14] for the latter turbulence model.  

Two main modelling errors have been investigated: transition of flow from laminar to 
turbulent and turbulence models. Laminar to turbulent transition has been observed in both 
turbulence models and CFD solvers. Even though, transition location was predicted differently 
by the two CFD codes, transition behavior was qualitatively correct compared to ERCOFTAC 
experiments. Comparing the turbulence intensity levels at ERCOFTAC experiments to the very 
low turbulence intensity levels in CFD, transition occurs at too low Reynolds numbers with 
CFD. When the location of the transition is analyzed, only around 5% of the plate featuring the 
laminar flow at the lowest Rn. Considering that the turbulence stimulators in model testing are 
usually placed at 5% of Lpp from the fore perpendicular, amount of wetted surface covered by 
laminar flow in a model test is comparable to the numerical conditions. 

The numerical calculations with two different domain sizes indicated that the effect of 
turbulence intensity at the leading edge affects the calculated friction resistance. Obviously, the 
slope of the friction line at the lower Reynolds number will change depending on which 
turbulence intensity have been chosen. Its implications are not investigated within the context 
of this study. 

Numerical friction lines have been obtained for EASM and k-𝜔𝜔 SST turbulence models using 
SHIPFLOW. The expression based on cubic polynomial in the logarithmic scales (Eq.5) 
provided the best fit for both turbulence models. The derived numerical friction lines were 
compared to the friction lines available in open literature. The slope of the line derived from   
k-ω SST is similar to other the numerical friction lines of Eça and Hoekstra [10] and Wang et 
al. [7] of the same turbulence model. EASM line exhibits significantly less slope at the both 
ends of the Rn range and differing from all other friction lines in the high Rn range except the 
Hughes line to some extent. 

When using a numerical friction line for ship resistance extrapolation it should be considered 
that the result could be highly dependent on several factors: non-dimensional wall distance 
(𝑦𝑦+), choice of turbulence model, boundary conditions such as turbulence intensity and the 
CFD code. Since numerical approaches differ for each code, the effect of these factors can be 
different as well. Hence, it may not be advisable to use a general friction line for CFD based 
form factor determination method. The next step in our research is to study the previously 
mentioned factors that may affect the ship resistance extrapolation.  
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