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Abstract

An experiment to search for the §= —2 H dibaryon with & atomic-capture reactions in
liquid deuterium has been carried out at the Brookhaven 2-GeV/c kaon beam line. By using

ot

a specialized target of liquid hydrogen and deuterium, & hyperons created with K~ p—
K™ E™ reactions are slowed down in a degrader and are brought to rest in liquid deuterium.
Silicon detectors placed between the hydrogen and deuterium targets provide the tagging of
stopping £ ’s based on the energy loss measurement.  The signature of the H is a detection
of monoenergetic neutrons from the (5, d) 0mHn reaction in coincidence with the tagging
signal. In this paper, the method and technique used in the experiment are described and
the results obtained from the first data collected in 1992 are presented. It is shown that the
present experiment is an effective approach to search for the H particle.

1. Introduction

The H particle is a six-quark state (¢°) with the flavor-singlet configuration of
uuddss, I=0 and j”=0+, which was first predicted by Jaffe in 1977 using the MIT bag
model [1]. He showed that the mass would be 2150 MeV, about 80 MeV below the
AA threshold at 2231 MeV, and therefore the state would be stable against strong
decay. Since then, the H mass (my) has been estimated in a variety of calculations
such as the bag model [2, 3, 4, 5], quark cluster models [6, 7, 8, 9] and lattice QCD [10,
11,12]. The predicted my ranges from two-nucleon mass (Zmy) to two-lambda mass
(2m4 ) and also beyond 2m,. Several experimental efforts have been made to search
for this object. However, no conclusive evidence has been found so far [13, 14, 15, 16].
A number of events have been reported as H candidates in photographs of a propane
bubble chamber exposed to a 10-GeV/c proton beam [17,18,19], however, inter-
pretations of the events are controversial {20]. Double hypernuclei which have been
found in nuclear emulsion [21, 22, 23] may exclude deeply bound H’s, however, they do
not exclude H’s with binding energy up to a few tens of MeV or unbound H’s.
Therefore, both theoretical and experimental situations regarding the existence of the A
remain unsettled.

A search for the H in &~ atomic-capture reactions in liquid deuterium has been
carried out at the Brookhaven AGS [24]. In this experiment, two successive reactions

* Present address: National Laboratory for High Energy Physics, Tsukuba 305, Japan.
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K™ +p—K +5 (1)
(5, d)atom—H+n, (2)

where (&2, d)awn denotes a 5 d atom, have been studied. & hyperons are created
by the double strangeness exchange K~ p—K+ & reactions in a liquid hydrogen target,
are slowed down in a tungsten degrader and then are brought to rest in liquid
deuterium. The stopped Z ’s form bound atomic systems (& , d)uoms. 1f the
neutron produced in the final state is detected, the reaction is kinematically determined
and f1 is observed as a monoenergetic peak in the missing-mass spectra. The A mass is
determined from the measured neutron energy. The same technique is applicable for
unbound A’s, which may exist as a resonance of 44 as suggested in Ref. {6]. In this
case, the signal neutrons appear as a bump in the neutron energy spectrum whose width
shows the resonance width.

The rate of the H production is evaluated by the branching ratio R for the (&,
d) atom— Fn reaction which is given as

R:FE‘d*'Hn/]ﬂlot
Eal: FE‘d-’Hn—*_ Fc‘(l-—*/l,/ln—*" FE"d—’E"nn"‘ FE“d—*yE“(l+ Fa“d*—n/ln‘dc (3)

Here the partial widths for possible processes from (&, d) yom, such as the reactions
5 d— AAnand 5 d— E’mn, the radiative transition of the & to other orbits &~ d —
v& dand B weakdecay & d-+ An dare shown as /s with suffixes. According to
the calculation of Aerts and Dover, R for the & capture from the S orbits is as large as
0.8 for the binding energy By close to zero and decreases with increasing By
(Bu=2ma—mp) [25]'. It is expected, therefore, the measurement has higher
sensitivity in the region of small By. This is the region where the above mentioned
double hypernuclei do not exclude the existence of the H and also many theoretical
calculations predict the mgy. No other experiment has explored this region with enough
sensitivity.

In the reaction (5, d)atem— Hn, the underlying process for the H production is the
fusion reaction & p—H. In & -capture reactions at rest, the relative momentum of
the initial two baryons is small, and ideal conditions to maximize the H-production rate
are realized. An alternative approach to produce the A with the same process & p—
H is to use the (K™, K*) reaction on nuclear targets. When the & produced by the
(K7,K +) reaction collides with nucleons in the target nucleus, the Fermi motion of the
nucleons provides a region of phase spaée where the relative momentum of a & p pair is
small enough to produce the # directly. The direct production of the /7 has been
studied with an emulsion target [16] and the H production with *He target,
K 3He—K"' Hn, isin progress {26, 27]. However, the search around the 4/ threshold
with the direct process is difficult because of large background from the quasifree =
production.

To accomplish the H search in the two successive reactions, it is indispensable to

! Note that the partial widths for the radiative transition I'g-g~yz-¢4 and the 5 weak decay
Iz yr am-d are also included in the definition of R in the present work. The weak decay width
gy~ ax-q is not included in the calculation of Aerts and Dover.
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produce copious & ’s and discriminate them from other particles. In this experiment,

a magnetic spectrometer instrumented with drift chambers, time-of-flight counters and
Cerenkov counters is used for identification of K™ produced in K™ p— K" 5 + &7 reactions.

The liquid deuterium target for atomic capture of & ’s is installed on top of the
hydrogen target for & production. Tungsten degrader walls placed between the two
targets are equipped with silicon detectors for the measurement of energy of & ’s which
stop in liquid deuterium. Neutrons produced in the capture reactions are detected in
coincidence with the tagged = ’s. The measurement of neutrons rather than decay
products of H gives the sensitivity independent of the decay mode or life time of the H.
This is a salient feature contrast to experiments searching for specific decay mode of H
such as H—~2" p and H—/Apn , where the sensitivity is limited by fiducial volume of
apparatus. The H search based on the atomic-capture process in liquid deuterium has
not been previously carried out because of the lack of beam line to produce enough
number of (£, d)yomse The newly-built 2-GeV/¢ kaon beam line at the BNL-AGS has
been successfully commissioned and it provides 1.8-GeV/c negative kaons with a flux of
1~2X10%spill. Hereby the H particle search with the & capture process (5,
d)atom~ Hn has become possible.

The purpose of this paper is to demonstrate the effectiveness of the present
measurement to search for the A particle. The technique used in the experiment are
described and results obtained from the first data collected in 1992 are presented.
Section 2 shows the experimental setup. In Section 3, we describe the method for the
identification of the & production with the spectrometer and the tagging of (£, d)gom
formation with the silicon detector. The resolution and background in the neutron
detection are also explained. In Section 4, the neutron spectrum is examined to
demonstrate the peak search procedure and the method of deducing an upper limit on
the H production. Finally, the work is concluded in Section 5.

2. Experiment

2.1 Overview

The experiment was executed using the 2-GeV/c kaon beam line at the Brookhaven
National Laboratory Alternating Gradient Synchrotron (BNL-AGS). Figure | shows
a schematic layout of the experiment which involves 1) a magnetic spectrometer to
identify the reaction K~ p—K " 5, 2) a double target of liquid hydrogen and deuterium
(LHo/ LDy target) for the formation of (2, d)ym and 3) a neutron detection system to
measure the signal neutrons from the reaction (&, d)yem—Hn.

The kaon beam line delivered 1.8-GeV/c K~ mesons to create = hyperons with
K~ p—K* E™ reactions in liquid hydrogen filled in the lower half of the LHQ/LDQ target,
which is shown in Figure 2. In the beam line, three scintillator hodoscopes (MP, MT
and IT), an aerogel Cerenkov counter (IC) and three drift chambers (ID1-3) were
installed for identification and tracking of the K~ beam. The outgoing K™ was
analyzed with a magnetic spectrometer placed downstream the target. The magnetic
field was 1.4 Tesla at the center of a dipole magnet (48D48). The field direction was
horizontal and thus outgoing particles were bent vertically. The K * was identified by
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Fig. 1. Schematic side view of the experimental setup. The beam line
hodoscopes MP and MT are shown in Figure 3.

the measured momentum and velocity calculated from the time-of-flight (TOF) data
and the path length. The momentum was derived from the trajectory which was
reconstructed with five drift chambers (FD1-3 and BD1-2). The TOF information was
obtained from data on a time-of-flight array (BT) which was installed at the end of the
spectrometer. Background particles in the K™ identification were mainly pions and
protons. Two aerogel Cerenkov counters (FC and BC1) differentiated the K" from
the 7r+, whereas a lucite Cerenkov counter (BC2) was used to reduce the protons, which
dominated in the outgoing channel. Two scintillator hodoscopes (FP and BP) were
used to form a primary on-line trigger.

The LHy/LD; target system was the heart of the experimental setup. The target
was featured by twenty tungsten degrader wedges which were installed on top of the
LH, vessel, as shown in Figure 2. The £ was emitted at an angle of about 18°, while
the K© was detected by the spectrometer at an angle of about 8°. The created 5 left
the LHy vessel, passed through one of the degrading cells and then entered the LD,
vessel with the velocity low enotigh to stop in liquid deuterium. Even with this
specialized target geometry, the fraction of & ’s stopping in LDy was very small
(0.24%). The vast majority of & ’s decayed in flight or stopped in degraders to result
in giving background neutrons. Another important information on stopping & ’s
came from pads of silicon detectors (SI) mounted behind each degrader wedge. A
large pulse in one of the pads near the production vertex was an indication of a 5
which was slow enough to stop in the LDs vessel. The tagging of stopping & ’s with
the silicon detector was one of keys to improve the ratio of signal neutrons to
background neutrons.

Another major equipment for the experiment was a neutron detection system (ND)
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Fig. 2. a) Side view of the LHy/LD; target. b) Close-up of
5 degrader cells.

to measure signal neutrons from the H formation, (5, d)yon—Hn. Two arrays of
scintillator logs (LN and RN) surrounded the target to measure the time-of-flight of
neutrons. Therefore, the signal of the H formation (&, d)yem—>Hn was a peak
observed in the neutron TOF (or velocity) spectrum.

2.2 2-GeV/c Kaon Beam Line

The newly-built 2-GeV/c kaon beam line delivers high intensity K~ beams of the
order of 10%/spill. Details of the beam line are described in Ref. [28]. For better
separation between kaons and other particles such as pions, the beam line features two
stages of velocity selection and magnetic optics corrected to third order. Figure 3
shows a schematic layout of the beam line. Primary protons accelerated to 24 GeV/¢
by the AGS are incident on a 9 cm-thick platinum target located at the entrance of the
first dipole (D1). Secondary particles are transported with extraction angle of 5° and a
momentum acceptance of +3% (FWHM). After the velocity is selected with two
stages of separators (CM1-E1-CM2 and CM3-E2-CM4), they are delivered to the final
focus point (FF). In Table 1 are summarized the design parameters of the beam line.

The beam line has been operational since 1991. A K~ flux of about 2.3 X 10° per
10" protons and a 7 /K™ ratio of lower than 0.8 have been achieved at 1.8 GeV/c with
the two separators running at 750 KV (E1) and 600 KV (E2) and the mass slit openings
set to 1.9mm (MSI) and 2.8 mm (MS2)2

? These results were obtained in the 1993 run. In the 1992 run, the K~ flux was about 2.8 X 10° per
10" protons and = /K~ ratio was about 2.5: 1 with the separators running at 750 KV (E1) and
375KV (E2) and with the mass slit openings set to 3.5 mm (MS1) and 3.9 mm (MS2). In the 1993
run, the beam purity was improved in trade for some loss in the K~ flux compared to the 1992 run.
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Fig. 3. Schematic layout of the BNL-AGS 2-GeV/c K~ beam line.

Table 1. Design parameters of the AGS 2-GeV/c kaon beam line.

Momentum range up to 2GeV/e

Production target (length XwidthXheight) 9.0X0.7X 1.0 cm®

Central production angle 5°

Momentum acceptance (FWHM) +3%

Separators (E1 and E2) 750 KV 4.5m long (each), 10 cm gap
Solid angle-momentum acceptance“) 6.2-6.5msr % (MS1=3 mm, MS2=4 mm)
Length 31.4m

* calculated with the RAYTRACE program.

To minimize the flight path length of & ’s between their production points and the
LDy target and thus to minimize the rate of & decay in flight, a well defined beam with
a small vertical width must be delivered to the position near the top of the LH; target.

& JE —
S 4 F LD2 Vessel —— -
3F . b
2 F g
1E
0E
~ -1 F
2 £
=3 ;—
4 E LH2 Vessel —
S S S S B T AR
-0 -8 6 4 -2 0 2 4 6 8§ 10
X cm
200 ¢ 250 g
180 E X projection 225 E Y projection
160 E 200 &
140 E 175
120 & 150 E
100 & 125 E
80 E 4.6 cm 100 £ 0.6 cm
60 E 75 E
0 F 50 E
20 E 25
0 B Lo oa Laa s b 02 "
20 -5 0 5 10 2 2
X cm ¥ cm

Fig. 4. Profile of the K~ beam at the final focus point. The beam is positioned
at near top of the LHjy vessel.
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For this purpose the last quadrupole Q9 is designed to focus the beam in the vertical
direction. Figure 4 shows the beam profile on the final focal plane which is
reconstructed with drift chambers ID1-3. The size of the K~ beam (FWHM) has been
measured to be 0.6cm in the vertical direction and 4.6 cm in the horizontal.

2.3 Spectrometer Devices
2.3.1 Scintilldtor Hodoscopes

In Table 2 are summarized the specifications of five scintillator hodoscopes, MP,
MT, IT, FP and BP. The hodoscopes MP and MT were installed downstream the
first mass slit MS1 (see Figure 3). The primary function of MP was the determination
of the beam momentum by measuring the x-position of the particle, whereas that of MT
is the measurement of the time-of-flight of the beam in comparison to IT. The
hodoscope IT with the intrinsic timing resolution of 60 psec (6) provided the reference
timing signal (START) for all the detectors. The hodoscopes FP and BP defined the
spectrometer acceptance. For particles produced at the target center, the out-of-beam
elements (#1-#12) of FP gave a vertical angular coverage of —13.2°< 6y < 0.6°, whereas
BP gave a horizontal coverage of |fy|<6.4°. Most of the beam hit the module 13 of
FP, and the top four elements ($13-#16) of FP were used as beam vetoes.

Table 2. Specifications of the scintillator hodoscopes. The orientation
is indicated by the direction of hodoscope slats (V : vertical, H:

horizontal).
Hodoscope Orientation Dimension of Segmentation

P one element® g

MP A% 1.5X 0.7X0.3 9

MT A% 1.5X 3.7X0.6 72

1T \'% 3.0X 2.5X1.3 4

FP H 24.0X 1.5X0.4 16

BP A% 180.0X21.0X1.0 6

“ length X width X thickness (cm®)

2.3.2 Drift Chambers (ID1-3, FD1-3, BDI-2)

The spectrometer was instrumented with three drift chambers (ID1-3) to measure
the track of an incident beam particle and five drift chambers (FD1-3 and BD1-2) to
reconstruct the track of an outgoing particle through the magnet. The three beam drift
chambers IDI-3 were identical and so were FD1 and FD2. The dnft cell of these
chambers were designed for operation at a high beam rate. Sense wires were
positioned with a 5.1 mm (0.2") spacing and thus the maximum drift distance was 2.5
mm, giving the maximum drift time of 50 nsec. The chamber FD3 was installed inside
the magnet for better determination of the momentum. It provided fast outputs of y
hits for a second-level trigger, which is described later. The chambers BD1 and BD2
had the active area of 124 cm X224 cm. They had a similar design of drift cells with
sense wires placed with 2.0 cm spacing. The position resolutions (6) of these drift
chambers were 0.2 mm for ID1-3 and FD1-2, 0.3 mm for FD3 and 0.4 mm for BD1-2.
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2.3.3 Aerogel Cerenkov Counters (IC, FC, BCl)

In order to separate K ’s from 7 ’s in the 1.8-GeV/c beam, the aerogel Cerenkov
counter IC with a refractive index (n) of 1.03 was used. For the separation of outgoing
K’s from 777s, two aerogel Cerenkov counters FC and BC1, both with n of 1.04, were
installed in the spectrometer. The function of BC1, located downstream the magnet,
was not only the rejection of AR produced in the target but also the rejection of
background pions, muons and electrons originating from in-flight decay of incident

K s and also from secondary interactions of non-interacting beams or outgoing

particles.

a) IC  Aerogel block :

5 cm(h) x 10 cm(w) x 3 cm(t)

11—
" & I

I 0
1

Aluminum frame

Lucite light guide

Aluminized mylar mirror

Black plastic film

PMT (R1250)

l<— [ron shield

p-metal shield
extension

n 4-—-'»—+7—— Aerogel block

n A\ Lucite holder

(3mm thick)

c) BC1

Aerogel blocks

(162 pieces, 1 piece = 21cm x 21cm x 3cm )
PMT (Burle 8854) ]

200 cm

b AAAAAA

- OOV

ad

b

Aluminized mylar mirror

Fig. 5. Schematic drawings for aerogel Cerenkov counters a) IC, b) FC and
c) BCI.



H-DIBARYON SEARCH IN THE REACTION & 4 289

Table 3. Design parameters of aerogel Cerenkov counters

IC FC BC1
Effective area (XXY, cm?) 10X5 25X 25 126189
Total thickness (cm) 6.0 9.0 9.0
Dimension of a block (XXYXZ, em®)  10X5X3 25X25X3 21 X21X3
Number of block 2 3 162 (=6X9X3)
Refractive index (n) 1.03 1.04 1.04
Threshold momentum for #/K (GeV/c) 0.56/1.97 0.49/1.74 0.49/1.74
Photomultiplier Hamamatsu R1250 Hamamatsu R1250 Burle 8854
Number of channel 1 4 40

Figure 5 shows schematic drawings for IC, FC and BCl. In Table 3 is
summarized the specifications of each counter. The aerogel blocks used for all of the
devices were manufactured by the Airglass Company in Sweden. - The radiator cells of
these devices were coated with highly reflective white paper (Millipore) to prevent
absorption of Cerenkov light. In the radiator cell of IC, a mirror of aluminized mylar
was placed downstream the aerogel blocks to reflect the Cerenkov light emitted forward
toa PMT. As for FC, the radiator cell was viewed by four PMT’s through 30 cm-long
air light guide coated with aluminized mylar. The counter BC1, with the effective area
of 126 cmX 169 cm effective area, was equipped with a mirror of aluminized mylar
arranged in parabolic shape and was viewed by 40 PMT’s. For detecting Cerenkov
photons, PMT’s with diameter of 5” sensitive to a single photo-electron, Hamamatsu
R1250 (IC and FC) and Burle 8854 (BC1), were used. The average numbers of photo-
electron for 1.8-GeV/c¢ pions were measured to be 5.8 for IC, 4.3 for FC and 4.2 for BC1.
2.3.4 Lucite Cerenkov Counter (BC2)

In the reactions induced by 1.8-GeV/¢c K™ ’s on the proton target, K is a rare
particle comparing to x" and p which are produced by reactions such as K—j)—*7r+2_
and K~ p—pK (K* 7). In particular, the ratio of protons to kaons in the outgoing
channel is as large as 300. The lucite Cerenkov counter BC2 was installed for
discrimination of K* from the proton, which was crucial to reduce the on-line trigger
rate to an acceptable level for the data acquisition. The principle of the device is based
on the mechanism of total reflection of the Cerenkov light. Consider a flat plate of
lucite with refractive index of n placed orthogonal to the direction of a particle moving
with velocity 8. For sufficiently high £, the Cerenkov angle g, is large enough for total
reflection of the light on the surface of the plate. Consequently, the light is detected
with a photomultiplier installed at the end of the plate. On the other hand, the light
produced by a slow particle is partially reflected and escapes the lucite plate after
reflections of a few times. The Cerenkov angle 6, and the critical angle for total
reflection ,,; are given by:

6,=cos ™ (1/fn) (4)
ﬁcri,_=sin_l(no/n), (5)

where ny is the refractive index of the medium outside the plate. Therefore, the
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threshold velocity 8 for total reflection is given by:
!
/o’m=——-—r——“(n2_n§) . (6)
If lucite with n=1.49 is placed in air, Eq. (6) gives 3,=0.905, corresponding to the
momentum of 1.05GeV/c for the K and 2.0 GeV/c for the proton.

Figure 6 shows the design of one module of the device. Each module consisted of
four 1.0-cm thick strips of UV transparent lucite piled stepwise with 0.5-cm overlap.
The four strips were gathered at the end of the module and coupled to a photomultiplier
with an UV transparent window. Since the device was highly sensitive to the incident

100
® L {18y TN
S 7
(2w 7 /
/ (1.8757)
80 + /
/
/
60 ;"i
I
g / ‘
32 I.za,m/ﬁ/
% 40 + /’ :
/
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0 L L . : f _
0.6 0.7 0.8 0.9 7
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Measured response of BC2 to the particle velocity. Dotted line indicates
the designed threshold at $=0.905. The momentum and the particle
species used for the measurement are shown in parenthesis for each point.

Fig. 7.
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angle of particles, the module had a curvature of 5 m so that direction of all the particles
from the target were nearly orthogonal to the lucite surface.

In Figure 7, the detection efficiency of the device is shown as a function of the
particle velocity. It is shown that the efficiency increases rapidly around the designed
threshold velocity (8;=0.905). The efficiency for K* detection in the momentum
region of interest, that is around 1.25 GeV/e, is about 90%. The remaining efficiency
of about 20% in the velocity region far below the threshold arises from scintillating
contaminant in lucite or the d-ray emission. The on-line trigger rate was reduced
down to about 30% using this device.

2.3.5 Time-of-flighi Array (BT)

The time-of-flight array BT was located at the end of the spectrometer to measure
TOF’s of outgoing particles. The typical flight length was 7.9m from the target,
giving TOF difference of 1.8 nsec between the K* and 7" with the momentum of 1.25
GeV/e. Detalils of the design and the device performance are described in Ref. [29].
The array consisted of 40 logs of plastic scintillators (BC408), each having a dimension
of 200.0 cm long, 8.5 cm wide and 5.0 cm thick. Each end was directly coupled to a
Hamamatsu H1949 PMT at each end. The signal from each anode was discriminated
with a CFD (constant fraction discriminator, Phillips 715). Discriminated timing
signals were then read by Kinetic F432 FASTBUS TDC and also by LeCroy
FERA/FERET system to provide a fast conversion of signals for the second-level
trigger. The TOF resolution averaged over 40 elements was found to be 130 psec (0).
By unfolding the resolution of the START signal (60 psec), the intrinsic timing
resolution of 110 psec (0) was obtained.

24 LH3/LD; Target System
241 E  Degrader Cell

The 5 degrader cells, which are shown in Figure 2-b), were designed to maximize
the probability of Z ’s stopping in LDy. The degrader wedges, each having the
thickness of 0.57 cm, were positioned every 3 cm on top of the 68 cm long LHy vessel.
The geometry of wedge degraders had several advantages over a naive flat degrader
plate sandwiched between the LHy and LD, vessels. First, the wedge geometry
reduced a required active silicon detector area by a factor of 3. Secondly, the silicon
detector pads were perpendicular to the beam halo instead of parallel. Thirdly, a
practical design required to place the silicon detector pads in a gap between the
degrader and the LD, vessel. In the flat geometry, a small increase of the gap would
reduce the 5 stopping efficiency significantly, because the = ’s passes through the
gap in almost parallel. Finally, in the case that the silicon detectors and degraders
were nearly perpendicular to the & track, the angular correction to the energy loss in
these material was minimized. In order to reduce the fraction of & ’s decaying in
flight or stopping before entering into the LDs vessel, the thickness of aluminum walls of
the target vessels had to be minimized. As indicated in Figure 2, the LDy vessel was
machined so that the thickness of the aluminum wall where & ’s pass through is 0.05
cm, while the top plate of the LHy vessel had to be kept 0.086 cm thick to retain the
mechanical strength.
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2.4.2 Silicon Detector (SI)

The diffused junction silicon detectors were operated in vacuum at liquid hydrogen
temperature (—20K). Two silicon detector wafers, each having four pads with active
area of 1 cm X1 cm , were mounted on an aluminum-oxide ceramic frame, as shown in
Figure 8. Twenty of such detectors were mounted in the &~ degrader cells. Thus the
total number of channel was 160. The thickness of each wafer was about 200 um to
give an energy deposit of about 70 KeV for minimum ionizing particles. The energy
deposit of interest for 5 ’s stopping in LD, that is from 1.0 to 2.1 MeV as shown
below, was 15 to 30 times higher than that for minimum ionizing particles.

2.4.3 Monte Carlo Simulation

The technique to tag the & ’s stopping in LDs has been tested with a Monte Carlo
simulation. Figure 9-a) shows the stopping positions of & ’s created with the K™ p—
K* 5 reaction. It is seen that the fraction of 5 ’s stopping in LDj is very small
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Fig. 8. Schematic layout of a silicon detector unit.
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compared to those in degrader. However, the events of interest populate in rather
limited region of the outgoing K% angle (6x+). This is because of the two-body
kinematics in the K p—K 5 reaction which restrict the 5~ momentum at the
entrance into the degrader and also because of the geometry of wedge degraders which
minimizes the angular correction to the energy loss, as mentioned above. The
simulation has shown that useful events populate mostly in the region of 5°< fx+<9°,
and this helps to increase the fraction of = ’s stopping in LDs as indicated in Figure
9-b).

Another important technique for tagging of stopping & ’s is an energy loss
measurement with the silicon detectors. A calculation shows that the kinetic energy of
the & at the entrance of a silicon pad must be lower than 30 MeV for stopping in the
LDy vessel. This implies that the & ’s stopped in LDs leave large energy deposit in
the silicon pad. Figure 10 shows the distribution of simulated energy loss 4Eg; for
& ’s stopping in LD, as well as that for all of the & ’s which hit the silicon pads.
The energy deposit of interest is from 1.0 to 2.1 MeV. In Figure 9-c) are shown the
stopping positions of & ’s tagged with 5°< Gx+< 9" and 1.0< 4Es (MeV)<2.1. In
Table 4 are summarized the results of the Monte Carlo simulation for the K*’s in the
angular region from 5° to 9°. As shown in the table, the fraction of & ’s stopping in
LD; is 0.24% of the total created & ’s, while it is 15% of the events tagged with

10<AESI‘§ 2.1 MeV.

2.5 Neutron Detection System (ND, CV)
Neutrons were detected with two identical arrays of plastic scintillator logs placed

Table 4. Result of a Monte Carlo simulation for the & decay or stop. A number
represents percentage fraction of each category in the total events
simulated in the region of 5°< x+<9°. Results with the tag, 1.0< 4Eg
(MeV))< 2.1, are shown in the right column. A number in parenthesis
represents percentage fraction of each category in the tagged events.

&~ produced with 5°< Gx+<9° 100.0
Decay total 96.5
Stop total 3.5
-Stop in LDy 0.24
Decay before reaching SI 90.0
Stop before reaching SI 2.45
-Stop in aluminum 0.17
- Stop in tungsten 2.28

1.0<4E<L2.1

Hit SI 6.63 1.46 (100.0 )

- Decay 5.58 1.10 ( 75.7 )

- Stop in silicon 0.03 0.00 ( 0.17)

- Stop in aluminum (behind SI) 0.21 0.06 ( 3.90)

-Stop in LD, 0.24 0.22 ( 15.1 )

- Stop in the next degrader cell 0.56 0.07 ( 4.87)
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Fig. 11. Plan view of the neutron detector array ND. The charged-particle veto
layer GV is also shown.

on the left side (LN) and the right side (RN) of the beam, as shown in Figure 11.  Each
array consisted of five layers which were staggered by 7.6 cm.  One layer was made up
of ten logs. Each log was 15.2cm wide, 182.9cm long and 5.1 cm thick. This
arrangement allowed the localization of the firing position to determine the flight length
which was necessary to calculate the velocity and the energy of the neutron from the
measured TOF. Each end of the element was coupled to a PMT (Amperex 2262)
through a trapezoidal light guide. Pulses from each PMT were discriminated by a
CFD (Phillips 715) and read with a Kinetic F432 TDC to give the timing information.
The threshold voltage applied to the discriminator input was 50 mV, corresponding to
the light output of about 0.25 MeV,,>.  The mean time of the two PMT signals gave the
neutron TOF, while their time difference gave the position of the interaction along the
log. The front surfaces of the arrays LN and RN were about 1 m away from the target,

and the layers surrounded the target with solid angle of 0.21 X4x str. The intrinsic
time resolution for minimum ionizing particles was measured to be 137 psec on average
for 100 logs by using cosmic rays. The layers {or charged particle veto (GV), made of
0.95 cm thick scintillators, were placed in front of each ND array for distinguishing hits
of neutrons from those of charged particles.

The neutron detection relies upon nuclear reactions which release charged
particles. The efficiency of the neutron detection and its dependence on the neutron
kinetic energy have been studied with a Monte Carlo program which simulates the
neutron reactions in scintillator materials. The simulation is based on the program
called “DEMONS” which has been developed for the purpose of estimating the
performance of multi-element neutron detectors [30, 31]. It has been reported that the
calculated efficiencies for the neutron detection agree with those of measurements
within 10%. The code has a capability of estimating the loss of neutron flux due to
interactions in the layer for charged particle veto. By adapting this code to the
geometry of the ND arrays and GV layers, we have estimated the detection probability
(ynp), which is essentially the efficiency (enp) times the solid angle (A£2vp), for

® One MeV,, or “MeV electron-cquivalent” is the light output for electron energy deposit of 1 MeV.
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Fig. 12. Neutron detection probability nyvp estimated with the DEMONS
program for the light output thresholds of 1, 2 and 5 MeV,..

neutrons emitted from the LDy vessel.  Figure 12 shows the estimated 7yp as a function
of the neutron kinetic energy with different threshold values for the light output.

2.6 Trigger

The event triggers were formed by using signals from the hodoscopes (IT, FP and
BP), the Cerenkov counters (IC, FG, BC1 and BC2) and also the silicon detectors (SI).
Triggers for K~ p—K " &~ reactions were defined as:

KK=(ITNIC)N(FPI2NBPNFPISN(FCUBCI)) (7)
KKL=KKNBC2 (8)
KKS=KKNSI )
KKLS=KKNBC2NSI. ' (10)

Here FP}? stands for the out-of-beam section of FP (modules #1-#12), while FP}$ stands
for the in-beam section of FP (modules #13—#16) which were used as a beam veto. The
main trigger used in the 1992 run was the KKLS trigger which was the most efficient one
for the & stopping events. Data for the other triggers were taken concurrently with
appropriate pre-scale factors. The rate for the KK trigger was typically 1500 per
10°K s incident on the target, while it was reduced to 190 for the KKLS trigger.

Further reduction of the trigger rate was achieved by rejecting proton events with
the second-level trigger based on a front-end computer. The rejection was done based
on the TOF difference between protons and kaons. The bottom half of the FD3 y-y’
planes were segmented to give 16-bit information of vertical hit positions by which the
momenta of outgoing particles were roughly determined combined with BT. Signals
from BT were digitized by the LeCroy FERA/FERET system to provide fast
information of hits. With this second-level trigger, the event rate was reduced to
roughly 30 per 10°K s for the events triggered by KKLS, and the live time of data
acquisition system was more than 80% of the total running time.
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3. Data Evaluation

The present experiment for the A search is decomposed into three measurements
ie., 1) identiﬁcation of & produced in the reaction K~ p—K* &, 2) tagging of the
stopping & ’s with the silicon detector and 3) neutron measurement in coincidence
with the other two measurements. In this section, the performance of each
measurement is evaluated based on the analysis of data collected in 1992.

In the 1992 run, the primary protons were delivered to the production target with a
typical intensity of 4X 10'%/spill. The total nuriber of useful spills was about 3X10°,
corresponding to about 300 effective beam hours. The accumulated number of K™ ’s
on the target, Ng , was 2.73X 10!, while that of 77s was 7.99X10'!.  Therefore, the
average K~ intensity was 0.9X10%/spill with 7 /K~ ratio of 2.9.

3.1 Identification of & Production

The events involving outgoing K’s (K™ events) have been extracted from the
acquired data according to the results of particle identification. At the on-line stage,
the fraction of K¥ events in the data is only about 1.4% even with the suppression of
outgoing protons by the second-level trigger. The outgoing K™ has been identified
with the measured momentum and the time-of-flight. The method of track
reconstruction is based on a first order transport theory. The transport matrices,
which consist of partial derivatives of outgoing track parameters as functions of
incoming track parameters, are prepared for each section of the spectrometer
acceptance divided into 480. A track in a small region of phase space is approximated
with a linear extrapolation from a central track in each section. A Monte Carlo
simulation indicates that the error of the momentum obtained with this method is less
than 0. 3% of the true value. The time-of-flight has been obtained by using the
averaged “ﬁrmg time of two output pulses from both ends of a BT log. Each BT log has
been calibrated so that the measured TOTF gives a correct timing for outgoing protons.

Figure 13 shows the reconstructed mass distribution for outgoing particles in the
momentum region from 1.0 to 1.3 GeV/e, the region of interest for Z production. In
this figure, it is required that the energy deposit on SI (4Eg,) is greater than 0.3 MeV
(the analysis of the silicon detector is explained in Section 3.2). The K™ is identified
clearly in the mass spectrum. We have selected events in the mass region from 0.4 to
0.6 GeV/c®>. The contamination of misidentified pions or protons in the selected region
has been evaluated to be less than 1% by extrapolating the tails of the peaks of pions or
protons. The contamination of flat background underncath the K™ peak, which is
mainly due to in-flight decay and accidental hits, has been estimated to be 2%.
Therefore, the total background contamination in the selected K™ events has been
evaluated to be 2~3%.

Figure 14 shows the missing mass spectrum for the identified events of K~ +p—
K* 4+ MM for which 4Es;>0.3 MeV is required. The peak resulting from the 5~
production appears clearly in the spectrum. The width of the peak is 15 MeV/c*
(FWHM), corresponding to the momentum resolution, Ap/p, of 1% (FWHM). The
final cut to select events of the &~ production has been set to 1.28 GeV/* < MM< 1.42
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GeV/®. The tails of the peak arise mainly from reactions on other materials than LH,
which still remain after vertex cuts are applied. By comparing the data of the normal
runs with data of empty-target runs, the contamination of such out-of-target reactions
has been estimated to be 6% in the selected region. Combining with the above
mentioned background in the K™ identification, background contamination in the
selected events of the & . production has heen evaluated to be about 8%.

The amount of 5 ’s identified in the 1992 data is approximately 1.5X 10° in all the
K™ angular region and 5.0X 10* in the angular region of K from 5° to 9°, where most of
events for the stopping Z ’s populate.

3.2 Tagging of Stopping £ s
3.2.1 Calibration of the Silicon Detector

The ADC information from each silicon pad is converted to an energy deposit AEg;
as:

AEg= KX (9 q0), (11)

where ¢o is the pedestal to be subtracted from the raw ADGC value ¢. The energy
resolution of the device evaluated from a pedestal peak width is 45 KeV (FWHM).

The gain parameter Kg; which gives an absolute energy scale for each pad has been
calibrated with data of elastic scattering K~ p—pK~ taking account of the variation of
the thickness of the silicon wafers®. As shown in Figure 15, K~ scattered elastically at
a typical emission angle of 130° deposits the energy of about 0.3MeV on a silicon pad
after losing its energy in the 0.137 cm (0.054") thick aluminum interface between LH,
and LD, and also the 0.051 cm (0.02") thick aluminum wall between the pad and LDs.
In the calibration, first, the relative gain for each wafer is adjusted by comparing

* The pad-by-pad variation, which is arisen from the difference in electronics such as pre-amplifiers
and ADC’s, is evaluated using a test sighal put into the pre-amplifier.
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measured energy deposits with predicted values. It is made on the event-by-event
basis by calculating the initial K~ momentum vector with the two-body kinematics
from the angle of the outgoing proton and by calculating the mean energy loss in the
aluminum material. The accuracy of this adjustment is &10%, which is limited by
the number of events for each wafer (about 100 events per wafer). Once this
adjustment is made, the overall energy scale ((Ksz)) has been determined by comparing
the AFs; spectrum measured for all pads to a Monte Carlo simulation. Figure 16
shows a comparison between the data and the simulation after the calibration. The
simulation includes the above mentioned £ 10% error in the relative gain of wafers and
also the Vavilov-type straggling effect on the energy loss, which gives the peak energy
loss smaller than the mean energy loss in thin medium. The agreement between the
data and the simulation is satisfactory. It has been estimated that the accuracy of
{Kgpy is 2% ( 1% for statistical error in the fitting of data to the simulated spectrum
and *1% for ambiguity in the simulation).
3.2.2 Tagging Probability

The reconstructed events of the & production have been further selected
according to the energy measured with the silicon detectors for tagging of 5™ ’s stopped
in LDy. The response of the silicon detector to the identified Kgp—’KJrEf_ reactions
has been compared to a Monte Carlo simulation for a verification of the tagging
technique with this device. The simulation includes the contribution of pions and

——

protons stemming from the & decay:

(64.1%)

35.7%) (12)

5 —Anx followed by A— }ﬁzo (

These pions and protons induce false tagging signals which are misidentified as signals
of stopping & s, if they leave a large energy deposit on the silicon detector. In the
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analysis, the position of a SI hit is checked against the two-body kinematics of the
K_p—’K+E— process in order to minimize such background hits.

Figure 17 shows the measured AEg; spectrum in the K angular region of
5°< Ox+<9°, which is compared to the simulation. The simulation indicates that hits
of the daughter pions and protons are dominant in the low energy region and the 5~
component becomes significantly large above 0.6 MeV, where the data and the
simulation are in good agreement. In Figure 18 is shown the tagging probability
(Rig), that is the fraction of & events giving the tag in the region of 1.0< AEg;
(MeV)<2.1:

Ru= 3% (13)
as a function of the outgoing 4] angle. Note that the data and the simulation are
compared on the absolute scale. The vertical bars of the data represent the statistical
errors, while the brackets indicate the ambiguity of the result (£5%) when the 2%
error in the absolute calibration of AEs; (see Section 3.2.1) is taken into account. The
tagging probability in the simulation is shown by a hatched band whose width includes
the statistical error in the simulation and the systematic error due to an ambiguity in
vertical positioning of the beam (1 mm)5. The solid line in Figure 18 shows the
expected distribution for stopping & ’s in LDy which is magnified by a factor of 5.
The Ox+ dependence of R has been understood with the peak around ¢9K+=8°.

> A change of vertical positioning of the beam has a serious effect on the tagging probability because
the flight length of a created & changes rapidly with the beam height. The position of LH, and
LD, vessels in an absolute coordinate could not be verified with an accuracy better than 1mm after
the vessels were installed inside the vacuum container and were cooled down.
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contributed by & hits and the tail caused by daughter protons and pions from the &
decay.

As shown in these comparisons, the observed response of the silicon detector has
been well understood by taking the contribution of daughter protons and pions from the
& decay into account. The stopping probability of &, which is 15% as shown in
Table 4, is lowered because of the contribution of those daughter particles in the
tagging. The simulation indicates that the contribution of 2™ hits is 56% of the events
tagged in the regions of 5°<g+<9° and 1.0<AEq(MeV)<2.1. Therefore, the
effective stopping probability 7., namely the ratio of & ’s stopping in LDy to the
number of tagged events, is evaluated to be:

T51op=0.56 X 0.15~0.086 0:00¢. (14)

The error arises mainly from the ambiguity in the measured AEg. The +2%
ambiguity in the absolute calibration of AEg leads to &5% error in the estimate for
Puop.  Another cause of the error is a possible decrease of the stopping power for & in
the very low energy region, known as the Barkas effect. It has been reported for several
materials that the stopping power for antiprotons is about one half of that for protons in
the energy region below 1MeV [32]. The possible decrease in the stopping
probability has been evaluated to be about 5% by assuming the same effect for & ’s.
In Eq. (14), we have included this error in the systematic error. In the 1992 data, 950
tagged events (N, =950) have been obtained corrected by the 8% background

3

contribution in the identification of & ’s (number of tagged event without the
correction is 1029). Therefore, the expected number of & s stopped in LDy (Ny,)

has been obtained as:
Nitop=Niag X 10p=82£97¢. (15)

The first error is statistical and the second is associated with the above mentioned
systematic error for the tagging efficiency 7.

3.3 Neutron Measurement
3.3.1 Neutron Spectrum

Figure 19 shows the inverse velocity spectra of neutrons (G ') for the events tagged

in the regions of 1.OLAEg (MeV)<2.1 and 5.0°<6x+<9.0°. These spectra are

referred as “tagged spectra”. The spectra are shown for three light output thresholds

(Qum) of 1.0, 2.0 and 5.0 MeV,,. In the analysis, the calibrated time average of two

output pulses from both ends of each log gives the neutron TOF relative to I'T (TOF,),

while their difference gives the vertical hit position along the log (¥,). The x and z hit

positions (X, and Z,) are measured at the log center. Then the neutron velocity 3, is

calculated as:

_VE—X)+ (4~ Y)*+(Z,~2Z)°

B= (TOF,— dix—dta)c :

(16)

Here ¢ denotes the light velocity and the neutron TOF is corrected by the beam
traveling time from IT to the reaction vertex for the & production (dtk) and also by
the average stopping time of &~ (Jtz) which is calculated to be 0.56 nsec with a Monte
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Carlo simulation. The neutron path length is the length from the neutron emission
point (X;, ¥;, Z;), which is assumed to be at the center of the LDs cell behind the firing
silicon pad, to the hit position on ND. The light output of neutron hits (Q,) is
calculated by taking the geometrical mean of two ADC values. The ADC data of each
log has been calibrated with pulse heights observed for cosmic rays traversing the log
perpendicularly, for which the average energy loss through the 5 cm thick scintillator
log is 10 MeV. When adjacent logs are fired with consistent firing locations along the
logs, the hits are clusterized and treated as the hit of a single neutron. For such a
clusterized hit, the TOF and the hit position are given by the log whose TOF is the
minimum in the cluster (the fastest firing log), whereas the total light output is given by
the sum of light outputs from individual logs. Hits of charged particles are removed by
using the information of the charged particle veto layers (LV and RV).
3.3.2 Neutron TOF Resolution

If the H exists, we anticipate a peak of monoenergetic neutrons in the tagged
spectra. The Gaussian peaks in each spectrum shown in Figure 19 represent the
predicted signal widths for assumed binding energies of 50, 20, 0, —10 and —15 MeV in
the case of R=1. The intrinsic neutron TOF resolution (07), which is crucial for the
peak width, has been evaluated from the resolution measured with cosmic rays (137
psec on the average of 100 logs) by taking account of the light output difference between
hits of minimum ionizing particles and those of neutrons. The light output
distribution for neutron hits has been calculated with the DEMONS program,
mentioned in Section 2. The resolution has been estimated assuming that the
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Fig. 19. Tagged neutron §~' spectrum for the light output threshold of a) 1.0, b)
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assumed binding energies By of 50, 20, 0, —10 and —15 MeV and the
branching ratio R of 1. Solid curve in each spectrum represents an
estimated background.
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dependence of the resolution on light output (@) is expressed as O‘TOCI/\/QT.
Consequently, the intrinsic TOF resolution for neutron hits has been evaluated as a
function of the neutron kinetic energies 7, in the form:

or(T,) =560 X [T,(MeV)]7%%! psec. (17)

The signal shape in the spectrum of inverse velocity is then simulated with a Monte
Carlo program which includes this evaluated TOF resolution as well as the effects of the
path length ambiguity due to a finite thickness of a log (5 cm) and also the spread of &
stopping time (200 psec in FWHM). In Figure 20 is shown the peak width (Gh.ux)
predicted for several binding energies ranging from 100 to — 18 MeV, corresponding to
B  of 2.53 t0 9.12.  As indicated by the solid line, the 87" dependence of the width
can be parametrized as:

Gpear(f1)=0.0473+0.0186 X 8. (18)

3.3.3 Background Evaluation

The solid curve in each spectrum, shown in Figure 19, represents the estimated
background in the region above the prominent peak at 8~ '=1.0 caused by hits of ¥’s.
The neutron spectrum associated with & production with a wider cut on AEg and
without cut on g+ is used to give an estimate of the background shape in the tagged
spectrum. In Figure 21 are shown the neutron spectra obtained for the untagged &
events in the AEg; region of 0.3< AEg(MeV) < 5.0, and without cut on -+ for the three
light output threshold values. These spectra are referred as “untagged spectra”. The
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solid curve in each spectrum represents a sixth-order polynomial to smooth the
distribution of neutron hits. The smoothed spectrum is then scaled down to give an
estimate of the background distribution in the tagged spectrum fpx(8 ') :

FEX[ 3 (8 19)

unl(lg

fback(/a’_l)=0.95><

where p;’s stand for the coefficients of the above six-order polynomial. The scaling
factor is taken to be the ratio of number of events found in the tagged and untagged data
sets ng/Nu,,mg with a correction factor of 0.95 which accounts for a small difference in
the background rate between the tagged and untagged events. The effectiveness to use
this scaled untagged spectrum as a background estimation has been assisted by a Monte
Carlo simulation for the background. As discussed below, the background neutrons
are mainly produced in capture processes of daughter 7 ’s from & decay. According
to the simulation, the correction factor of 0.95 to the simple scaling is explained by a
smaller fraction of & decay and a consequent smaller stopping rate of pions in the
tagged events compared to those in the untagged events. In the tagged events, the
fraction of 5 ’s which are slow enough to stop in LDy or other materials before
decaying in flight is enhanced. Moreover, the global agreement between the measured
tagged spectrum and the scaled untagged spectrum fi(8 ") is good. When the
smoothed untagged spectrum, Zi—op;- (87 '), is fit to the tagged spectrum, the reduced
x* evaluated in the 8~ ' region from 2.5 to 10.0 with a bin size of 0.2 is 0.68, 0.78 and
0.66 for 0,,=1.0, 2.0 and 5.0 MeV,,, respectively. These small XQ values also indicate
that the scaled untagged spectrum is a good approximation of the background.

The observed neutron spectrum has been compared to the simulation which
includes neutron emission from #~ -capture processes. In the simulation, the negative
pions produced in the & decay chain:

E = Arz (100%) (20)
A—Pam; (64.1%) (21)
nar’ (35.7%) (22)
7(0“’27’7(, (23)

where particles in the final state are labeled by the mother particle species for
convenience, are followed up in the area inside or surrounding the target. The
simulation predicts that number of stopping pions per tagged event is 0.70 and 0.58 for
nz and 74, respectively. The stopping positions are found in material such as the
degrader wedges, aluminum frame of the target structure, field clamp of the magnet and
the neutron detector. The neutron yield from the zx -capture process has been
reported in the literature [33] to be 1.7~1.8 per stopped n~ in the region of 7,>10
MeV (direct neutrons), almost independent of the target mass number. Therefore, it
is expected that the 7 -capture process is a strong source of the background. Ifz

stop, neutrons are generated with an isotropic angular distribution according to the
reported yield and energy spectrum [33].  Figure 22 shows the comparison between the
observed tagged spectrum and the simulated background for the three light output
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threshold values (@), where counts in each bin is normalized by the number of events

for both the data and the Monte Carlo simulation. It is noted that each data spectrum

is shown by subtracting the flat distribution of accidental counts of which rate per event

has been evaluated to be ~0.050, ~0.027 and ~0.008 for each 8~ ' bin of 0.25 for the

thresholds of 1.0, 2.0 and 5.0 MeV,,, respectively. These rates of accidental counts

have been evaluated from the counts existing below the prominent v peak. The

simulation reproduces well the general shapes of the observed spectra. In the case of
1.0-MeV,, threshold, the simulation accounts for about 70% of the observed rate in

most of the 87" region. By raising up the light output thresholds, the agreement

between the data and the simulation becomes better, as seen for the case of 5.0 MeV,,

threshold. Therefore, the neutron background has been qualitatively understood with -
the =~ capture processes originating from the & decay.

4 Search for the Signal

Based on the resolution and the background in the neutron detection, given by Eq.
(18) and Eq. (19), respectively, the signal of the H formation has been searched for. A
narrow structure in the tagged spectrum would be an evidence of the final state neutron
from the H formation (5, d)gwm—Hn. 1If a bound H is produced, a monoenergetic
neutron peak is expected to appear in the region of 8~ '<5.2 (bound region) with a
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Fig. 22. Comparison between the observed Fig. 23. Expected performance of the signal
tagged spectra (closed circles) and search with the 1992 data: a) the
the simulated background spectra expected yield of the signal neutrons
(histogram) for the light output Niignaty b) the ratio of signal to noise
threshold of a) 1.0, b) 2.0 and ¢) 5.0 Agsnv and ¢) the expected statistical
MeV,,. significance of a peak S, normalized

by R.
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width consistent with the pure detector resolution. If the produced H is unbound, a
bump is expected to be observed in the region of 8~ '< 5.2 (unbound region) and the
mass width 7, will be obtained from the bump width. If such a narrow structure is
not found with enough significance, upper limits on the branching ratio R will be
obtained for the (& , d)uwm—Hn reaction. In this section, the results of the peak
search and the upper limit deduction performed with the 1992 data are presented and
discussed. The expected sensitivity to detect the signal is also shown. We have
investigated in the region of 8 ' from 3.0 to 9.6, corresponding to the binding energy
(Bp) from 56 MeV (my=2175MeV) to —19MeV (my=2250MeV), where the
performance of the neutron detector has been studied and the employed method for the
background subtraction is valid.

4.1 Expected Sensitivity

Figure 23 shows the expected performance of the signal search with the 1992 data:
a) expected yield of the signal neutrons from the H formation (Nsignat), b) the ratio of
signal to noise (Ag/n) and  c¢) the expected statistical significance of a peak (S). These
three quantities are shown for Q;,=1.0, 2.0 and 5.0 MeV,, with normalization to the
branching ratio (R). The yield Ny;q has been calculated from the expected number of

-

5 s stopped in LDy (Ny, see Eq. (15)) as:
N&ignalsttopX VND(ZL) XR; (25)

where pnp(T,) is the neutron detection probability evaluated with the DEMONS
program (see Figure 12).  As seen in the figure, about 10X R signal events are expected
in the case of the light output threshold of 1.0 MeV,,. The predicted signal peaks in
Figure 19 are shown for the case of R=1. The peak significance § is given as:

Nsigna
S= \/ng—l = As/N XV Nyack (25)

back

. Nsional
As/N= ; (26)
Rpack

where %10 is the number of expected signals in a small region of B! and ng the
background contribution underneath the peak. For evaluating ngw and ng.q at a
given 87, a peak region with a width of 247" is defined so that 90% of the Gaussian
peak area is covered, i.e.,:

AR = 164X Gpuat( ") = 140X Lrtmra( 87"). (27)

Here 0,u(8” ") is the evaluated peak width in Eq. (19). The background 7. is
calculated by integrating the background distribution fy.(8 '), given by Eq. (19), in
the same region. It must be mentioned that the quantities shown in Figure 23 are
calculated assuming the zero mass width ([7,=0MeV) for unbound H’s.

The results have revealed the dependence of the sensitivity for the signal detection
on Q. If lower value of Qy is taken, the sensitivity is higher in most of the region
because of higher yxp. Such a trend is more significant in the unbound region, where
ynp decreases rapidly by raising up Qy.  In contrast, the dependence of the sensitivity
on Qy is rather small in the bound region because of the weak Q,, dependence of pyp in
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the corresponding kinetic energy region (see Figure 12). Even higher sensitivity is
expected with high Qy, values in the region of deep binding (By =260 MeV), because the
background decreases with Qy; more rapidly than the signal in this region. The rapid
decrease of the background is due to low energy neutrons and y-ray contamination in
this region. According to the Monte Carlo simulation for 7 capture processes,
discussed in Section 3, low energy neutrons produced by #~ captures which take place
in ND is a cause of such background. Note that the hit of the 7~ on CV is not effective
to eliminate such background neutrons if their hits on ND are well isolated from the
point of the #~ capture reaction.

4.2 Peak Search

Structures in the measured neutron spectrum have been examined by fitting the
tagged spectrum with a bin size of 0.1 in 87 ', shown in Figure 19, with a Gaussian peak
and the background fj.+ given by Eq. (19). In each step of the search, the position of a
Gaussian peak is fixed at the center of a bin and the height (4) is taken as a fit
parameter. The Gaussian width is fixed for the estimated peak width 6.+ given by
Eq. (18) to search for a narrow structure. The fitting program is based on the CERN’s
MINUIT code and a log-likelihood technique is employed instead of the usual y?
method taking. account of the low statistics of the data. Figure 24 shows the result of
peak search in the tagged spectra with the three Qy, that is 1.0, 2.0 and 5.0 MeV,,.
The peak height 4 at each point is plotted in unit of the standard deviation (0), i.e., the
height normalized to its error returned by the fitting routine (h/A4A).

The spectrum has a few bumps and dips. A fluctuation of 1 to 2 ¢'is usually
treated as a pure statistical fluctuation of the background. In the bound region, no
significant peak has been observed for all the values of Q. In the unbound region, a

E a) 1 Mev,,
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T

Ak ()
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Fig. 24. Peak search result (in unit of 6) in the tagged spectrum for Qy=a)
1.0, b) 2.0 and ¢) 5.0 MeV,.
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narrow bump of which statistical significance of the height #/4# is larger than 2.5 ¢'is
seen at §'=8.05 with Q,;,=1.0MeV,.. The Q, dependence of its significance seems
to be consistent with the expectation shown in Figure 23-c). In the unbound region,
however, the width of unbound states cannot be expected exactly. In this case, more
appropriate way of evaluating the bump parameters and its significance is to take both
the Gaussian height and its width as fit parameters. Such a two-parameter fitting has
given this bump the height of 3.1 1.2 (in a histogram with a bin size of 0.1 in #7") and
a width of 0.353+0.11 in f~'. Consequently, the peak area has been calculated to be
27£13. In the unbound H hypothesis, the measured centroid and width have given
the mass of my==2246 MeV and the mass width of 73,=1.9£0.9 MeV. The statistical
significance of the bump has been evaluated to be 2.06 from the measured peak area and
its error. The value has not been statistically significant enough to establish the bump.

4.3 Upper Limit
The upper limit of the branching ratio R has been deduced from the observed
number of events and the estimated background in the neutron spectrum with the
method similar to the one described in Ref. [34, 35]. If the true value of the number
of the signal events is ug, the probability of observing “n” events in a Poisson process is

given by:
o~ (s ) (us+puz)"

n!

P(n)= ; (28)

where up is the expected values of the background events. When “ng” events have

been observed in the experiment, in turn, the possibility that the true value of the

number of the signal events is s can be written as:
e VD) (s pup) "™

g(/,lg) =N 70! > (29)
0.
where N; is the normalization constant such that:
[ stusidus=1. (30)

The upper limit of ug at the confidence level of (1 —a) X100%, denoted as s, i given
by :

(o)

l—a= fﬂ_g(}ls)d,us- (31)

When this method is applied for the estimation of the upper limit at a given 87, the
observed number of events “np” and the expected background “up” are obtained in the
small region of 87! with the width of 2487, as already introduced in Eq. (27) for
evaluating the expected sensitivity. The region includes 90% of the signal events.
Consequently, we obtain g in this region using Eq. (29)=(31). The number of the
signal events in the region is calculated from N, as:

nsignal:O-g X Ivlag>< 7]_vlo/)>< 77N1)(7-;1) XR. (32)
Thus, the upper limit of R, denoted as R, is obtained from s to be:

» fis
R= . 33
O-nglagX 773[0/))( 77N[)(71n) ( )
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Figure 25 shows the upper limit of R for the region of the binding energy of H from
50 MeV to —19 MeV at the confidence levels of 90, 80 and 70%. The result is based
on the neutron spectrum with the light output threshold of 1.0 MeV,, where the
expected sensitivity is higher for most of the 8~ ! region, as mentioned already. For the
unbound region, the upper limit has been obtained with assumed mass width 77, taking
account of the decrease of the sensitivity due to broadening of the peak. Figure 26
shows the obtained upper limits (90% C.L.) in the unbound region for assumed mass
widths of 0, lfand 2 MeV.

The solid line in Figure 25 represents the predicted R given by Aerts and Dover
[25] for the & capture from the § orbits. In the calculation, the model-D of the
Nijmegen potential is used to evaluate the fusion vertex of & p—H. It is noted that
the fraction of & decay in the de-excitation process in the atomic orbits is neglected.
The obtained upper limit on R provides information of the rate of the (5, d) yom—>Hn
process in relative to other processes. In Figure 25, a scale is given for the ratio of the
rate of the (£, d) yom—Hn process to that of the other processes, denoted as I a/ 1 iers,
which is related to the branching ratio R as:

H/ L others 1
According to Aerts and Dover [25], the (5, d)uom— A An process is the largest fraction
in 1 uers.

The data shown here is not enough to answer definitely to the question of the
existence or non-existence of the H because of the limited statistics. Nevertheless, it
must be emphasized that this formation experiment, where the sensitivity does not
depend on the decay mode or the life time of the H, is advantageous to compare the
experimental results with theoretical predictions in a less ambiguous manner than other
types of measurements. Assuming the same resolution for the signal and the same
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ratio of signal to background evaluated in the present study, an upper limit on the
branching ratio R will be as low as 0.5 (90% C.L.) with an accumulation of 10'2K™’s on
target. By using the 2-GeV/c kaon beam line, whose performance is described in
Section 2, this corresponds to less than 1000 hours of operation. It is expected that
the upper limit on R is decreased in propotion to 1/¥/Nk-, where Nx- is the accumulated
number of the K~ beam. Therefore, further data taking with the same apparatus will
provide an important information on the existence of the H particle.

5. Conclusion

The H particle search with the & atomic-capture in liquid deuterium has been
carried out for the first time. The method and the technique used in the experiment
have been shown. In this experiment, the two successive reactions K~ p—~K 5~ and
(7, d)atom—>Hn have been studied. The & production K_p—*KJrE“ is identified
with the magnetic spectrometer. The stopping & ’s are tagged based on the energy
loss which is measured with the silicon detector placed between the liquid hydrogen and
deuterium vessels. The monoenergetic neutron signal from the H formation (&,
d)asom™ Hn is then searched for in coincidence with this tagging. It has been stressed
that the usage of the 2-GeV/¢ beam line providing highly intense K~ beam of the order
of 10%/spill and the specialized target equipped with the silicon detector are essential to
produce enough number of (&, d)aoms with an improved tagging efficiency.

The analyses for the first available data collected in 1992 with 2.73X10'" K
have been shown. The &~ production K~ p—K* & has been clearly identified in the
missing mass of the reaction. Approximately 5.0 X 10* events have been obtained in
the K angular region from 5° to 9°, which is the region of interest for the stopping
& ’s.  The response of the silicon detector to the &~ production events has been well
understood with a Monte Carlos simulation. The number of & ’s stopped in liquid
deuterium has been evaluated to be ~82. In the analysis of the neutron detection,
evaluation of the resolution and the background rate are essential tasks. It has been
shown that the observed neutron spectrum is largely populated by neutrons produced
from the capture reactions of daughter #” ’s from the & decay. The peak search has
been performed on the tagged spectrum in the 1992 data for which about 10X R signal
neutrons are expected. No significant peak has been seen in the spectrum.
Calculated upper limits on the branching ratio R of the A formation reaction (& ,
d) atom— Hn have been presented. These results obtained from this first measurement
have demonstrated that the present method based on the neutron detection with tagging
of & is an eflective approach to search for the H and also to examine the H production

’s

rate from (E_, d)alom-
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