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ABSTRACT

Nonlinear evolution of the kinetic ballooning mode (KBM) is investigated by extending the global toroidal gyrokinetic simulation code
(GKNET) to an electromagnetic regime. It is found that the saturation process of KBM, which is unstable at high normalized pressure b, is
significantly different from the ion temperature gradient (ITG) mode, which is unstable at low b. The KBMs get saturated by producing
zonal flows and zonal magnetic fields. The production of zonal flow is weak in the initial saturation phase of KBM, which is in contrast to
the ITG mode which produces strong zonal flows in the initial saturation phase. However, strong zonal flows are produced in the subsequent
evolution of KBM, and a quasisteady state of KBM turbulence is established. In addition to the zonal flows, some low toroidal number
modes, which are linearly stable against the KBM, dominate the KBM turbulence. The strong zonal magnetic field is also produced by the
KBM. These zonal modes regulate the KBM turbulence.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5100308

I. INTRODUCTION

It is desirable to increase normalized pressure b of magnetically
confined plasmas because b is linked to the fusion reaction rate and
the production of the bootstrap current which is responsible for steady
operation of tokamaks. Turbulence driven by drift waves becomes
electromagnetic at finite b, and typical drift-wave instabilities are elec-
tromagnetic ion-temperature gradient (ITG) modes appearing at low
b and kinetic ballooning modes (KBMs) destabilized at high b.1–5 The
kinetic ballooning mode is a pressure gradient driven magnetohydro-
dynamic (MHD) instability influenced by drift waves and finite
Larmor radius (FLR) effects6,7 and propagates in the ion diamagnetic
direction because of its real frequency reflecting the drift-wave nature
of the instability.

The electrostatic potential profile of the eigenfunction of KBM is
similar to that of the ITGmode, and they commonly have a ballooning
structure appearing in the bad curvature region. It is, however, under-
stood that the nonlinear development of KBM is significantly different
from that of the ITG mode. The ITG mode produces strong zonal
flows, which regulate the nonlinear saturation level of ITG turbulence
at low b, whereas it is hard to get a saturation of the growth of KBMs
in gyrokinetic simulations because of weak zonal flows.2–4 We observe
the growth of fluctuations without saturation, for instance, above bi
� 0.6% for the Cyclone base case (CBC) parameters except for some
cases with an artificially reduced pressure gradient,4,8,9 where bi is the
normalized ion pressure. This is called the run-away/nonzonal transi-
tion,10–12 and it takes place at high b in gyrokinetic simulations using

the local flux tube geometry. In these local simulations, the production
of zonal flows is the main mechanism of the saturation of drift-wave
instabilities, and the run-away/nonzonal transition is considered to be
linked to weak zonal flows due to stochastic magnetic fields. The mag-
netic stochasticity is produced by magnetic reconnection, leading to
the violation of magnetic surfaces. Magnetic reconnection can be
caused by drift-wave instabilities at finite b because magnetic per-
turbations due to the instabilities become prominent. This process
of the violation of magnetic surfaces is explained in terms of par-
ity. The ITG mode and KBM belong to the twisting/ballooning
parity mode, which does not cause magnetic reconnection and
retains its parity during its linear growth phase because it satisfies
the linearized gyrokinetic equation. On the other hand, twisting
parity modes do not satisfy the nonlinear gyrokinetic equation,13

and thus, when a twisting parity mode evolves into the nonlinear
regime, i.e., its amplitude becomes finite, the free energy of the
instability should be transferred to tearing parity modes through
nonlinear interactions, which is called the nonlinear parity mix-
ture. The produced tearing parity modes cause the magnetic sto-
chasticity and influence the amplitude of ITG turbulence at finite
b.14 Thus, the electromagnetic drift-wave instabilities have a
channel of energy transfer to tearing parity modes, which can
influence the amplitude of turbulence, in addition to the produc-
tion of zonal flows. The nonsaturation of instability described
above takes place not only in gyrokinetic simulations but also in
MHD simulations in ballooning modes. Nonlinear evolution of
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the MHD ballooning mode exhibits a growth without saturation
with forming a fingerlike structure in full torus MHD
simulations.15–17

We may obtain a saturation of KBMs by means of global gyroki-
netic simulations because there are some mechanisms which are not
included in local gyrokinetic and full torus MHD simulations.
Recently, nonlinear evolution of KBM has been investigated by means
of global electromagnetic gyrokinetic simulations.18 The simulation
results imply the importance of the zonal mode, i.e., zonal flows, zonal
magnetic fields, and zonal pressure, in the saturation of KBMs. In
order to elucidate the essential mechanism of the saturation, this simu-
lation includes only a pair of unstable KBMs with n ¼ 610 and n¼ 0
toroidal modes. The influence of nonlinear mode coupling with other
unstable and stable toroidal modes on the saturation of KBM is not
understood well.

In this paper, we investigate the saturation of KBM by means of a
new global electromagnetic gyrokinetic simulation code developed by
extending a version of GKNET.19,20 Our simulations include nonlinear
mode coupling among unstable toroidal modes and stable low toroidal
modes. The original GKNET is the electrostatic full-f gyrokinetic code
with the polar19 or rectangular20 coordinates in the poloidal plane.
This code enables us to investigate global turbulent transport and
resultant background profile formation coupled with radial mean flow
shear such as the staircase21 and internal transport barrier triggered by
momentum injection.22 Kinetic electron dynamics has been recently
introduced to investigate electrostatic drift-wave instabilities.23 We
extend the code by introducing magnetic perturbations so that we are
able to investigate electromagnetic drift-wave instabilities. We will
present a saturation of KBM and a quasisteady state of KBM turbu-
lence. In the quasisteady state, strong zonal flows and low toroidal
modes, which are stable against KBM, dominate the fluctuations of
turbulence.

The remainder of this paper is as follows. Our new simulation
code is described in Sec. II. Linear and nonlinear simulation results on
KBM turbulence and ITG turbulence are presented in Sec. III. Finally,
the summary of results is given in Sec. IV.

II. NUMERICAL MODEL

We describe our new global electromagnetic simulation code,
which is developed by extending GKNET,19,20 in this section. We
divide a distribution function into the Maxwellian and perturbed parts,

Fs ¼ F0s þ dfs, where F0s ¼ nðrÞ
ð2pTsðrÞ=msÞ3=2

expð� msv2k
2TsðrÞ �

lB
TsðrÞÞ, and

v ¼ vkbþ v?; l ¼ msv2?=ð2BÞ and b¼B/B are the magnetic
moment and the unit vector of the equilibrium magnetic field, respec-
tively. The subscript s denotes the particle species such as for ions s¼ i
and electrons s¼ e. The gyrokinetic Vlasov equation for the perturbed
gyrocenter distribution function, the gyrokinetic Poisson equation,
and Ampère’s law is
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respectively. In the equations, hEkis ¼ �b�s � rh/is � 1
c
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@t hAkis;

dnðpÞs ¼
Ð
hdfsisd3vþ

qsn
Ts
r2
?/, and duðpÞs ¼

Ð
vkhdfsisd3v are the par-

allel component of the perturbed electric field, the perturbed density
measured at the particle position, and the parallel component of per-
turbed velocity measured at the particle position, respectively. The
gyroaverage for species s is represented by h is, and bi ¼ 8pn0Ti0

B2
0

is

the normalized ion pressure measured at r ¼ r0. It is remarked that
the polarization term is approximated by the leading order term of k2?
in the gyrokinetic Poisson equation (2). Nonlinear terms appear in the
convective derivative term caused by perturbed E�B flow h~vEis �
rf ¼ c

B ½h/is; f � and in the parallel component of the spatial gradient

b�s � rf ¼ b � rf þ h~bis � rf ¼ b � rf � 1
B ½hAkis; f �, where ½ f ; g�

¼ b � rf �rg is the Poisson bracket. The unit vector along the
magnetic field is b�s ¼ bþ h~bis, and h~bis ¼ �b�rhAkis is the per-
turbed part of the magnetic field. The magnetic drift, the diamagnetic
drift, and the perturbed E�B drift velocities are vds ¼ c

qsB
b� ðlrB

þmsv2kb � rbÞ, v�s ¼ cTs
qsB

b�r ln F0s, and h~vEis ¼ � c
Brh/is � b,

respectively.
The set of equations, Eqs. (1)–(3), is solved by extending a ver-

sion of GKNET.19,20 We use the toroidal coordinates (r, h, u) in the
configuration space and ðvk; lÞ in the velocity space. In our numerical
simulation code, the time integration is made by the fourth-order
Runge-Kutta method. The derivatives with respect to r, h, and vk are
approximated by the fourth-order finite difference method, and
the Fourier expansion is used along the toroidal direction
f ðr; h;u; vk;l; tÞ ¼

P
n fnðr; h; vk;l; tÞ exp ð�inuÞ. The nonlinear

terms, which are expressed in terms of the Poisson bracket, are evalu-
ated by using the fourth-order Morinishi scheme. The gyroaverage is

evaluated by using the Pade approximation h f is �
f

1þq2
i k

2
?=4

, leading to

an FLR equation ½1� q2
i
4 ð @

2

@r2 � m2

r2 Þ�hf is ¼ f , where m is the poloidal
wavenumber. It is remarked that the FLR effects of electrons are
neglected, i.e., hf ie ¼ f . The FLR equation, the Poisson equation, and
Ampère’s law are solved by using the Fourier expansion along the
poloidal direction. When we calculate the integral over the velocity
space in the Poisson equation and Ampère’s law, the rectangular inte-
gration is used along the vk direction and the Gauss-Legendre method
is used along the l direction.

Numerical simulations are carried out for the Cyclone base case

(CBC) like equilibrium so that vds � r ¼ � c
qsB

msv2kþlB

R0
sin h @
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�
þ cos h @

r@hÞ; v�s � r ¼ cTs
qsBF0s
½@F0s@r
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@
@r�, qðr=aÞ ¼ 0:85þ 2:18

ðr=aÞ2; nðrÞ ¼ n0 exp½� dr
Ln
tanh r�r0

dr

� ��, and TsðrÞ ¼ T0s exp½� dr
LTs

tanh r�r0
dr

� ��, with r0 ¼ a/2, dr ¼ 0.3a, R0/LTs ¼ 6.66, and R0/Ln ¼ 2.22.
Figure 1 shows the density, temperature, and safety factor profiles. We
set the inverse of the aspect ratio a/R0 ¼ 0.36 and q�� qTi/a¼ 1/100,
where the leading order of Larmor radius qi ¼ v?/Xi is written as qTi
¼ vTi/Xi and vTi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
T0i=mi

p
is the ion thermal velocity. The

mass ratio is set to be mi/me ¼ 100 and 400 in linear calculations and
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mi/me ¼ 100 in nonlinear calculations. The number of grid points is
ðNr ;Nh;Nvk;NlÞ ¼ ð128; 256; 64; 16Þ. The toroidal modes are chosen
to be even numbers n ¼ –30, –28,…, –2, 0, 2, 4,…, 28, 30 so that the
simulation domain is a half of a torus.

III. SIMULATION RESULTS

Here, we examine drift-wave instabilities at finite b by solving the
linearized gyrokinetic equations numerically. Figure 2 shows the linear
growth rate of drift-wave instabilities as a function of bi for a toroidal
mode number n¼ 10. The ITG mode is unstable at low bi, while the
KBM is unstable at high bi. The stabilizing effect of magnetic fluctua-
tions on the ITG mode becomes prominent with increasing bi. When
bi exceeds a threshold value of bi � 1.5%, KBM becomes unstable,
and its growth rate increases with increasing bi. The b dependence of
the growth rate for the CBC is similar to that obtained from another
global electromagnetic gyrokinetic simulation code.24 The b depen-
dence of the growth rate for mi/me ¼ 400 is similar to that for mi/me

¼ 100, but the growth rate for mi/me ¼ 400 is a little smaller than that
for mi/me ¼ 100. It is remarked that the growth rate is time averaged
for 1.3% 	 bi 	 1.5% because of a small oscillation of the growth rate.
Figures 3 and 4 show the profile of the eigenfunction of the ITG mode
at bi¼ 0.2% and the KBM at bi¼ 1.6% and 1.8% for n¼ 10 on a cross
section. The electrostatic potential / profile exhibits a ballooning
structure, which is the appearance of fluctuations in the bad curvature
region, for both the ITG mode and the KBM in Fig. 3. A small tilting
angle of the mode with respect to the midplane, referred to as the bal-
looning and/or Bloch angle, is observed in both the ITG mode and the
KBM, which results from the global profile effect.25 The profile of

the parallel component of vector potential Ak has opposite parity to
the electrostatic potential along the magnetic field line4,13 so that it is
weak in the bad curvature region as shown in Fig. 4. Figure 5 shows
the radial profile of electrostatic potential of the eigenfunction of the
ITG mode at bi ¼ 0.2% and the KBM at bi ¼ 1.6% and 1.8%. All of
them have a typical ballooning mode structure which is a set of toroi-
dally coupled poloidal modes resonating at each rational surface
located at r ¼ rs that satisfies q(rs) ¼ m/n. The ratio of the magnetic
perturbation to the electrostatic potential for the ITG mode jAkmnj=
j/mnj � 1=100 is small compared to the ratio for the KBM jAkmnj=
j/mnj � 1=10 at bi ¼ 1.6% and 1.8% because bi ¼ 1.6% and 1.8% are
larger than that of the ITG mode bi ¼ 0.2% which is close to the elec-
trostatic limit bi ¼ 0. This suggests that magnetic perturbations are
expected to play an important role in the nonlinear saturation process
of the KBM. It is noted that trapped electron modes (TEMs) appear
when the ion temperature gradient is reduced from LTi(r0) ¼ 6.66 to
LTi(r0)¼ 2.22 as shown in the Appendix.

Next, we present nonlinear simulation results on turbulence
driven by the KBM at bi ¼ 1.6%, 1.7%, and 1.8% and compare them
with ITG turbulence at bi ¼ 0.2%. Figure 6 shows the time evolution
of the amplitude of electrostatic potential of ITG turbulence and KBM
turbulence for each toroidal mode number, hj/nji � 1

V

Ð
j/njdV

½Ti=qi�. The most unstable ITG mode with n¼ 14 dominantly grows
in the linear growth phase t� 15 [R0/vTi], and then, it gets saturated
by producing zonal flows (n¼ 0) at t� 20 as shown in Fig. 6(a). The

FIG. 2. Linear growth rate of drift-wave instabilities as a function of normalized ion
pressure bi for the toroidal mode number, n¼ 10.

FIG. 1. Equilibrium density, temperature, and safety factor profiles.

FIG. 3. Color map of electrostatic potential / of the eigenfunction for the n¼ 10 mode: (a) ITG mode at bi ¼ 0.2%, (b) KBM at bi ¼ 1.6%, and (c) KBM at bi ¼ 1.8%.
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produced zonal flow is strong, and its amplitude is larger than the
n¼ 14 ITG mode when the ITG mode starts to get saturated at t� 20.
In the quasisteady state, the zonal flows dominate the turbulence. On
the other hand, the most unstable KBMs with n¼ 8 and 10 dominate
in the linear growth phase at t� 15 for bi ¼ 1.6%, at t� 12 for bi
¼ 1.7%, and at t� 10 for bi ¼ 1.8% in Figs. 6(b)–6(d), respectively.
Then, the KBMs begin to saturate at t� 23 for bi ¼ 1.6%, at t� 18 for
bi ¼ 1.7%, and at t� 14 for bi ¼ 1.8%. At the beginning of the satura-
tion of the linear growth, the zonal flow production is weak so that the
amplitude of zonal flow is much smaller than the KBM at t� 23 for bi
¼ 1.6%, at t� 18 for bi ¼ 1.7%, and at t� 14 for bi ¼ 1.8%. This is

expected because the production of zonal flows by the Reynolds stress
is counteracted by the Maxwell stress in nonlinear evolution of electro-
magnetic instabilities.26 Subsequently, other toroidal modes grow and
produce zonal flows, and then, the growth of the KBM gets saturated
at t� 30 for bi ¼ 1.6%, at t� 25 for bi ¼ 1.7%, and at t� 18 for bi

¼ 1.8%, and a quasisteady state of the KBM turbulence is eventually
established at t> 40. In the steady state of the KBM turbulence with bi

¼ 1.6%, 1.7%, and 1.8%, zonal flows indicated by n¼ 0 are compara-
ble with those in the ITG turbulence with bi ¼ 0.2%. It is noted that
low n modes such as the n¼ 2 mode, which are linearly stable against
the KBM, are excited by nonlinear mode coupling. Figures 7–10 show

FIG. 4. Color map of the parallel component of vector potential Ak of the eigenfunction for the n¼ 10 mode: (a) ITG mode at bi ¼ 0.2%, (b) KBM at bi ¼ 1.6%, and (c) KBM
at bi ¼ 1.8%.

FIG. 5. Radial profile of electrostatic potential of the eigenfunction j/mnðrÞj for the n¼ 10 mode: (a) ITG mode at bi ¼ 0.2%, (b) KBM at bi ¼ 1.6%, and (c) KBM at bi ¼ 1.8%.
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color maps of fluctuations of the ITG turbulence and the KBM turbu-
lence in a cross section at t¼ 44 in the quasisteady state. In these fig-
ures, the turbulent fluctuations are extended in the radial direction
compared to the linear growth phase shown in Fig. 3. Figure 7 shows
the electrostatic potential profile /(x) of ITG turbulence: n 6¼ 0

components
P

n6¼0 /nðxÞ, the zonal component (n¼ 0) /n¼0(x), and
n¼ 14 component /n¼14(x), which is the most unstable ITG mode.
The profile of

P
n6¼0 /nðxÞ presents fully developed ITG turbulence,

and the most unstable ITG mode n¼ 14 is sheared by the zonal flows
represented by the profile of the n¼ 0 component. Figures 8–10 show

FIG. 6. Time evolution of electrostatic potential for each toroidal mode number hj/nji � 1
V

Ð
j/njdV : (a) ITG turbulence at bi ¼ 0.2%, (b) KBM turbulence at bi ¼ 1.6%, (c)

KBM turbulence at bi ¼ 1.7%, and (d) KBM turbulence at bi ¼ 1.8%.

FIG. 7. Color maps of electrostatic potential /(x) of ITG turbulence: N 6¼ 0 components
P

n 6¼0 /nðxÞ, the zonal component (n¼ 0) /n¼0(x), and the most unstable ITG
mode (n¼ 14) /n¼14(x) for bi ¼ 0.2% at t¼ 44.

Physics of Plasmas ARTICLE scitation.org/journal/php

Phys. Plasmas 26, 082301 (2019); doi: 10.1063/1.5100308 26, 082301-5

Published under license by AIP Publishing

A Self-archived copy in
Kyoto University Research Information Repository

https://repository.kulib.kyoto-u.ac.jp

https://scitation.org/journal/php


the electrostatic potential profile /(x) of KBM turbulence at bi
¼ 1.6%, 1.7% and 1.8%, respectively: n 6¼ 0 components

P
n6¼0 /nðxÞ,

the zonal component (n¼ 0) /n¼0(x), and n¼ 10 component
/n¼10(x) that is the unstable KBM. The spatial profile of KBM turbu-
lence seems to be similar to the ITG turbulence, and the unstable
KBM with n¼ 10 is sheared by the zonal flows, which are represented
by the profile of n¼ 0 component. The zonal flow shearing rate is

evaluated to be �cE � cER0=vTi ¼ ðkrqTiÞ2
qih/n¼0i

Ti

R0
qTi
. The zonal

electrostatic potential is evaluated to be qih/n¼0i
Ti
� 0:1 from Fig. 6, and

its radial wavenumber is evaluated to be krqTi � 0.1 from Figs. 7–10
for both the ITG turbulence and the KBM turbulence so that the
shearing rate is approximated to be �cE � 0:3. Thus, the shearing rate
is similar to the linear growth rate of the ITG mode �c � 0:5 at bi

¼ 0.2% and the KBM �c � 0:5 at bi ¼ 1.6%. On the other hand, the
linear growth rate of the KBM is �c � 0:8 at bi ¼ 1.8%, and it is much
larger than the shearing rate �cE � 0:3. Thus, the zonal flow shearing is

FIG. 8. Color maps of electrostatic potential /(x) of KBM turbulence: N 6¼ 0 components
P

n6¼0 /nðxÞ, the zonal component (n¼ 0) /n¼0(x), and the most unstable KBM
(n¼ 10) /n¼10(x) for bi ¼ 1.6% at t¼ 44.

FIG. 9. Color maps of electrostatic potential /(x) of KBM turbulence: N 6¼ 0 components
P

n6¼0 /nðxÞ, the zonal component (n¼ 0) /n¼0(x), and the KBM (n¼ 10)
/n¼10(x) for bi ¼ 1.7% at t¼ 44.

FIG. 10. Color maps of electrostatic potential /(x) of KBM turbulence: N 6¼ 0 components
P

n6¼0 /nðxÞ, the zonal component (n¼ 0) /n¼0(x), and the KBM (n¼ 10)
/n¼10(x) for bi ¼ 1.8% at t¼ 44.
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not the only mechanism but other zonal modes such as the zonal mag-
netic field and zonal pressure can be responsible for the saturation of
the KBM. In addition, the nonlinear energy transfer from the KBM to
the low nmodes can be another saturation mechanism of the KBM.

The difference of the KBM turbulence from the ITG turbulence
in the steady state is elucidated by the toroidal mode number spectra
of the electrostatic and vector potential fields for bi ¼ 0.2%, 1.6%,
1.7%, and 1.8% as shown in Fig. 11, where hj/nji � 1

V

Ð
j/njdV

½Ti=qi� and hjAknji � 1
V

Ð
jAknjdV ½qTiB0� are averaged over a time

period in the quasisteady state. The ITG turbulence has a peak at
n¼ 10 and is dominated by the zonal flows (n¼ 0) as shown in Fig.
11(a). On the other hand, the KBM turbulence has a broad spectrum
and is dominated by the zonal flows (n¼ 0). The strong zonal flows
lead to the saturation of the KBM turbulence. That is in contrast to the
KBM turbulence calculated in the local flux tube geometry,4 which suf-
fers from the run-away/nonzonal transition that is the growth of tur-
bulent fluctuations without saturation at high b. The zonal flows are
weak in the local simulations, whereas the zonal flows are strong in
our global simulation. Another difference of the KBM turbulence in

the global simulation from that in the local flux tube simulation is the
dominance of low n modes, which are not included in the local simu-
lations. It is remarked that the amplitudes of low nmodes at bi¼ 1.7%
and 1.8% are larger than those at bi ¼ 1.6%. Figure 11(b) shows the
spectra of the parallel component of vector potential. The zonal com-
ponent and low n modes dominate the magnetic perturbations for
both the ITG turbulence and the KBM turbulence. The magnetic per-
turbations of the KBM turbulence are much larger than those of the
ITG turbulence because the KBM is a kinetic MHD instability and is
destabilized at higher b than the ITGmode.

In order to clarify the influence of the zonal mode (n¼ 0 mode)
on the saturation of the KBM, we carried out a nonlinear simulation
without the zonal mode for bi¼ 1.7%. Figure 12 shows the time evolu-
tion of the amplitude of electrostatic potential and the toroidal mode
number spectrum of the electrostatic potential. The linear growth of
the KBM at t� 12 is the same as that with the zonal mode in Fig. 6(c).
Then, the KBMs start to get saturated at t� 18; however, they con-
tinue to grow until t� 21 in Fig. 12(a). Subsequently, low n modes
become dominant and get saturated after t� 30. It is not clear that the

FIG. 11. Toroidal mode number spectrum of (a) the electrostatic potential hj/nji � 1
V

Ð
j/njdV and (b) the vector potential hjAknji � 1

V

Ð
jAknjdV for ITG turbulence at bi

¼ 0.2% and KBM turbulence at bi ¼ 1.6%, 1.7%, and 1.8% in the quasisteady state.

FIG. 12. Time evolution of electrostatic potential for each toroidal mode number without the zonal mode (n¼ 0 mode) (a) and the toroidal mode number spectrum of the elec-
trostatic potential with and without the zonal mode (b) for KBM turbulence at bi ¼ 1.7%.
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system has reached a steady state because high n modes gradually
increase after t� 30. Figure 12(b) shows that the amplitude of the
KBM turbulence without the zonal mode is ten times larger than that
with the zonal mode. Hence, the amplitude of the KBM turbulence is
regulated by the zonal mode (n¼ 0 mode) such as zonal flow, the
zonal magnetic field, and zonal pressure.

IV. SUMMARY

We have developed a new global electromagnetic gyrokinetic
simulation code by extending a version of GKNET code, which solves
the electromagnetic gyrokinetic Vlasov equation together with the
gyrokinetic Poisson equation and Ampère’s law. Our new code enables
us to investigate nonlinear evolution of KBMs and electromagnetic
ITG modes. We have presented the b dependence of the linear growth
rate of drift-wave instabilities for the CBC like profile. The ITG mode
is unstable at low b, and its growth rate decreases with increasing b
because the suppression effect of magnetic fluctuations on the ITG
mode becomes prominent at finite b. On the other hand, the KBM is
unstable at high b, and its growth rate increases with b.

We have obtained a saturation of the KBM and a quasisteady tur-
bulent state in our nonlinear simulation. This is in contrast to the local
flux tube calculations which exhibit the growth of fluctuations without
saturation at high b. The difference from the local simulations is the
production of strong zonal flows and the dominance of low n modes
which are stable against the KBM. We compared the nonlinear turbu-
lent state of KBM with that of the ITG mode. The ITG turbulence is
dominated by zonal flows, and the spectrum of the turbulence has a
peak in the n¼ 10 ITGmode. On the other hand, the KBM turbulence
is dominated by zonal flows and the low toroidal modes which are lin-
early stable against the KBM. The spectra of the KBM turbulence
exhibit higher excitation of low nmodes than the ITG turbulence. The
mechanism of the excitation of stable modes will be investigated by
evaluating nonlinear energy transfer to stable modes in the ITG and
KBM turbulence in our future work.
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APPENDIX: TRAPPED ELECTRON MODES (TEMs)

We have TEMs when we reduce the ion temperature gradient
from LTi(r0) ¼ 6.66 to LTi(r0) ¼ 2.22. The electrostatic potential
profile of the eigenfunction of TEM for n¼ 10 at bi ¼ 0.2% is
shown in Fig. 13, and it rotates in the electron diamagnetic direc-
tion. The tilting angle of the mode in the bad curvature region, i.e.,
the ballooning angle of the TEM, is opposite to that of the ITG
mode and KBM in Fig. 3. The b dependence of the TEM is weak as
shown in Fig. 14. This weak dependence is consistent with the b
dependence of TEM presented in Ref. 27.
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