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ABSTRACT

The prospect of single particle imaging with atomic resolution is one of the scientific drivers for the development of X-ray free-electron
lasers. The assumption since the beginning has been that damage to the sample caused by intense X-ray pulses is one of the limiting factors
for achieving subnanometer X-ray imaging of single particles and that X-ray pulses need to be as short as possible. Based on the molecular
dynamics simulations of proteins in X-ray fields of various durations (5 fs, 25 fs, and 50 fs), we show that the noise in the diffracted signal
caused by radiation damage is less than what can be expected from other sources, such as sample inhomogeneity and X-ray shot-to-shot var-
iations. These findings show a different aspect of the feasibility of high-resolution single particle imaging using free-electron lasers, where
employing X-ray pulses of longer durations could still provide a useful diffraction signal above the noise due to the Coulomb explosion.

VC 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5098309

I. INTRODUCTION

X-ray crystallography has so far proven to be the most successful
technique for determining three-dimensional molecular structures
at atomic resolution and has therefore been instrumental in a number
of scientific fields. In particular, studies of biological focus have seen
a multitude of breakthroughs directly linked to this method.
Illuminating a crystalline sample with X-ray radiation and collecting
the resulting diffraction patterns have allowed for the structural deter-
mination of over 120 000 biomolecules to date, and the number of
entries in the Protein Data Bank (PBD)1 keeps growing every year.

In conventional, synchrotron-based X-ray crystallography, the
periodic structure that makes up the crystal amplifies the diffracted
signal and results in an interference pattern with sharp peaks in
intensity. These so-called Bragg spots encode for the desired struc-
tural information, and their brightness is highly dependent on the
size of the crystal. However, the process of crystallizing a

biologically relevant molecule is an intricate one; many proteins
form inadequately sized crystals, while others do not crystallize at
all. With a decreased crystal size, the Bragg spots become less dis-
tinct and structure retrieval may become compromised. When
using a single molecule with no periodicity, even more signal is lost,
as the constructive interference of the outgoing waves no longer
produces Bragg spots. The only usable features for structure deter-
mination that remain, often referred to as speckles, arise from inter-
fering waves from different atoms within the same molecule. In this
case, a different approach is necessary.

Cryo-electron microscopy (cryo-EM) of single particles has
recently seen some significant improvements in terms of resolution
and holds considerable promise.2 Important structures such as ribo-
somes, membrane proteins, and hemoglobin have been solved to near-
atomic resolution using this method.3–5 As a nondiffractive technique,
it bypasses some of the challenges facing X-ray-based setups, but its
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applicability to smaller samples such as individual proteins is still lim-
ited and faces other types of challenges.

Another aspiring method is to employ the high-intensity light
pulses offered by X-ray free-electron lasers (XFELs) to enhance the
weak signal. However, this leads to severe radiation damage and ulti-
mately an explosion of the small sample.6–8 The ionization and subse-
quent destruction of the sample limit the achievable resolution in two
ways. The loss of bound electrons causes the system to scatter less X-
rays, and the structural changes caused by the Coulomb forces destroy
the native structure of the sample, adding noise in the diffraction pat-
tern. While this has been overcome with pulse durations short enough
to outrun most of the damage processes for nanometer-sized crystals
in serial femtosecond crystallography experiments,9–12 the realization
of atomic-resolution single particle imaging (SPI) remains challenging.
The ionization and decay of the molecule during exposure cause noise
in the diffraction image, which limits the resolution of the recon-
structed image. Pulses as short as 5 fs have been suggested to be neces-
sary for the successful imaging of an undamaged molecule to atomic
resolution.13 Schemes for generating such short pulses have been
proposed,14 and there is hope that higher intensities could be made
available in the near future.

It is worth noting that our question of radiation damage limits
concerns the ultimate goal of imaging of single proteins at high res-
olutions, i.e., <3 Å, with comparable results to crystallography and
cryo-EM. These are the resolutions required to fit atomic models to
the electron density and impact structural biology. XFEL single par-
ticle imaging is currently producing images of viruses with the order
of few nanometers resolution. We do not suggest that radiation
damage is the limiting factor for current SPI experiments at these
lower resolutions, which is likely due to the experimental challenges
of background scattering, sample injection, data collection rates,
and other technical challenges outlined in the SPI roadmap.15

Instead, our aim is to contribute to the understanding of theoretical
limits of SPI at high resolution which the field ultimately aspires to
reach in the longer term.

It has previously been shown that the loss of structural coherence
in nanocrystals provides a gating effect for the Bragg diffraction, essen-
tially enabling imaging with longer pulses.16 A similar idea has been
investigated for SPI by simulating damage noise as a consequence of
ionization and spatially uncorrelated ion diffusion.17 The study found
a gating effect due to damage analogous to the crystalline case but rec-
ognized the limitations in omitting the influence of the Coulomb
explosion. Here, we aimed to complement this by applying an equiva-
lent methodology to simulations of an exploding molecule. Building
on our recent study of the explosion dynamics of proteins exposed to
an XFEL pulse,8 we investigated how the Coulomb explosion contrib-
utes to the noise in the diffracted signal. The impact was evaluated
through comparisons to noise caused by structural variations within
the sample, i.e., sample heterogeneity, and due to deviations in scatter-
ing between pulses, the so-called shot noise.

To develop SPI toward higher resolution imaging than is achiev-
able today, it will be important to understand how the explosion
influences the speckle contrast seen in the diffraction patterns. This
has the potential to refine the orientation recovery further, thereby
reducing the number of diffraction patterns needed to generate a com-
plete 3D dataset18 The development of this theoretical framework also
allows for optimizations of structure reconstruction algorithms.

II. METHOD
A. Explosion simulations

Following our earlier work,8,19,20 we simulated the interaction
between a lysozyme protein molecule (PDB identifier 1LYS21) and an
ultrashort XFEL pulse using the molecular dynamics (MD) software
GROMACS 3.22 MD is a simulation scheme based entirely upon clas-
sical mechanics that has been shown to accurately describe such inter-
actions.23 We note that lysozyme is small compared to SPI samples in
current experiments, but it was not feasible to simulate heterogeneity
and damage in a larger sample with MD over a range of pulse parame-
ters with current computational resources. Simulating a smaller
sample is consistent with other MD damage studies of SPI.24 The force
field employed was the well-known all-atom Optimized Potentials for
Liquid Simulations (OPLS-AA),25 and bonds were modeled with Morse
potentials to enable bond-breaking. Six sets of pulse parameters were
chosen in accordance with those available at a typical XFEL biomolecular
imaging beamline, such as CXI26 at the Linac Coherent Light Source
(LCLS), SLAC National Accelerator Laboratory. Photon energies and
focal spot diameters were kept constant over the sets at 8 keV and
100nm, respectively, while intensities and pulse durations were changed.
The Gaussian temporal profile pulses were given three different FWHM
durations of 5, 25, and 50 fs, each with either 1012 or 1013 photons in
total. Each sample was placed in the center of the focal spot, over which
the photons were uniformly distributed, and therefore fully immersed in
the beam. These pulse conditions with 1012 photons per pulse are close
to what is available at current XFEL facilities. The case of 1013 photons is
one order of magnitude more intense than currently available but shows
how an advancement in XFEL intensity impacts radiation damage.

The simulations were carried out using the GROMACS function
“ionize” with stochastic ionization sequences, as described by Neutze
et al.6,27 In their work, they refer to the ionizing function as XMD. For
each set of pulse parameters, a total of N¼ 150 explosions were simu-
lated with samples in the same spatial orientation. Initial structures were
selected at random from a separate vacuum simulation at room temper-
ature, generating slight structural variations to emulate sample heteroge-
neity. By comparison, the mean root mean square deviation value based
on all atoms significantly contributing to scattering (C, N, O, and S)
between all chosen structures was measured to be 0.956 0.1 Å. The total
simulation time was 200 fs and employed 50 as time steps, with frames
specifying the atomic positions being collected every 0.5 fs. The ioniza-
tion states of all atoms were also extracted, yielding a set of “ionization
frames” complementary to the positional frames.

The ionize function in GROMACS considers three main types of
ionization processes—photoionization of core electrons, photoioniza-
tion of valence electrons, and Auger decay—and monitors these
throughout the simulation. An atom or ion is modeled to have a maxi-
mum of two core electrons, and the rest is allotted to the valence shell.
Ionization cross sections for the two shells in different atomic species
are based on experimental data at various photon energies, but the
code also allows for interpolation to unlisted energies. Secondary pro-
cesses such as electron collisions are disregarded, but while generally
not applicable to a conventional crystallographic setup with large crys-
tals, we assume this approximation to be acceptable here due to the
small sample size and shorter pulses.19

We have further employed a multidimensional nonlocal thermo-
dynamic equilibrium (nLTE) radiation transfer code to calculate the
ionization in an infinite sample containing lysozyme. This was done to
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compare the ionization in the single protein case, using GROMACS,
to a model with a more robust ionization treatment and a solid sam-
ple—where we expect the electron impact ionization to play a more
pronounced role. The nLTE model is based on a plasma description
and implemented in the code CRETIN.28 The code has been used to
describe the interaction between XFEL pulses and biological matter at
several occasions,11,12 and has proven to be able to reproduce experi-
mental results.10,29 CRETIN provides the electronic level populations,
transmission rates, absorption, heating rates, and conduction coeffi-
cients for each time step of the simulation. The simulations presented
in the present study are performed in the same way as in our earlier
work,30 but with the number of photons per pulse and the photon
energy similar to what we used in the MD simulations. We refer the
reader our earlier work, mentioned above, and references therein for
the details of the simulations.

B. Diffraction patterns

The MD-trajectories were used as a basis for the calculation of
diffraction patterns. The simulated detector had a pixel count of
256� 256 with each pixel being 33.8lm wide. The detector was
placed at a distance of 3mm from the sample, suitable for the analysis
of resolutions from �15 Å to �1.46 Å at the corner of the detector for
8 keV X-rays. Current SPI experiments are pushing toward 1nm reso-
lution, while the future goal of 3 Å resolution would enable molecular
structure determination comparable to crystallography or cryo-EM.
We have chosen a resolution range to span these target resolutions,
although we note that our maximum simulated resolution of 1.46 Å is
beyond what is reasonably expected to be achieved. This detector
geometry can easily be scaled up with a numerical factor to better
correspond to experimental conditions. For example, using a factor 10
would give a distance of 30mm from the sample to the detector, and
the detector could have 1024 � 1024 pixels of size 84.5lm, which can
be seen as 256 “effective pixels” for analysis purposes.

A diffraction pattern was calculated from each frame of the
explosion simulation, separated in time by 0.5 fs, giving a set of instan-
taneous, noiseless patterns reflecting the full time evolution of the
molecule during X-ray exposure. The code used was developed by
Martin,17 but expanded on here to allow for the inclusion of ionization
data generated by GROMACS. In the code, a diffraction pattern is
calculated as

Inðq; tf Þ ¼ r2e PðqÞdXIðtf Þ

�
XM
i¼1

Aiðq; tf Þ þ 2
XM
i¼1

Xi�1
j¼1

Bijðq; tf Þ

2
4

3
5; (1)

where q is the scattering vector, tf is the time stamp of frame f, re is the
classical electron radius, P(q) is a polarization term, dX is the solid-
angle, and M is the total number of atoms in the sample. Finally, the
index n¼ 1, 2,…, N indicate the explosion event. Note that in our pre-
vious work,17 the diffraction contribution of sulfur was ignored, but in
this work, we include all elements of the sample in the diffraction
calculations.

I(tf) is the incident X-ray intensity, and since GROMACS simu-
lates an X-ray pulse with normally distributed photons in time, it is
time dependent. To reflect this in the generation of diffraction

patterns, I(tf) is calculated separately for each time frame analyzed.
The Gaussian describing the photon pulse is defined as

GðtÞ ¼ 2Np

T

ffiffiffiffiffiffiffiffi
ln 2
p

r
e�4 ln ð2Þ

t2

T2 ; (2)

where Np is the total number of photons and T is the FWHM duration
of the pulse. As such, it is normalized to the total number of photons
in the pulse ðþ1

�1
GðtÞdt ¼ Np: (3)

The evaluated time frames are separated in time by Dt ¼ 0.5 fs, so to
determine the incoming intensity in each time step, we numerically
integrate G(t) in a discretized fashion.

The terms in square brackets of Eq. (1) are given by the atomic
scattering factors fi(q, t) and positional vector Ri of each atom i,

Aiðq; tf Þ ¼ jfiðq; tf Þj2; (4)

Bijðq; tf Þ ¼ fiðq; tf Þfjðq; tf Þ cos 2pqðRiðtf Þ � Rjðtf ÞÞ
� �

: (5)

The electron density, and by extension the form factor, of an atom is
assumed to be spherically symmetric, which therefore is written as a
function of the magnitude of the scattering vector, q ¼ jqj. In our cal-
culations, q translates to spatial resolution as 1/q. Moreover, fi(q, t)
changes with the time-dependent ionization levels, which is accounted
for here. Slater orbitals are used to calculate the ionic scattering factors
in any given frame based on the ionization events determined by
GROMACS.31

Once the full set of patterns over an explosion event had been cal-
culated, they were added to form a representation of the integrated
pattern measured in an SPI experiment,

InðqÞ ¼
X
f

Inðq; tf Þ: (6)

We refer to these as “time-integrated” patterns.

C. Analysis

The following analytical pipeline, illustrated in Fig. 1, was applied
to each of the different pulse parameter sets. Time-integrated patterns
of all N explosions were first used to calculate two aggregate 2D maps.
The expected intensity

lðqÞ ¼ 1
N

XN
n¼1

InðqÞ (7)

shows the mean accumulated signal in each detector pixel over all
explosions. This can be considered the statistically average pattern
measured in a SPI experiment of the given pulse specifications and
sample orientation. Usually, the imaging problem is formulated with
the goal of recovering a merged 3D intensity equal to the square of the
molecular scattering factor. The aim of an orientation algorithm is to
produce a merged 3D intensity as close as possible to that goal in the
presence of experimental noise. If damage is present, then the square
of the undamaged molecular scattering factor is not a realistic goal. An
orientation algorithm can at best aim to reproduce l(q).
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In SPI experiments, we expect average patterns to be used when
the scattering is sparse, as well as in the procedure of 3D assembly of
patterns for structural determination. The quality of the averaged pat-
terns will then be highly dependent on the variations between the indi-
vidual patterns measured. For this reason, we also calculate the pixel
variance between integrated patterns

r2ðqÞ ¼ 1
N

XN
n¼1

InðqÞ � lðqÞð Þ2; (8)

which gives insights into the fluctuations of measured intensities in a
given pixel for different damage scenarios.

Because the time-integrated patterns are blurred due to noise
caused by ionization and atomic displacement, the quality of the struc-
tural information within them is uncertain. To ensure the reliability of
the speckles in the average accumulated signal, we compare it to the
undamaged case by Pearson correlation. The Pearson correlation is a
widely used measure of similarity between two functions adjusting for
the mean and overall normalization. It has been shown to be a success-
ful metric for use in orientation algorithms.32 We define the undam-
aged pattern as the average first-frame diffraction pattern of all
simulations

l0ðqÞ ¼
1
N

XN
n¼1

Inðq; t0Þ; (9)

similar to the average time-integrated pattern. Both of these patterns
show a bright central speckle up to a scattering length of q� 0.5 nm�1

(corresponding to 20 Å resolution) that is not measured experimen-
tally since it overlaps with the unscattered beam. To mask the speckle
out in the correlation analysis, we dismiss all detector pixels at

q � 0:65 nm�1, which translates to real space distances of >15 Å. We
let ~q ¼fq : q > 0:65 nm�1g and calculate the pixelwise Pearson cor-
relation coefficient as

r ¼

X
~q

lð~qÞ � hlð~qÞið Þ l0ð~qÞ � hl0ð~qÞið ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
~q

lð~qÞ � hlð~qÞið Þ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

~q
l0ð~qÞ � hl0ð~qÞið Þ2

q : (10)

Here, h�i denote mean values. The possible values of r range from
–1 to 1, with 0 indicating no correlation between the patterns, and
–1 and 1 corresponding to perfect negative and positive correla-
tions, respectively. As such, for structural information to be retriev-
able and accurate in the time-integrated pattern, values closer to 1
are necessary.

The term r measures the isolated effects of damage noise, and
to some extent sample heterogeneity, on the measured diffraction
pattern. The latter is mostly suppressed due to the averaging over
a set of structural variations, so any observed deviations from
perfect correlation are the results of damage. By comparison, two
other sets of correlation coefficients were calculated at each pulse
intensity. First, we correlated the noiseless first-frame patterns
from varying starting structures to capture the effects of sample
heterogeneity. Pairs of patterns were randomly selected from the
full collection of 450 starting structures and correlated, and the
process was iterated 50,000 times. Second, an instantaneous noise-
less pattern was calculated at full intensity from one of the 450
structures, chosen at random. Shot noise was added indepen-
dently to the pattern two times by Poisson sampling of the pixels,
and the noisy patterns were correlated. Again, this was repeated
50 000 times. These datasets capture the effects of sample hetero-
geneity and shot noise on the correlation coefficient, respectively,

FIG. 1. Illustration of data collection and analysis. (1) Molecular dynamics simulations predict the time evolution of a single lysozyme molecule while exposed to an XFEL
pulse. A number of N¼ 150 simulations were performed for every set of pulse parameters with heterogeneous starting structures and stochastic ionization. Note that only three
frames are shown here. (2) Diffraction patterns are calculated from the individual frames of the simulations, generating a time series of instantaneous snapshots for each explo-
sion event. (3) Each series is summed incoherently to produce a time-integrated pattern akin to the measured diffraction pattern from a single pulse in a SPI experiment. (4)
Mean pixel intensities over all explosions within the same pulse parameter set are calculated for the first frame patterns and time-integrated patterns. The former holds the
undamaged structural information—slightly blurred due to sample heterogeneity—while the latter is affected by damage noise. These two are compared through Pearson corre-
lation analysis to ensure the validity of the observed features, and the pixel variance of the time-integrated patterns is calculated to gauge damage-induced information loss.
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and allow us to determine the severity of damage noise in relation
to the other noise sources.

The magnitude of the scattering vector encodes for the resolution
in real space, which means that speckles correspond to higher resolu-
tion structural features the further from the detector center they
appear. Each ring of pixels at a set distance from the center therefore
contains information of a specific resolution, here referred to as a
“resolution shell.” Because the rate of degradation of the diffraction
signal likely is resolution-dependent, it is also of interest to investigate
the correlation between the first frame and time-integrated patterns at
individual resolution shells. Under the assumption that there is no
favored directionality present in the sample, we radially integrate over
each resolution shell of the maps defined above and obtain one-
variable functions of the mean intensity and variance. We let h be the
angular component of the scattering vector q ¼ (q, h) in polar coordi-
nates and define

lðqÞ ¼ 1
2p

ð2p
0

lðqÞdh (11)

and

r2ðqÞ ¼ 1
2p

ð2p
0

r2ðqÞdh: (12)

The same integration scheme is applied to the undamaged case l0(q),
allowing us to formulate the Pearson correlation coefficient as a func-
tion of q,

rðqÞ ¼

X
h

lðq; hÞ � lðqÞð Þ l0ðq; hÞ � l0ðqÞð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

h

lðq; hÞ � lðqÞð Þ2
r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

h

l0ðq; hÞ � l0ðqÞð Þ2
r : (13)

The results of the resolution-dependent correlations are analyzed
in a similar manner to their pixelwise counterparts. We also include
resolution shell correlations of patterns from heterogeneous samples
and patterns with shot noise for comparison as before. Note that in
this case we get a unique distribution of correlation values for every
resolution shell. From these, we extract the mean values and standard
deviations, providing the graphs with appropriate error bars.

Next, we define the speckle contrast as the standard deviation
within each resolution shell

rIðqÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2p

ð2p
0

l2ðqÞdh� l2ðqÞ

s
; (14)

which essentially describes the signal we are interested in for imaging
purposes. In order for structural determination to be feasible, the
speckles must display sufficiently high contrast to be distinguishable
from noise.

The noise considered here stems from two sources: shot-to-shot
fluctuations and changing diffraction conditions throughout the pulse
due to sample damage. The mean intensity function [Eq. (11)] allows
for the estimation of the former, which is a Poisson process, asffiffiffiffiffiffiffiffiffi

lðqÞ
p

. We refer to this measure as the “shot noise.” The second
source of signal masking is a direct consequence of the Coulomb
explosion that the molecule undergoes. The ionization and displace-
ment of the target atoms affect the diffraction signal such that the

pattern generated in each time step deviates from the previous one.
The behavior is captured by the variance function [Eq. (12)], so we
define the “damage noise” as the standard deviation r(q).

With these quantities in place, we examine various signal-to-
noise ratios (SNRs) to evaluate the possibilities of successfully imaging
the sample molecule under the given conditions. SNRS (shot noise)
and SNRD (damage noise) show how the two different sources of noise
affect the signal separately,

SNRSðqÞ ¼
rIðqÞffiffiffiffiffiffiffiffiffi

lðqÞ
p ; (15)

SNRDðqÞ ¼
rIðqÞ
rðqÞ : (16)

This is important since the main obstacle for imaging with longer
X-ray pulses is believed to be the additional ionization and consequent
deterioration of the structure.

A complete picture is obtained by comparing the calculated
signal to both noise contributions simultaneously. The signal to total
noise ratio, SNRtot, indicates the levels of signal we ultimately can
expect to measure through the noise and can be written as

SNRtotðqÞ ¼
rIðqÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lðqÞ þ r2ðqÞ
p : (17)

In previous studies, it has been reported that both single mole-
cules and crystalline samples may exhibit a so-called self-gating
effect.16,17 The diffraction signal is predicted to terminate during the
pulse due to damage, shortening the effective pulse duration and thus
enabling imaging with longer X-ray pulses. To evaluate if such an
effect also is observed when modeling the Coulomb explosion, we look
into the evolution of SNRtot throughout the exposure. By partially inte-
grating the series of instantaneous diffraction patterns in time and
applying the described analysis pipeline, we get SNR-values accumu-
lated up to different time steps. In the case of self-gating, we would
expect a saturation point to be reached after which SNRtot remains
constant. In addition to the patterns analyzed so far, where the com-
bined effects of sample ionization and atomic displacement are
included, each time step was complemented with two analogous calcu-
lations of diffraction patterns. One of them considered ionization as
the only contribution to damage by fixing the initial atomic positions
in space and applying the ionization data as before. Conversely, the
other calculation scheme allowed the atoms to move as predicted by
GROMACS but disregarded their state of ionization to isolate the
effects of atomic displacement. In other words, we performed the
same analysis as before (with partial integration of the patterns) but
calculated the diffraction patterns from each frame as if all the atoms
were in the ground state rather than ionized. The inclusion of these
extra datasets lets us not only investigate the existence of a gating effect
but also how it is influenced by the two processes.

III. RESULTS AND DISCUSSION

The pixelwise correlation analysis shows good to excellent posi-
tive conformity (correlations values > 0.6) between the average first
frame and time-integrated patterns for all parameter sets, as indicated
in Fig. 2. Keeping the limited number of data points in mind, correla-
tion values seem to decrease with longer pulse durations and the
decrease happens more rapidly at higher pulse intensities. This is to be
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expected as longer exposure times allow for sample damage to mani-
fest to a greater extent, while higher intensities will promote the onset
of damage processes more efficiently. Both a larger number of time
frames and a more rapid modification of the sample force greater
variations between diffraction patterns. The average time-integrated
pattern will therefore deviate more from the mean first frame pattern
than their low intensity, short duration counterparts. However, all
values stay well above the comparative threshold values from sample
heterogeneity and shot noise, which indicates that the speckles corre-
spond well to the initial structure and its specific orientation.

Investigating the signal correlation over the resolution shells gives
a more detailed picture of the fidelity of the recorded patterns. Figure 3
shows that the r-value given by Eq. (13) is consistently high for the
lower pulse intensity, not dropping below the threshold values regard-
less of pulse duration. For the higher intensity, while less consistent,
the correlation to the undamaged pattern remains strong—in particu-
lar for the shortest pulse. It is therefore reasonable to assume that
speckles displayed in the time-integrated patterns correspond well to
those generated by the desired structure, even at high resolutions.
Moreover, both sample heterogeneity and shot noise seem to blur the
wanted speckle features to a far greater extent than damage processes.

It is worth mentioning that since each resolution shell consists of
a subset of all detector pixels, the degrees of freedom in the correlation
analysis of the individual shells will be lower than that when consider-
ing the full detector. This decrease affects the statistical significance of
the correlation coefficient negatively, especially near the detector cen-
ter and edges—i.e., at the limits of low and high resolutions. However,
while the effect is particularly impactful at high-resolution scattering,
where both pixel and photon counts are low, p-values remain <0.05
up to a resolution of 1.5 Å for all pulse conditions.

With the reliability of the integrated signal established, it becomes
relevant to assess the signal strength and noise levels in the integrated
diffraction patterns. Figure 4 shows the shot noise

ffiffiffiffiffiffiffiffiffi
lðqÞ

p
and damage

noise r(q) calculated from the time-integrated patterns [see Eqs. (11)
and (12)]. The plots indicate that shot noise dominates damage noise
by a factor of at least 10 for resolutions outside of the central speckle
cutoff at 15 Å. This is in accordance with a previous study where the
effects of the Coulomb explosion were excluded, and a hydrodynamic
model was used to estimate damage noise.17 The relative low impact
of damage is potentially advantageous for imaging; averaging the num-
ber of measurements needed to sufficiently suppress shot noise would
simultaneously counteract the noise from damage.

Damage noise contributions are related to both pulse duration
and intensity. Contrary to what one might expect, a shorter pulse
seems to generate more noise due to damage. This is an effect of the
higher ionization rate, making the Coulomb explosion less reproduc-
ible. The same holds true for the higher intensity pulse, where more
photons promote additional sample damage. A similar dependency on
intensity is observed for shot noise; shot-to-shot fluctuations are sim-
ply greater when the number of scattered photons is higher. However,
while damage effects cause a lowering in the scattering cross section
during X-ray exposure, the subsequent decrease in shot noise during
longer pulses is not as substantial as a 10-fold decrease in the total
number of incoming photons. Of the pulse parameters studied here,
the duration therefore does not impact the expected shot noise as
much as the intensity does. Nonetheless, both sources of noise are
minimized with the longest pulse and lower photon flux.

The signal shows similar behavior. Changing the pulse parame-
ters from 5 fs and 1013 photons to 50 fs and 1012 photons leads to an
average 10-fold reduction in speckle contrast over all resolution shells.

FIG. 2. Pixelwise Pearson correlation.
The vertical lines highlight the values
obtained when correlating the diffraction
pattern subject to damage (mean time-
integrated) to the undamaged counterpart
(mean first-frame) at various pulse condi-
tions. This indicates that high intensities
and long pulses lead to greater losses in
structural information of the recorded dif-
fraction pattern due to damage. However,
even at the most unfavorable parameters
investigated, the similarity to the undam-
aged case is still high and remains above
the corresponding values when correlating
patterns from heterogeneous samples
(orange bars) or patterns affected by shot-
to-shot fluctuations (gray bars). The corre-
lation values all have a statistical signifi-
cance with p-values �0 for all pulse
parameters due to the large number of
detector pixels.
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As can be seen in Fig. 5, despite vaster noise contributions, the SNR is
maximized with the shortest pulses since the speckle contrast is
enhanced to an even greater extent—especially when the intensity is
high. However, while a greater photon flux is preferred when the dura-
tion is short, decreasing the number of photons when the exposure
time is longer actually improves the quality of the measured diffraction
pattern. A lower photon count is beneficial for both 25 and 50 fs pulses
compared to their higher-intensity counterparts. Apparently, there is a

trade-off between the two parameters, and we conclude that both pulse
duration and intensity need to be taken into account concurrently in
order to optimize the signal-to-noise ratio. This has important practi-
cal consequences since several XFELs currently in operation offer the
ability to generate shorter pulses at the expense of pulse intensity.

The signal is significantly weaker at higher resolution, causing the
signal-to-noise ratio to drop as we go toward higher scattering angles,
despite noise contributions being fairly constant. SNRtot decreases by

FIG. 3. Resolution-dependent Pearson
correlation. Plots show the calculated
Pearson correlation coefficient as a func-
tion of q for different pulse conditions. For
comparison, the corresponding mean val-
ues when correlating undamaged, noise-
less diffraction patterns of heterogeneous
lysozyme, as well as a single-structure
pattern subjected to shot noise, are shown
as gray lines. The shaded orange (sample
heterogeneity) and gray (shot noise) areas
indicate one standard deviation of the
spread above and below their respective
mean. The dashed line marks the central
speckle cutoff to the left of which data
points are not applicable to an experimen-
tal setting. The correlation of the time-
integrated pattern to the undamaged one
remains high throughout all resolution
shells, in particular for the lower intensity
pulses. With a 1012 photon pulse, damage
effects bring about a smaller drop in corre-
lation than both sample heterogeneity and
shot noise over the entire relevant resolu-
tion span. At medium to high resolutions,
this also holds true for higher intensity.

FIG. 4. Noise intensities at pulse termina-
tion. The shot noise

ffiffiffiffiffiffiffiffiffi
lðqÞ

p
is clearly the

dominant source of signal blurring with
intensities at least one order of magnitude
higher than damage noise r(q) in resolu-
tion shells outside of the central speckle.
The two noise sources also display dis-
similar responses to changes in X-ray
pulse conditions, with damage noise being
considerably more sensitive to pulse
duration.
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more than one order of magnitude between the central speckle (15 Å)
and the detector corner (1.5 Å) for all pulses (see Fig. 5). Noise is
reduced by the square root of the number of patterns used, so an n-
fold improvement in SNR requires a factor of n2 more patterns. At 5 Å
resolution, for instance, this means that averaging 16 patterns recorded
with 50 fs, 1012 photon-pulses would make up for the 4-fold signal-to-
noise difference compared to when 5 fs pulses of the same intensity
are used.

Equation (1) shows how the diffracted intensity accumulates as a
function of pulse time tf, and by truncating this sum at different time
points during the pulse, we can study how derived quantities such as
SNR levels behave as a function of pulse time. Looking at the time evo-
lution at scattering angles corresponding to 5 Å resolution, we see that
SNR levels accumulate throughout the exposure to reach a point of
saturation as shown in Fig. 6 (black lines). The Coulomb explosion
causes the accretion of the signal, as well as diffuse scattering contrib-
uting to noise, to diminish throughout the pulse duration. Eventually,
diffraction is terminated entirely. In some cases, particularly for the
longer pulses, the saturation is reached around or even before the bulk
of the photons arrive at t¼ 0. Because of the damage onset, trailing
photons does not seem to contribute significantly to the diffraction
pattern and suggests that a front-loaded pulse is preferred for imaging
purposes. A previous study where a nonlocal thermodynamic equilib-
rium (nLTE) model was used to simulate the diffraction signal from
protein nanocrystals came to a similar conclusion.33

The gating effect is seen when considering both ionization and
atomic motion independently. When atoms are kept fixed in space but
allowed to become ionized (purple, dashed lines in Fig. 6), the signal-
to-noise accumulation follows a similar trend regardless of pulse dura-
tion. Values at pulse termination also show little variation for a given
intensity. This is not all that surprising considering that the driver
behind the gating effect in this case is the lowered scattering cross
section due to electron depletion. Even with different exposure times,
a constant number of photons applied to an immobile sample will

generate a similar number of ionization events. The rate of scattering
will vary, but the end states will be comparable. Lysozyme consists of
1960 atoms with composition C613H959N193O185S10, and our simula-
tions predict the average ionization by the end of the pulse to be 1.00
and 1.45 per atom for the 5 fs and 50 fs pulses with 1012 photons,
respectively. The difference mainly stems from Auger decay yet to
happen and the increased X-ray transparency of photoionized atoms
in the short-pulse case, but it does not seem to affect the SNR notably.
Pulse intensity, on the other hand, has a considerable impact on
expected signal-to-noise. Increasing the number of photons by one
order of magnitude enhances the SNR accumulation approximately by
a factor of 2 for all pulse durations. It seems obvious since the atomic
positions are unchanged—additional photons will contribute to the
signal, regardless of when they arrive, as long as there are electrons left
to instigate scattering. As such, if ionization was the lone damaging
process in SPI, pulse duration would be next to meaningless, while
boosting the photon number would be beneficial up to the point where
the sample is completely devoid of electrons.

Unfortunately, the resulting Coulomb forces provoke the ionic
movement that appears to be the main SNR damage bottleneck at
high resolutions. Displaced atoms continue to scatter, adding the
signal to the pattern from spatial positions divergent from the initial
structure, thus masking the true signal we are trying to measure. The
green, dashed lines in Fig. 6 show how the displacement alone affects
the SNR during exposure. It is clear that a shorter pulse allows for
more diffraction signal to be recorded from the initial structure before
the onset of the Coulomb explosion and therefore gives a higher sig-
nal-to-noise ratio. However, once movement has started to manifest
the previously mentioned masking adds to the noise and a subsequent
drop in SNR is observed. At the saturation point, the signal is no lon-
ger being washed out and SNR remains constant for the rest of the
measurement. As noted earlier, the data from the longest pulses show
that the saturation point is reached around t¼ 0 when half of the pho-
tons still remain, suggesting that the saturation is not an effect of the

FIG. 5. Signal-to-total-noise ratio at pulse
termination. Both the pulse duration and
intensity affect the resulting SNRtot, and a
trade-off between both parameters to opti-
mize the ratio can clearly be seen. The
values were calculated using Eq. (17).
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pulse reaching its termination. Instead, the gating must be a conse-
quence of the damage processes, which potentially could provide an
approach to SPI with longer pulses.

Our physical description of ionization dynamics has two major
weaknesses, which at first may appear to make our results applicable
only to the rather small proteins we have simulated. The first approxi-
mation is that we assume that the ejected free electrons do not cause
any secondary electron impact ionization. Simulation studies have
shown that in a neutral organic solid, a single 8 keV photoelectron can
cause up to 400 secondary ionization events, and the Auger electrons
cause cascades of tenths of electrons.34 However, for small systems like
the ones studied here, most of these secondary ionizations will not
occur since the electron mean free path is longer or on the same order
as the size of the sample. The diameter of lysozyme is less than 10nm.
The radius of gyration of an electron cloud created from an 8 keV elec-
tron in an organic solid is on the order of 100nm, and for a 250 eV
carbon Auger electron, it is on the order of 10 nm.19 To relate our sim-
ulations to proteins larger than lysozyme, we compared the ionization
in our system to those of an infinite lysozyme crystal. To do so we
used an nLTE code, CRETIN.28 The average ionization at the end of
each pulse from the nLTE simulations and our MD simulations is pre-
sented in Table I. In the 1013 photon case, the difference in the final
average ionization between the MD simulations and the nLTE simula-
tions is small. This is due to the fact that the direct photoionization is
the dominating ionization pathway. This agreement indicates that our
MD simulation accurately describes the ionization at these pulse inten-
sities and that a larger molecule would follow a similar ionization rate.
For the lower intensity, 1012 photons per pulse, we cannot draw the
same conclusion, and the results we show are limited to samples of the
size of lysozyme or smaller. The fact that the ionization is similar in

the two models at high intensities is due to the fact that the ionization
is governed predominately by the photo-ionization and the Auger
decay. These two ionization channels are described similarly in the
two models. At these high ionization states, effective electron impact
ionization cross sections are different from those in a neutral sample,
and this ionization channel only plays a minor role.

Additionally, disregarding the treatment of free electrons inevita-
bly leads to another indirect approximation in the diffraction calcula-
tions. Liberated electrons would contribute to Compton scattering,
which is not accounted for here. However, we argue that this contribu-
tion would be comparably small. The free electrons that do remain
within the sample would be highly energetic, and hence, we would
expect them to be uniformly distributed. As a consequence, the result-
ing scattering would be at small angles and coincide with the central
speckle. It is therefore unlikely that they would cause significant noise.

The second major approximation that is embedded in our model
is the fact that we do not include any screening of the ions due to free
electrons. Screening would be significant in a larger sample and would

TABLE I. Average ionization of all atoms in lysozyme at the end of the X-ray pulse.
Values from simulations of a single molecule using MD and a protein crystal using
nLTE.

1012 photons 1013 photons

5 fs 25 fs 50 fs 5 fs 25 fs 50 fs

MD 1.3 1.4 1.5 2.8 3.2 3.3
nLTE 3.3 3.4 3.5 3.5 3.5 3.5

FIG. 6. Signal-to-noise accumulation
throughout the pulses at 5 Å resolution.
The graphs show the time-evolution of
SNRtot when the sample is subjected to
ionization (purple), atomic displacement
(green), or both (black). The time-
dependence is generated by truncating
the temporal sum in Eq. (1). A gating
effect due to sample damage is observed
in all cases, indicating that longer pulses
still may be feasible for imaging. The sim-
ulated pulses have Gaussian temporal
profiles with means at t¼ 0 and FWHM
durations as indicated in the top left of
each pane.
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slow down the Coulomb explosion. Excluding screening means that
we have a faster and more violent explosion in our simulations, which
we expect would cause high noise in the diffracted signal. In other
words, our model presents a worst-case scenario. Still, our SNR analy-
sis shows that the sample inhomogeneity impairs SNR-levels to a
greater extent than the explosion does.

It has recently been shown that the random orientation and the
low photon signal per shot can be tackled with de novo correlation
approaches and that a low number of coherently scattered photons are
sufficient.35 Recent studies discuss ways to experimentally preorient a
protein before the X-ray exposure,36 or orient the sample postexpo-
sure.8 The present study does not address the problem with finding
the orientation of the sample as it is hit by the XFEL pulse but investi-
gates the impact of damage on the diffraction patterns from aligned
molecules. This has bearing on the feasibility of the orientation prob-
lem. In a sense, we are a taking a step toward a unified treatment of
damage and the orientation problem.

IV. CONCLUSIONS

There is little doubt that shorter X-ray pulses are superior to lon-
ger pulses for X-ray imaging of single biomolecules, especially if the
intensity is high. However, it remains a profound challenge to experi-
mentally generate sub-10 fs pulses with 1012 or more photons at the
X-ray energies needed to achieve high resolution. While further devel-
opments toward these optimized pulses definitely are worth pursuing,
the question remains if they really are necessary to achieve atomic
resolution imaging.

By simulating the Coulomb explosion using molecular dynamics,
we showed that the recorded diffraction patterns contain speckle infor-
mation consistent with the initial structure. In fact, speckles from
lysozyme seem more sensitive to natural structural variations than to
the radiation damage induced from pulses up to 50 fs. Shot-to-shot
differences due to damage are also significantly smaller than those
caused by shot noise. These are all findings suggesting that damage
may not be as detrimental as previously thought. Instead, focus should
be put on reducing the structural variations of the sample between
independent exposures. This can be achieved by incorporating techni-
ques that are standard within mass spectrometry, such as sorting the
sample based on conformation, mass, and charge.37 Furthermore,
simulations have indicated that the structural stability of a protein in
the gas phase can be enhanced by keeping some residual water on the
sample,38,39 but there might be a need to find new ways to reduce the
sample inhomogeneity.

Our data show that shot noise dominates damage noise over
the full resolution span. The drastic loss in the signal-to-noise ratio
induced by the former far exceeds the impact due to damage and
should be of primary concern. This is the case for all pulse parameters
studied, but the total effects on the SNR vary between them. As men-
tioned above, a short (5 fs) and intense (1013 photons) pulse optimizes
the measured diffraction patterns. Yet interestingly, when employing
longer pulses, a simultaneous decrease in intensity is also beneficial.

Finally, we found that both the ionization and atomic displace-
ment components of the Coulomb explosion contribute to a gating
effect of the diffraction. The damage processes onset by early photons
lower the scattering cross sections, due to the loss of bound electrons
around the atoms, and increase diffuse scattering, due to the displace-
ment of atoms during exposure. This results in a saturation of the

SNR and can be viewed equivalently to as if the sample where to expe-
rience a briefer pulse. This gives hope to the use of longer pulses in
SPI, especially if the temporal profile of the pulse could be shaped to
maximize the number of early arriving photons.
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