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ABSTRACT 

The major driver for broadband wireless communications has been reliable, high-data 

rate services. In wireless communication, the multipath fading constitutes a bottleneck 

for increasing data rates and causes performance degradation. To combat fading, we can 

use diversity. Wireless systems with multiple antennas at the transmitter and receiver 

have much larger capacity in fading channels than standard wireless systems. 

The objective of this thesis is to investigate the transmission scheme provided by 

matrix A and B in the 802.16 standard and show how it can be implemented. 

The research focuses on using maximal-ratio combining (MRC) to demodulate 

the transmitted symbols. Modifications to the existing matrix by using more frequency 

bands were introduced; this reduces the number of transmitting antennas and uses fewer 

time slots to transmit the same number of symbols. The modulator and demodulator 

design is also discussed. The performance of orthogonal and non-orthogonal space time 

codes (STC) are evaluated. 
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EXECUTIVE SUMMARY 

Wireless systems with multiple antennas at the transmitter and receiver have a much 

larger capacity to combat fading channels than standard wireless systems. 

 These systems use diversity techniques to improve the reliability of transmission 

and reduce the effect of multipath fading without increasing the transmitted power or 

increasing the bandwidth. Unlike time and frequency diversity, space diversity does not 

require more bandwidth. This property makes space diversity very popular for high data 

rate wireless communications. This research examines the maximal-ratio combining 

(MRC) method. This method maximizes the signal-to-noise ratio (SNR) since the 

maximum output SNR is equal to the sum of the instantaneous SNRs of the individual 

signals. 

 Two matrices, matrix A and B in the 802.16 standard, are evaluated in this 

research. Matrix A refers to the Space time block coding (STBC) technique and multiple 

input multiple-output (MIMO), whereas matrix B refers to the spatial multiplexing 

(SMX) technique. In matrix A, four symbols are transmitted using four antennas in four 

time slots. It has a code rate of one. On the other hand, matrix B transmits eight symbols 

using four antennas in four time slots. Matrix B has a code rate of two. The designs of the 

modulator and demodulator for both matrices are discussed, and the performances are 

evaluated. 

 Matrix A is quasi-orthogonal, and matrix B is non-orthogonal. The closed form 

solution to evaluate the performance of matrix A was used in this study, and MATLAB 

was used to evaluate the performance of matrix B. Maximum likelihood (ML) decoding 

was employed to perform the simulations. The simulation results show that there is a 4 

dB drop in performance for quadrature phase-shift keying (QPSK) and 16-quadrature 

amplitude modulation (16QAM) when they are compared to the closed form solution. In 

addition, the comparison of using a single receiving antenna and two receiving antennas 

was performed, and the results show that there is a 11 dB drop in performance when one 

receiving antenna is used.  



 xiv

 This research also examined the twelve variations of matrix B and evaluated their 

individual performances. Since matrix B sends out four symbols for the first two time 

slots and the next four symbols in the next two time slots, we can separate the matrix into 

two matrices. Thus, the simulation in MATLAB is a program based on the first two time 

slots and this saves time in the simulation process. The performances for four out of the 

twelve matrices were found to be worse than the other eight matrices. Therefore, we must 

avoid using these four matrices in the transmission process. 

 

Figure 1. Simulation results for H1-1, H1-2, H1-3, H1-4 and QPSK closed form solution. 

 From Figure 1, the results for H1-4, which is the fourth variation of matrix B, has a 

poorer performance than the rest of the three matrices by 5 dB. 

 Finally, we can increase the code rate and have better performance in terms of bit 

error rate (BER) by introducing more frequency bands to the STBC, matrix B. This can 

be proven mathematically using MRC. For example, by introducing four frequency bands 

to matrix B, eight symbols are sent using two time slots, and the code rate is increased 

from two to four.  
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I. INTRODUCTION 

A. OVERVIEW 

The major driver for broadband wireless communications has been reliable, high-

data-rate services. The scarcity of bandwidth resources motivates researchers to develop 

highly efficient modulation schemes and more efficient coding that utilize less bandwidth 

and, at the same, time provide better quality. 

In wireless communication, multipath fading constitutes a bottleneck for 

increasing data rates and causes performance degradation. Combating this fading requires 

the use of diversity. 

Spatial multiplexing (SMX) using space-time coding (STC) is effective for 

combating fading and enhancing data rates. It relies on simultaneous coding across space 

and time to gain diversity without using too much bandwidth. Transmit diversity has been 

studied extensively as a method to combat impairments in wireless fading channels [1]. 

The main advantage of using transmit diversity is that it is relative simple to implement 

and is feasible to install multiple antennas at the base station (BS). 

One attractive approach of space–time code design is to construct space-time 

block codes (STBCs) from orthogonal designs as proposed by Alamouti [2]. These codes 

achieve full diversity and have fast maximum-likelihood (ML) decoding at the receiver 

The use of maximal-ratio combining (MRC) as a combining method is popular as 

it maximizes the signal-to-noise ratio (SNR) since the maximum output SNR is equal to 

the sum of the instantaneous SNRs of the individual signals [3]. 

B. THESIS OBJECTIVE 

The target of this research is to implement and evaluate the performance of 

WiMAX (Worldwide Interoperability for Microwave Access) orthogonal space time code 

(STC) for orthogonal frequency-division multiple access (OFDMA). The key objective is 

to study the transmission scheme, matrix A and B in the 802.16 standard, and try to 

improve the performances by modifying these matrices. The performances of the STCs  
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were evaluated, and their modulator and demodulator designs were discussed. 

Simulations were developed in MATLAB and used for comparison for the respective 

modification of the matrices.  

C. THESIS SYNOPSIS 

The structure of this thesis comprises an Introduction (Chapter I), Background 

(Chapter II), Implementation and Performance Evaluation of WiMAX orthogonal STC 

for OFDMA, an Implementation and Performance Evaluation of WiMAX non-orthogonal 

STC for OFDMA and a Conclusion. The evaluation of matrix A from the 802.16 standard 

and its variations are provided in Chapter III. In Chapter IV, matrix B was evaluated and 

the performance of its variations are presented. Simulations were developed in 

MATLAB. The performance of using one and two receive antennas for decoding was 

compared in this chapter as well. Finally, the conclusion of this thesis report can be found 

in Chapter V.  
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II. BACKGROUND 

The basic principles and background knowledge of diversity [3], the diversity 

combining method [3], SMX and space-time block coding (STBC) are presented in this 

chapter. 

A. DIVERSITY 

Wireless mobile communications use diversity techniques to improve the 

reliability of transmission and reduce the effect of multipath fading without increasing the 

transmitted power or increasing the bandwidth. For example, a time diversity technique 

requires the transmission of same symbols numerous times. Each transmission carries the 

same information but has a small correlation in fading statistics.  

The principle behind diversity is that when two or more independent samples of a 

signal are received, the samples may fade in an uncorrelated manner. Some samples are 

more attenuated, while others are less faded. Therefore, the probability of all samples 

falling below a given level is much lower than the probability of any individual sample 

falling below that level. As such, with proper combinations of the various samples, one 

can greatly reduce the severity of fading and improve the communication link. 

Wireless communication systems use and combine a number of diversity methods 

to achieve the desired performance. Diversity techniques can be classified into time, 

frequency and space diversity. 

1. Time Diversity 

One can employ time diversity by transmitting the same symbol in multiple time 

slots at different times so the receiver will receive uncorrelated fading signals. The 

required time separation is at least the coherence time of the channel, or the reciprocal of 

the fading rate 1/fd = c/υfc, where fd is the Doppler shift of the received signal, fc is the 

frequency of the carrier, υ is the vehicle speed, and c is the speed of light. 
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The coherence time is a statistical measure of the period of the time over which 

the channel fading process is correlated. One of the drawbacks of this scheme is that the 

redundancy introduced in the time domain leads to a loss in bandwidth efficiency. 

2. Frequency Diversity 

Using a number of different frequencies to transmit a message is called frequency 

diversity. For this to work, it is necessary to separate the frequencies enough to ensure 

that each carrier frequency experiences independent fading. To achieve that, the 

frequency separation must be in the order of several times the channel coherence 

bandwidth as this will guarantee that the fading statistics for the various frequencies are 

uncorrelated. The coherence bandwidth is different for different environments. Similar to 

time diversity, frequency diversity will occupy a larger bandwidth as redundancy is 

introduced in the frequency domain.  

3. Space Diversity 

Space diversity, sometimes also known as antenna diversity, uses multiple 

antennas or antenna arrays arranged together in space for transmission and reception. The 

antennas are separated physically by proper distances, so that individual signals are 

uncorrelated. The separation requirements vary with the environment, height of antenna 

and frequency. In space diversity, the repeated copies of the transmitted signals are 

usually given to the receiver in the space domain. Unlike time and frequency diversity, 

space diversity does not require more bandwidth. This property makes space diversity 

very popular for high data rate wireless communications. 

The use of space diversity to implement the STC will be explored in this thesis; 

therefore, a more in-depth discussion of space diversity is necessary. 

One can classify space diversity into two categories: transmit and receive 

diversity. For transmit diversity, multiple antennas are installed at the transmitter station. 

The transmitter processes and combines the messages and delivers them across multiple 

antennas for transmission to one or more receiving antennas. For receive diversity, 

multiple antennas are installed at the receiver station to pick up copies of the transmit 
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signals. The replicas of the transmitted signals are properly combined to minimize fading 

due to multipath with the hope to improve the signal-to-noise ratio (SNR).  

Space diversity using different transmit antennas alone cannot provide separate 

copies of the symbol at the receiver since the receive antenna receives the sum of these 

channel-tap weighted copies but does not have the capability to separate them for 

combining. In general, two or more diversity schemes are usually necessary to provide 

multidimensional diversity to meet system performance specifications. A combination of 

two diversity techniques should provide the receiver sufficient statistics to separate 

copies of a transmitted symbol for combining. This is dictated by maximal-ratio 

combining (MRC). As for the receiving end, one can assume that the transmit antennas 

have sufficient inter-element spacing to ensure that all paths from the transmitter to the 

receiver are uncorrelated. 

B. DIVERSITY COMBINING METHODS 

The key feature of all diversity techniques is the low probability of deep fades 

occurring simultaneously in the various diversity subchannels. The performance of the 

communication link depends largely on how the repeated signals are combined, which 

results in an increase to the SNR of the communication system. The type of combining 

methods implemented at the receiver can, therefore, classify diversity schemes. 

According to the implementation complexity and the level of channel state information 

required by the combining method at the receiver, we find that there are four main types 

of combining methods. They are selection combining, switched combining, maximal-

ratio combining (MRC), and equal gain combining. 

1. Selection Combining 

Consider a receive diversity system with nR receive antennas. The block diagram 

[3] of the selection combining scheme is illustrated in Figure 1. In this system, the signal 

with the largest instantaneous SNR at every symbol interval is selected as the output; the 

output SNR is equal to that of the best incoming signal. In practice, the signal with the  
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highest sum of the signal and noise power is usually the one selected, as it is difficult to 

measure the signal and noise power. This method is not recommended when the noise 

power is high. 

 

 

 

 

 

 

 

 

 

 

Figure 1.   Selection combining method. 

2. Switched Combining 

In switched combining, the receiver scans all the diversity branches and selects 

the particular branch with the SNR above a specified threshold. The receiver then selects 

this signal as the output. When the SNR drops below the threshold, the receiver starts 

scanning again and switches to another branch with the SNR above the threshold. This 

scheme is also called scanning diversity [3] (shown in Figure 2). 

Switched diversity is inferior to selection combining since it does not continually 

pick up the best instantaneous signal. However, it is simpler to design because it does not 

require continuous and simultaneous monitoring of all the diversity branches. 

Both switched and selection diversity schemes obtain their output signals from 

only one of the diversity branches and do not require any prior knowledge of channel 

state information. 
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…
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Figure 2.   Switched combining method. 

3. Maximal-Ratio Combining (MRC) 

Maximal-ratio combining is a linear combining method. The received signals are 

individually weighted and added together coherently to obtain a decision statistic. There 

are several ways to choose the weighting factors. The decision statistic is a linear 

combination of a weighted replica of all the received signals. The block diagram [3] for 

maximal-ratio combining diversity is illustrated in Figure 3. In MRC, the weighting 

factor of each receive antenna is chosen to be in proportion to its own SNR. In this 

scheme, each individual signal must be co-phased, weighted with its corresponding 

amplitude, and then summed. This scheme requires knowledge of signal phases and 

channel fading amplitude. This method is also known as optimum combining, since it 

maximizes the SNR. The maximum output SNR is equal to the sum of the instantaneous 

SNRs of the individual signals. 
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Figure 3.   Maximal-ratio combining method. 

4. Equal Gain Combining 

Equal gain combining is another linear combining method but is suboptimal. It 

does not require the estimation of the fading amplitude for each branch. The receiver 

simply sets the amplitudes of the weighting factors to be unity. 

C. SPACE-TIME BLOCK CODING (STBC) 

Space–time block coding is a technique used in wireless communications to 

transmit multiple copies of a symbol across a number of antennas and combine various 

received versions of the symbol to improve the reliability of the communications link. 

Scattering, reflection, refraction and thermal noise normally affect the transmitted signal. 
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Some of the received copies of the symbol will be 'better' than others. This redundancy 

allows for the use of multiple copies to compensate for fading and helps to correctly 

decode the received signal. One can use STC to combine all copies of the same symbol in 

an optimal way to get as much information as possible from each of them. 

1. Use of Space Time Coding (STC) 

Using an example from [4], we have a space-time block code that allows the 

transmission of m symbol copies in each word of Ls symbols; hence, the code rate is m/Ls. 

The diversity order of the space-time code is MT, the number of transmit antennas. To 

separate the symbol copies for combining, it is necessary that the columns of the code 

matrix G be (complex) orthogonal since the transmitter sends all Lt code words 

concurrently over Ls symbol times. One can assume that the channel remains constant for 

m symbol times, and there is perfect channel estimation. Given the transmitted space-time 

block code matrix G, the sufficient statistics for maximal-ratio combining is dictated to 

obtain a matrix H from the vector: 

 2*
m

Gh Hs

H H h I

→

=
 (1) 

where 
T

1 2 ...
tLh h h h⎡ ⎤= ⎣ ⎦ is the channel tap vector representing Lt paths, 

[ ]T
1 2 ... ms s s s= is the symbol vector representing m transmitted symbols, and H is 

the channel tap matrix. The columns of H must be orthogonal to be able to detect s and to 

decompose s into m separate complex variables. This implies that the columns of G must 

also be orthogonal such that 
2

2*
LG G s I= . The matrix H is known by the receiver via 

channel estimation and the known structure of G. 

D. ORTHOGONALITY OF THE CODE MATRIX 

 Some STBCs used for WiMAX are orthogonal. This means that the STBC is 

designed such that the vectors representing any pair of columns taken from the coding 

matrix are orthogonal. This enables the design of a simple and optimal decoder at the  
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receiver. Most importantly, all but one of the codes that satisfy this criterion must 

sacrifice some proportion of their data rate (the Alamouti code [2] is the only STBC of 

unity rate for complex symbols). 

 In addition, there exist quasi-orthogonal STBCs that achieve higher data rates at 

the cost of intersymbol interference (ISI). Thus, their bit error rate (BER) performance is 

lower bounded by the Alamouti unity code that provides ISI free transmissions due to 

orthogonality. 

1. Quasi-Orthogonal STBCs 

The following code is an example of a quasi-orthogonal code: 

 

1 2 3 4
* * * *
2 1 4 3

4,1 * * * *
3 4 1 2

4 3 2 1

.

c c c c
c c c c

c
c c c c

c c c c

⎡ ⎤
⎢ ⎥− −⎢ ⎥=
⎢ ⎥− −
⎢ ⎥− −⎣ ⎦

 (2) 

 
 The code exhibits partial orthogonality, as illustrated in (2). The orthogonality 

criterion only holds for columns (1 and 2), (1 and 3), (2 and 4), and (3 and 4).  For 

example, the first two rows of column one and column two will give us a two by two 

matrix. Let us define the two by two matrix as matrix p. Matrix p must have the property 

of * *
2( ) ( )p p p p I= = , where *p represents the conjugate and transpose of vector p. The 

same property must apply for row three and row four for them to be considered as quasi-

orthogonal. All the column pairs mentioned have this property. The code is full-rate and 

requires linear processing at the receiver.  
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III. IMPLEMENTATION AND PERFORMANCE EVALUATION 
OF WIMAX ORTHOGONAL STC FOR OFDMA 

First, one should look at matrix A defined in the 802.16 standard [5] to evaluate 

the STC and its variations. One can assume there are multiple antennas on the base 

station (BS) side and one reception antenna on the subscriber station (SS) side. This 

scheme requires multiple-input single-output estimation. Maximal-ratio combining 

(MRC) is used for decoding. 

A. MATRIX A IN 802.16 

1. Matrix A 

 Consider the STBC defined by matrix A and given in the 802.16 standard for 

OFDMA (shown in Appendix E): 

 

 

 

*
1 2

*
2 1

*
3 4

*
4 3

0 0
0 0

0 0
0 0

s s
s s

A
s s
s s

⎡ ⎤−
⎢ ⎥
⎢ ⎥=
⎢ ⎥−
⎢ ⎥
⎢ ⎥⎣ ⎦

 (3) 

 

 From the matrix shown in (3), notice that in time slot 1 (T1), symbols 
1s and 

2s  

are sent through Antenna 1 and Antenna 2, respectively. In time slot 2 (T2), symbols *
2s−  

and *
1s  are sent through Antenna 1 and Antenna 2, respectively. In time slot 3 (T3), 

symbols 
3s and 

4s  are sent through Antenna 3 and Antenna 4, respectively, and symbols 

*
4s−  and *

3s  are sent through Antenna 3 and Antenna 4 in time slot 4 (T4), respectively. 

This matrix uses four time slots and four antennas to transmit four symbols. Matrix A has 

a diversity of two since it transmits the same symbol twice by using two antennas. For 

example, symbol 
1s  is transmitted by Antenna 1 at time slot 1 (T1) and Antenna 2 at time 

slot 2 (T2). Matrix A also has a code rate of one since it transmits four symbols in four 

T4 T3 T2 T1 

Antenna 1 

Antenna 2 

Antenna 3 

Antenna 4.
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time slots. The notation *s  represents the conjugate and transpose of vector s. The 

transmission process at different time slots is illustrated in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.   Transmission process for matrix A. 

 We use MRC to decode matrix A. The first step is to prove if matrix TA  is 

orthogonal. Matrix TA  is orthogonal only if T * T ' T
4( )A A A A I= =  where TA represents 

the transpose of matrix A, 'A represents the conjugate of A, and T *( )A  represents the 

conjugate transpose of TA , which is the same as 'A : 
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*
1 2
*

T * ' 2 1
*
3 4
*
4 3

0 0
0 0

( ) .
0 0
0 0

s s
s s

A A
s s
s s

⎡ ⎤−
⎢ ⎥
⎢ ⎥= =
⎢ ⎥−
⎢ ⎥
⎢ ⎥⎣ ⎦

 (4) 

 

Therefore,  

 

* *
1 1 2 2

* *
T * T ' T 1 1 2 2

* *
3 3 4 4

* *
3 3 4 4

0 0 0
0 0 0

( )
0 0 0
0 0 0

s s s s
s s s s

A A A A
s s s s

s s s s

⎡ ⎤+
⎢ ⎥+⎢ ⎥= =
⎢ ⎥+
⎢ ⎥

+⎢ ⎥⎣ ⎦

 (5) 

and  

       

* *
1 1 2 2

* *
T T * T ' 1 1 2 2

* *
3 3 4 4

* *
3 3 4 4

0 0 0
0 0 0

( )
0 0 0
0 0 0

s s s s
s s s s

A A A A
s s s s

s s s s

⎡ ⎤+
⎢ ⎥+⎢ ⎥= =
⎢ ⎥+
⎢ ⎥

+⎢ ⎥⎣ ⎦

 (6) 

  

 

2 2
1 2

2 2
1 2' T T '

2 2
3 4

2 2
3 4

0 0 0

0 0 0

0 0 0

0 0 0

s s

s s
A A A A

s s

s s

⎡ ⎤+
⎢ ⎥
⎢ ⎥+

= = ⎢ ⎥
+⎢ ⎥

⎢ ⎥
+⎢ ⎥⎣ ⎦

 (7) 

Let 2 2 2 2 2 2 ' T T '
1 2 3 4 and  and a bs s s s s s Q A A A A= + = + = = . 
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Therefore, 

 

2

2
' T T '

2

2

0 0 0

0 0 0

0 0 0

0 0 0

a

a

b

b

s

s
Q A A A A

s

s

⎡ ⎤
⎢ ⎥
⎢ ⎥

= = = ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 (8) 

 

2

2

1

2

2

1 0 0 0

10 0 0

10 0 0

10 0 0

a

a

b

b

s

s
Q

s

s

−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

 (9) 

 

 From Equations (5) and (6), we can prove that matrix A is not orthogonal, but it is 

quasi-orthogonal. 

 Next, we can derive the MRC equation to demodulate [ ]T1 2 3 4s s s s s=  

directly from the four antennas. This requires the performance of MRC on matrix A, with 

the receive matrix [Z] =[G][h] + [n], where 
T

1 2, ......
sLn n n n⎡ ⎤= ⎣ ⎦  is the Gaussian noise 

vector. The TA matrix is the G matrix for this case. Therefore, 
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1 2 1 1
* *
2 1 2 2

3 4 3 3
* *
4 3 4 4

11 1 2 2
* *

22 1 1 2

33 3 4 4
* *

44 3 3 4

0 0
0 0

0 0
0 0

s s h n
s s h n

Z
s s h n
s s h n

ns h s h
ns h s h
ns h s h
ns h s h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥ ⎢ ⎥= +
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦ ⎣ ⎦⎣ ⎦
⎡ ⎤+ ⎡ ⎤
⎢ ⎥ ⎢ ⎥− +⎢ ⎥ ⎢ ⎥= +
⎢ ⎥ ⎢ ⎥+
⎢ ⎥ ⎢ ⎥
− +⎢ ⎥ ⎣ ⎦⎣ ⎦

 (10) 

 

Next, we make use of the channel estimation to estimate the channel tap vector h. 

Consider an example from [4]. To estimate the channel tap vector h, consider the 

received vector Z Gh n= +  where G= TA . Since *G G Q= , the channel estimation can be 

carried out with a known pilot symbol vector s, and G is known to the receiver. The 

sufficient statistics provide the minimum mean-square error (MMSE) of the vector h: 

 
1 1 *ˆ

ˆ.
h Q Qh Q G n

h n

− −= +
= +

 (11) 

 The jointly complex Gaussian noise vector ( )* 1G Q n−  has the diagonal covariance 

matrix 

 

( ) ( )1 * * 1 1 ' * 1

2 1 ' 1

2 1 1

2 1

2

2

2

2

2

2
2
2

1 0 0 0

10 0 0

2 .
10 0 0

10 0 0

T T T

T

a

a

b

b

E Q A nn A Q Q AE nn A Q

Q AA Q
Q QQ
Q

s

s

s

s

σ

σ

σ

σ

− − − −

− −

− −

−

=

=

=

=

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

 (12) 



 16

 This implies that the components of this noise vector are white and have identical 

variance 2 12 Qσ − . The components of h can be estimated in the mean square error sense. 

At high SNR, ĥ can serve as the estimate of h. In practice, h may be made available from 

pilot symbols extracted from the pilot tone transmitting simultaneously with the signal.  

  
 Since 

 

 

1 1 2 21 1
* *

22 1 12 2

3 3 4 43 3
* *
4 3 3 44 4

,

s h s hZ n
s h s hZ n

Z
s h s hZ n
s h s hZ n

+⎡ ⎤⎡ ⎤ ⎡ ⎤
⎢ ⎥⎢ ⎥ ⎢ ⎥− +⎢ ⎥⎢ ⎥ ⎢ ⎥= = +
⎢ ⎥⎢ ⎥ ⎢ ⎥+
⎢ ⎥⎢ ⎥ ⎢ ⎥− +⎣ ⎦ ⎣ ⎦⎣ ⎦

 (13) 

 
the vector Z=Gh+n can be mapped into Y=Hs+N by changing the second element of 

[ ]T1 2 3 4Z Z Z Z Z= , which is * *
2 2 1 1 2 2  Z h s h s n= − + , into its complex conjugate 

* * * *
2 2 1 1 2 2  Z h s h s n= − + , and the fourth element, which is from * *

4 4 3 3 4 4 , Z h s h s n= − +  into 
its complex conjugate * * * *

4 4 3 3 4 4  Z h s h s n= − +  . Thus, 
 

 

1 1 2 21 1
* ** *

2 1 1 22 2

3 3 4 43 3
* ** *

4 3 3 44 4

1 2 1 1
* * *
2 1 2 2

3 4 3 3
* * *
4 3 4 4

0 0
0 0

[ ][ ]
0 0
0 0

s h s hZ n
s h s hZ n

Y Hs n
s h s hZ n
s h s hZ n

h h s n
h h s n

H s
h h s n
h h s n

+⎡ ⎤⎡ ⎤ ⎡ ⎤
⎢ ⎥⎢ ⎥ ⎢ ⎥− +⎢ ⎥⎢ ⎥ ⎢ ⎥= + = = +
⎢ ⎥⎢ ⎥ ⎢ ⎥+
⎢ ⎥⎢ ⎥ ⎢ ⎥− +⎣ ⎦ ⎣ ⎦⎣ ⎦

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥ ⎢ ⎥= + =
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦ ⎣ ⎦⎣ ⎦

[ ].n+

 (14) 

 
 From Equation (14), we can generate four separate equations to solve for the four 

unknown symbols, 
1 2 3, ,s s s  and 

4s . Since the noise n1, n2, n3 and n4 are independent and 

h1, h2, h3 and h4 are known from the channel estimation, we can solve for 
1 2 3, ,s s s , and 

4s . 

 The next step is to use the estimated channel taps information [ĥ1, ĥ2, ĥ3, ĥ4] via 

the channel estimation process to estimate h1, h2, h3 and h4. The receiver can then use [Ĥ] 

to perform MRC. 
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 For simplicity, assume perfect channel estimation where [ĥ1, ĥ2, ĥ3, ĥ4] →[h1, h2, 

h3, h4] and apply MRC on Y to obtain the corresponding decision statistics vector [X], 

where 

 

[ ] [ ]
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⎡ ⎤
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⎢ ⎥
⎢ ⎥−⎡ ⎤ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥= = ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥
⎢ − ⎥
⎢ ⎥
⎣ ⎦

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥−⎢ ⎥
⎢ ⎥

= +⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ − ⎥
⎢ ⎥
⎣ ⎦

−

= [ ][ ] [ ]
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1 2
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2 1
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3 34 4

* *
3 34 4
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0 0 0 0
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⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥

+⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ − ⎥ ⎢ − ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

 (15) 
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where ||ha|| and ||hb|| are defined as 

 2 2 2 2
1 2 3 4, .a bh h h h h h= + = +  (16) 

 

Next, we would like to determine if the channel is independent. Since  
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⎢ ⎥
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 (17) 

 
letting * *R H H HH= = . Now, 
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2
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2

2
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0 0 0
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⎡ ⎤
⎢ ⎥
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 (18) 

and 
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−
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⎢ ⎥
⎢ ⎥
⎢ ⎥
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⎢ ⎥
⎣ ⎦

 (19) 

 

 From (19), we see that the channel is independent. 
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The block diagrams [5] for the transmitters and receiver are shown in Figure 5 and 6, 

respectively. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.   Modulator circuit from the base station for matrix A.  

 

 

 

 

Figure 6.   Demodulator circuit at the subscriber station for matrix A.  

 There are four transmitting antennas on the BS side and one receiving antenna on 

the SS side. Two different antennas transmit two different data symbols at the same time. 

The receiver design will have a higher complexity compared to the transmitter. The 

transmitter can be less complex if the matrix can be split into two Alamouti [2] codes. 

This will be discussed in the next design. 
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 From matrix A, we can further break down the matrix into two independent 

matrices 
*

1 2
1 *

2 1

s s
G

s s
⎡ ⎤−

= ⎢ ⎥
⎣ ⎦

and 
*

3 4
2 *

4 3

s s
G

s s
⎡ ⎤−

= ⎢ ⎥
⎣ ⎦

that follow the Alamouti STBC. 

 From [2], the Alamouti STBC is specified by matrix G1 whose codewords 

*
1 2s s⎡ ⎤−⎣ ⎦  and *

2 1s s⎡ ⎤⎣ ⎦  are the rows of G1. Taking G1 as an example, we have 

 

1 2T
1 * *

2 1

Ant1 Ant 2

Symbol Time 1

Symbol Time 2
.

s s
G

s s

↑ ↑

→⎡ ⎤
= ⎢ ⎥− →⎣ ⎦

 (20) 

  
 The columns of T

1G are orthogonal and so are the rows; for example, 

2* *
1 1 1 1 2G G G G s I= =  where [ ]T1 2s s s= . The Alamouti code allows the transmission of 

two symbols over two antennas in two consecutive symbol times. The code is perfect 

STBC and requires no bandwidth expansion. The sum of the channel-tap weighted code 

words plus noise is  

 

1 2 1
1 2* *

2 1 2

1 1 2 2 1
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2 1 1 2 2

.

s s n
Z h h

s s n

h s h s n
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⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= + +⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦

+⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦
= +

 (21) 

 
 The vector Z Gh n= + can be mapped into Y Hs n= + by changing the second 
element of [ ]1 2 ,tZ Z Z=  which is * *

2 2 1 1 2 2Z h s h s n= − + , into its complex 
conjugate * * * *

2 2 1 1 2 2Z h s h s n= − + . Thus, we have 

 

1 1 1 2 2 1
* * *
2 2 1 1 2 2

1 2 1 1
* *
2 1 2 2

Z h s h s N
Y Hs n

Z h s h s N

h h s N
h h s N

+⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= + = = +⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤ ⎡ ⎤

= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 (22) 

 
where [ ] TT *

1 2 1 2N N N n n⎡ ⎤= = ⎣ ⎦ , and the corresponding channel-tap matrix H of the 
code matrix G1 is given by 
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 1 2
* *
2 1

.
h h

H
h h
⎡ ⎤

= ⎢ ⎥−⎣ ⎦
  (23) 

 
 Assume that the channel taps h1 and h2 are obtained from perfect channel 

estimation. The receiver uses the matrix H to perform MRC as follows: 
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⎣ ⎦

⎡ ⎤⎣ ⎦= +

⎡ ⎤+ ⎣ ⎦= +

= +

⎡ ⎤⎡ ⎤ ⎡ ⎤
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⎡ ⎤+⎡ ⎤
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Similarly, one can perform the same operation to demodulate 
3s and 

4s  by replacing 
1s and 

2s  with 
3s and 

4s , h1 and h2 with h3 and h4, and X1 and X2 with X3 and X4. The resulting 

matrix is 

 
[ ] [ ]

*

3

4

*
3 3 3 4 4

*
4 4 3 3 4

ˆ

ˆ

1 .

HX
X Y

X h

s h n h n
h

s h h n h n

⎡ ⎤⎡ ⎤ ⎣ ⎦= =⎢ ⎥
⎣ ⎦

⎡ ⎤+⎡ ⎤
= + ⎢ ⎥⎢ ⎥ −⎣ ⎦ ⎣ ⎦

 (25) 

 
 

The block diagrams [5] for the transmitters and receiver are shown in Figure 7 and 8, 

respectively. 



 23

 

 

 

 

 

 

 

 

 

 

 

Figure 7.   Modulator circuit from the base station for the Alamouti code. 

 

 

 

 

Figure 8.   Demodulator circuit at the subscriber station for the Alamouti code. 

 There are four transmitting antennas on the BS side and one receiving antenna on 

the SS side. The only difference is that the modulator circuit can be repeated and 

reproduced. The modulator design is now simplified as the transmit diversity encoder 

only has to process two symbols instead of four. 

2. Matrix A2 (Variation of Matrix A)  

Consider the STBC defined by the matrix A2 in the 802.16 standard for OFDMA 

(shown in Appendix E): 
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*
1 2

*
3 4

2 *
2 1

*
4 3

0 0
0 0

0 0
0 0

s s
s s

A
s s

s s

⎡ ⎤−
⎢ ⎥−⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

  (26) 
 

From the matrix shown in (26), at time slot 1 (T1), symbols 
1s and 

2s  are sent 

through Antenna 1 and Antenna 3, respectively. At time slot 2 (T2), symbols *
2s−  and *

1s  

are sent through Antenna 1 and Antenna 3, respectively. At time slot 3 (T3), symbols 

3s and 
4s  are sent through Antenna 2 and Antenna 4, respectively, and symbols *

4s−  and 

*
3s  are sent through Antenna 2 and Antenna 4 at time slot 4 (T4).  

We use MRC to decode matrix A2. The first step is to prove if matrix T
2A  is 

orthogonal. Matrix T
2A  is orthogonal only if T * T ' T

2 2 2 2 4( )A A A A I= =  where T
2A represents 

the transpose of matrix A2, '
2A represents the conjugate of A2, and T *

2( )A  represents the 

conjugate transpose of T
2A , which is the same as '

2A : 

 

 

*
1 2

*
T * ' 3 4
2 2 *

2 1
*
4 3

0 0
0 0

( ) .
0 0

0 0

s s
s s

A A
s s

s s

⎡ ⎤−
⎢ ⎥−⎢ ⎥= =
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 (27) 

 

 

Therefore,  

 

* *
1 1 2 2

* *
T * T ' T 3 3 4 4
2 2 2 2 * *

1 1 2 2
* *

3 3 4 4

0 0 0
0 0 0

( )
0 0 0
0 0 0

s s s s
s s s s

A A A A
s s s s

s s s s

⎡ ⎤+
⎢ ⎥+⎢ ⎥= =
⎢ ⎥+
⎢ ⎥

+⎢ ⎥⎣ ⎦

 (28) 

 

Antenna 1 

Antenna 2 

Antenna 3 

Antenna 4.
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and   

 

 

* *
1 1 2 2

* *
T T * T ' 1 1 2 2
2 2 2 2 * *

3 3 4 4
* *

3 3 4 4

0 0 0
0 0 0

( ) .
0 0 0
0 0 0

 

s s s s
s s s s

A A A A
s s s s

s s s s

⎡ ⎤+
⎢ ⎥+⎢ ⎥= =
⎢ ⎥+
⎢ ⎥

+⎢ ⎥⎣ ⎦

(29) 

We can see that Equations (28) and (29) are quasi-orthogonal. Consequently, one 

can use the same modulator and demodulator as discussed for matrix A for this matrix. 

3. Matrix A3 (Variation of Matrix A)  

Consider the STBC defined by matrix A3 in the 802.16 standard for OFDMA 

(shown in Appendix E): 

 

 
*

1 2
*

3 4
3 *

4 3
*

2 1

0 0
0 0
0 0

0 0

s s
s s

A
s s

s s

⎡ ⎤−
⎢ ⎥−⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

  (30) 
 

From matrix given by (30), we see that in time slot 1 (T1), symbols 
1s and 

2s  are 

sent through Antenna 1 and Antenna 4, respectively. In time slot 2 (T2), symbols *
2s−  and 

*
1s  are sent through Antenna 1 and Antenna 4, respectively. In time slot 3 (T3), symbols 

3s and 
4s  are sent through Antenna 2 and Antenna 3, respectively, and symbols *

4s−  and 

*
3s  are sent through Antenna 2 and Antenna 3 in time slot 4 (T4).  

We use MRC to decode matrix A3. The first step is to prove if matrix T
3A  is 

orthogonal. Matrix T
3A  is orthogonal only if T * T ' T

3 3 3 3 4( )A A A A I= =  where T
3A represents 

Antenna 1 

Antenna 2 

Antenna 3 

Antenna 4.

T4 T3 T2 T1 



 26

the transpose of matrix A3, '
3A represents the conjugate of A3, and T *

3( )A  represents the 

conjugate transpose of T
3A , which is the same as '

3A : 

 

 

*
1 2

*
T * ' 3 4
3 3 *

4 3
*
2 1

0 0
0 0

( ) .
0 0

0 0

s s
s s

A A
s s

s s

⎡ ⎤−
⎢ ⎥−⎢ ⎥= =
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 (31) 

 

 

Therefore,  

 

* *
1 1 2 2

* *
T * T ' T 3 3 4 4
3 3 3 3 * *

3 3 4 4
* *

1 1 2 2

0 0 0
0 0 0

( )
0 0 0
0 0 0

s s s s
s s s s

A A A A
s s s s

s s s s

⎡ ⎤+
⎢ ⎥+⎢ ⎥= =
⎢ ⎥+
⎢ ⎥

+⎢ ⎥⎣ ⎦

(32) 

and   

 

* *
1 1 2 2

* *
T T * T ' 1 1 2 2
3 3 3 3 * *

3 3 4 4
* *

3 3 4 4

0 0 0
0 0 0

( ) .
0 0 0
0 0 0

 

s s s s
s s s s

A A A A
s s s s

s s s s

⎡ ⎤+
⎢ ⎥+⎢ ⎥= =
⎢ ⎥+
⎢ ⎥

+⎢ ⎥⎣ ⎦

(33) 

 

We can see that Equations (32) and (33) are quasi-orthogonal. As a result, one can 

use the same modulator and demodulator as discussed for matrix A for this matrix. Matrix 

A3, ' T T '
3 3 3 3A A A A≠ , is similar to A2, as it is quasi-orthogonal. As a result, one can use the 

same modulator and demodulator as discussed for matrix A. 

4. Matrix D (Variation of Matrix A Using Two Frequency Bands)  

 Consider the STBC defined by matrix A and given in the 802.16 standard: 
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*
1 2

*
2 1

*
3 4

*
4 3

0 0
0 0

0 0
0 0

s s
s s

D
s s
s s

⎡ ⎤−
⎢ ⎥
⎢ ⎥=
⎢ ⎥−
⎢ ⎥
⎢ ⎥⎣ ⎦  

 

  (34) 
 

In this case, we utilize two frequency bands but use two fewer time slots and two 

fewer transmitting antennas. We can see from the matrix given by (34) that in time slot 1 

(T1), symbols 
1s and 

2s  are sent using frequency band W1 through Antenna 1 and Antenna 

2, respectively. In the same time slot, symbols 
3s and 

4s  are sent through Antenna 1 and 

Antenna 2, respectively, using frequency band W2. In time slot 2 (T2), symbols *
2s−  and 

*
1s  are sent using frequency band W1 through Antenna 1 and Antenna 2, respectively. In 

the same time slot, symbols *
4s−  and *

3s  are sent through Antenna 1 and Antenna 2, 

respectively, using frequency band W2. The above matrix D has a diversity of two, since 

the same symbol is transmitted using two antennas. For example, symbol s1 is transmitted 

by Antenna 1 in time slot 1 (T1) and Antenna 2 in time slot 2 (T2) by the same frequency 

band, W1. Matrix D has a code rate of two, since four symbols are transmitted in two time 

slots. The transmission process is illustrated in Figure 9. 
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Figure 9.   Transmission process for matrix D. 

Observe from Figure 9 that one can reduce the matrix D to 
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1 2
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2 1

*
3 4
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4 3

s s
s s

D
s s
s s

⎡ ⎤−
⎢ ⎥
⎢ ⎥=
⎢ ⎥−
⎢ ⎥
⎢ ⎥⎣ ⎦

 (35) 

and 
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*
1 2
*

T * ' 2 1
*
3 4
*
4 3

( ) .

s s
s s

D D
s s
s s

⎡ ⎤−
⎢ ⎥
⎢ ⎥= =
⎢ ⎥−
⎢ ⎥
⎢ ⎥⎣ ⎦

 (36) 

 

 

Therefore, 

 

* * * * * *
1 1 2 2 3 1 2 4 4 1 2 3

* * * * * *
T * T ' T 1 1 2 2 3 2 1 4 1 3 4 2

* * * * * *
1 3 4 2 2 3 4 1 3 3 4 4

* * * * * *
1 4 3 2 3 1 2 4 3 3 4 4

0
0

( )
0

0

s s s s s s s s s s s s
s s s s s s s s s s s s

D D D D
s s s s s s s s s s s s
s s s s s s s s s s s s

⎡ ⎤+ + −
⎢ ⎥+ − +⎢ ⎥= =
⎢ ⎥+ − +
⎢ ⎥

− + +⎢ ⎥⎣ ⎦

(37) 

and   

 
* * * *

T T * T ' 1 1 2 2 3 3 4 4
* * * *

1 1 2 2 3 3 4 4

0
( ) .

0
s s s s s s s s

D D D D
s s s s s s s s

⎡ ⎤+ + +
= = ⎢ ⎥+ + +⎣ ⎦

(38) 

 

 

 From (37) and (38) we see that the matrix D is quasi-orthogonal and can be 

demodulated separately using two frequency bands, W1 and W2. 

 

 In frequency band W1, 

 

1 2 1 1
* *
2 1 2 2

11 1 2 2
* *

22 1 1 2

.

s s h n
Z

s s h n

ns h s h
ns h s h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦
⎡ ⎤+ ⎡ ⎤

= +⎢ ⎥ ⎢ ⎥− + ⎣ ⎦⎣ ⎦

 (39) 

  
 
Mapping this to [Y] = [H][s] + [n], we get 
 

 1 11 2
* *

2 22 1

.
s nh h

Y
s nh h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦ ⎣ ⎦⎣ ⎦

 (40) 

 

The next step is to use the channel taps [ĥ1 ĥ2] obtained via the channel estimation 

process to estimate h1 and h2. The receiver can then use [Ĥ] to perform MRC. For 
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simplicity, assume perfect channel estimation, where [ĥ1  ĥ2] →[h1  h2] and apply MRC 

on Y to obtain the corresponding decision statistics vector [X], where   

 

[ ] [ ]

[ ]{ [ ] [ ]}

[ ] [ ]

[ ] [ ] [ ]

*

1

2

*

*
2 2

1 2

*

*
1 11 2

*
2 22 1

*
1 1 1 2 2

*
2 2 1 1 2

ˆ

ˆ

ˆ

ˆ

ˆ

1

1

HX
X Y

X h

H
H s N

h

Hh h
s N

h h

H
h s N

h

s nh h
h

s nh h h

s h n h n
h

s h h n h n

⎡ ⎤⎡ ⎤ ⎣ ⎦= =⎢ ⎥
⎣ ⎦

⎡ ⎤⎣ ⎦= +

⎡ ⎤+ ⎣ ⎦= +

= +

⎡ ⎤⎡ ⎤ ⎡ ⎤
= + ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦⎣ ⎦

⎡ ⎤+⎡ ⎤
= + ⎢ ⎥⎢ ⎥ −⎣ ⎦ ⎣ ⎦  (41) 

                                                                                                 

 
 
and ||h|| is defined as 

 2 2
1 2 .h h h= +  (42) 

 
 In frequency band W2, 

 

3 4 1 1
* *
4 3 2 2

13 1 4 2
* *

24 1 3 2

.

s s h n
Z

s s h n

ns h s h
ns h s h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦ ⎣ ⎦⎣ ⎦
⎡ ⎤+ ⎡ ⎤

= +⎢ ⎥ ⎢ ⎥− + ⎣ ⎦⎣ ⎦

 (43) 

                                                     
           Mapping this to [Y] = [H][s] + [n], we get 
 

 3 11 2
* *

4 22 1

.
s nh h

Y
s nh h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦ ⎣ ⎦⎣ ⎦

 (44) 
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The corresponding decision statistics vector [X] is 

 

 

 

[ ] [ ]

[ ]{ [ ] [ ]}

[ ] [ ]

[ ] [ ] [ ]

*

3

4

*

*
2 2

1 2

*

*
3 11 2

*
4 22 1

*
3 1 1 2 2

*
4 2 1 1 2

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

1

1 .

HX
X Y

X h

H
H s N

h

Hh h
s N

h h

H
h s N

h

s nh h
h

s nh h h

s h n h n
h

s h h n h n

⎡ ⎤⎡ ⎤ ⎣ ⎦= =⎢ ⎥
⎣ ⎦

⎡ ⎤⎣ ⎦= +

⎡ ⎤+ ⎣ ⎦= +

= +

⎡ ⎤⎡ ⎤ ⎡ ⎤
= + ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦⎣ ⎦

⎡ ⎤+⎡ ⎤
= + ⎢ ⎥⎢ ⎥ −⎣ ⎦ ⎣ ⎦  (45) 

 

 

 From Equations (41) and (45), we see that the two noise components n1 and n2 are 

independent since ( )( )** *
1 1 2 2 2 1 1 2 0E h n h n h n h n⎡ ⎤+ − =⎢ ⎥⎣ ⎦

.  

 The above scheme uses two less transmit antennas and two less time slots to 

transmit the same data but uses two frequency bands. This scheme is useful for high 

speed data rate communications since it can achieve a code rate of two. 
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The block diagrams [5] for the transmitters and receiver are shown in Figure 10 

and 11, respectively. 

 

 

 

 

 

 

 

Figure 10.   Modulator for matrix D. 

 

 

 

 

 

 

 

Figure 11.   Demodulator for matrix D. 

 There are two transmitting antennas on the BS side and one receive antenna on 

the SS side. In this case, the receiver will have higher complexity compared to the 

receiver for matrix A since it receives four symbols at a time slot from two different 

frequency bands. To demodulate the received signal, two matched filters are used to 

separate the signal and process them separately, as seen in Figure 11. 

B. PERFORMANCE EVALUATION 

 All of the matrices discussed in this section are quasi-orthogonal, and MRC can 

be used for detection. Therefore, one can use closed form equations to evaluate their 

performance [4]. 
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 Assume a Rayleigh fading channel. The independent, identically distributed (iid) 

subchannel tap magnitudes |hi|’s are Rayleigh distributed with normalized mean square 

value ( )2 1iE h = . The combined channel tap magnitude 2 2

1

L

l
l

h h
=

= ∑ is a 2χ - density 

function with 2L degrees of freedom. The corresponding bit error probability from [2] is 

given by  

 

21

02

1

02

2 11
2log 4

11 1
2log 2 2

kL
n

b
k

L lL
n

l

kNP
kM

L lN
lM

μμ

μ μ

−

=

−

=

⎡ ⎤⎛ ⎞⎛ ⎞ −
⎢ ⎥≈ − ⎜ ⎟⎜ ⎟
⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦

− +⎛ ⎞− +⎛ ⎞ ⎛ ⎞≈ ⎜ ⎟⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎝ ⎠

∑

∑
 (46) 

where 

 .
1

SNR
SNR

αμ
α

=
+

 (47) 

 
For QPSK, the minimum Euclidean distance is min 2 sd ε= where the diversity symbol 

energy is sε . With 2
0 / 2Nσ = , one obtains 0 0/ 2 / 2 .s sSNR N E LNα ε= =  Furthermore, 

2, 4nN M= = ; therefore, the bit error probability for QPSK from [4] is 

. 

 

21

0

1

0

21 11
2 4

1 11 1 .
2 2

kL

b
k

L lL

l

k
P

k

L
l

μμ

μ μ

−

=

−

=

⎡ ⎤⎛ ⎞⎛ ⎞ −
⎢ ⎥≈ − ⎜ ⎟⎜ ⎟
⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦

− +⎛ ⎞− +⎛ ⎞ ⎛ ⎞= ⎜ ⎟⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎝ ⎠

∑

∑
 (48) 

For MQAM, the minimum Euclidean distance is ( )min 6 / 1 .sd Mε= − Using 

2
0 / 2Nσ = , one obtains ( ) ( ) ( ) ( )0 03 / / 2 1 3 / / 2 1 .s sSNR N M E LN Mα ε= − = −  

Furthermore, 4 4 /nN M= − ; therefore, the bit error probability for MQAM from [4] is 

given by  
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22 2 / 11
log 4

14 4 / 1 1 .
log 2 2

kL

b
k

L lL

l

kMP
kM

L lM
lM

μμ

μ μ

−

=

−

=

⎡ ⎤⎛ ⎞⎛ ⎞− −
⎢ ⎥≈ − ⎜ ⎟⎜ ⎟
⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦

− +⎛ ⎞− − −⎛ ⎞ ⎛ ⎞≈ ⎜ ⎟⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎝ ⎠

∑

∑
 (49) 

 
The two closed forms plots for QPSK and 16QAM are illustrated in Figure 12. The 

MATLAB code is attached in Appendix A. 

 
 

 

Figure 12.   Graph of bit error rate vs Eb/No(dB) for QPSK and 16QAM. 
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C. CHAPTER SUMMARY 

The variations of the matrix A are quasi-orthogonal. Therefore, one can use a 

simple modulator and demodulator to implement the design. In addition, one can utilize 

two frequency bands to transmit at a faster rate at the expense of using two frequency 

bands. In the next chapter, we will evaluate matrix B where eight symbols are transmitted 

using four transmitting antennas and four time slots. 
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IV. IMPLEMENTATION AND PERFORMANCE EVALUATION 
OF WIMAX NON-ORTHOGONAL STC FOR OFDMA 

In this section, we shall look at matrix B defined in the 802.16 standard to 

evaluate the STC and its variations. One can assume there are multiple antennas on the 

BS side and one receiving antenna on the SS side. 

A. MATRIX B IN 802.16 

1. Matrix B 

 Consider the STBC defined by matrix B given in the 802.16 standard for OFDMA 
(shown in Appendix E): 
 

 

 

 

* *
1 2 5 7

* *
2 1 6 8

* *
3 4 7 5

* *
4 3 8 6

s s s s
s s s s

B
s s s s
s s s s

⎡ ⎤− −
⎢ ⎥−⎢ ⎥=
⎢ ⎥−
⎢ ⎥
⎢ ⎥⎣ ⎦

 (50) 

 

 We can see from the matrix shown in (50) that in time slot 1 (T1), symbols 

1 2 3, ,s s s and 
4s  are sent through Antenna 1, Antenna 2, Antenna 3 and Antenna 4, 

respectively. In time slot 2 (T2), symbols *
2s− , *

1s , *
4s− and *

3s  are sent through Antenna 1, 

Antenna 2, Antenna 3 and Antenna 4, respectively. In time slot 3 (T3), symbols 
5 6 7, ,s s s  

and 
8s  are sent through Antenna 1, Antenna 2, Antenna 3 and Antenna 4, respectively, 

and in time slot 4 (T4), symbols *
7s− , *

8s− , *
5s  and *

6s  are sent through Antenna 1, Antenna 2, 

Antenna 3 and Antenna 4, respectively. This matrix uses four time slots and four 

antennas to transmit eight symbols. Use of matrix B results in a diversity of two since the 

same symbol is transmitted twice using two antennas. For example, symbol 1s  is 

transmitted by Antenna 1 in timeslot 1 (T1) and Antenna 2 in time slot 2 (T2). Use of 

Antenna 1 

Antenna 2 

Antenna 3 

Antenna 4.

T4 T3 T2 T1 
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matrix B also results in a code rate of two since eight symbols are transmitted in four time 

slots. The transmission process at different time slots is illustrated in Figure 13. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13.   Transmission process for matrix B. 

We use MRC to decode matrix B. The first step is to determine if matrix B is 

orthogonal. Matrix B is orthogonal if and only if T * T ' T
4( )B B B B I= =  where 

TB represents the transpose of matrix B, 'B represents the conjugate of B, and T *( )B  

represents the conjugate transpose of TB , which is the same as 'B : 
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RF 

RF 

 
RF 

 
RF 
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*
1 2h s−  

*
2 1h s  

 
RF 

 
RF 

RF 

 
RF 

 
RF 

Ant1 

Ant2

Ant3

Ant4

3 7h s  

4 8h s  

Ant1 

Time Slot 1 Time Slot 2

Time Slot 3

Ant1 Ant1 

 
RF 

 
RF 

RF 

 
RF 

 
RF 

Ant3 

Ant4 

*
3 5h s  

*
4 6h s  

Time Slot 4

1 5h s  

2 6h s h2

*
1 7h s−  

*
2 8h s− h2s

3 3h s  

4 4h s  

*
3 4h s

*
4 3h s  
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* *
1 2 5 7
* *

T * ' 2 1 6 8
* *
3 4 7 5
* *
4 3 8 6

( ) .

s s s s
s s s s

B B
s s s s
s s s s

⎡ ⎤− −
⎢ ⎥−⎢ ⎥= =
⎢ ⎥−
⎢ ⎥
⎢ ⎥⎣ ⎦

 (51) 

 

Therefore, 

 

* ** *
4 1 2 31 1 2 2 * * * *

* * * *6 5 7 8 3 1 2 4
5 5 7 7 7 6 8 5

* ** ** *
3 2 1 41 1 2 25 6 8 7 * *

* * * * 1 3 4 2
6 6 8 8 7 6 8 5

T * T ' T

* * * ** *
2 2 4 1 1 1 2 21 3 4 2

* * *
5 8 6 7 5 5

( )

s s s ss s s s
s s s s s s s s

s s s s s s s s

s s s ss s s ss s s s
s s s s

s s s s s s s s
B B B B

s s s s s s s ss s s s
s s s s s s

−+
+ +

+ + − +

−++
+

+ + + −
= =

− ++
− + +

* *
* 5 6 8 7

7 7

* * * *
1 4 3 2 3 3 4 4* * * *

3 1 2 4 6 5 7 8* * * *
5 8 6 7 6 6 8 8

s s s s
s s

s s s s s s s s
s s s s s s s s

s s s s s s s s

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥+

+⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥− +

+ +⎢ ⎥
− + + +⎢ ⎥⎣ ⎦

(52) 

 
and  
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* ** *

1 5 2 6 3 5 1 71 1 2 2
* * * *

3 3 4 4 3 7 4 8 2 8 4 6

* * * * * ** *
1 6 2 5 6 3 5 41 1 2 2

* * * * * * * *
3 3 4 4 3 8 4 7 7 2 8 1

T T * T '

* * *
5 1 6 2 1 6 2 5 5 5

* *
7 3 8 4 3 8 4 7

0

0

( )

s s s s s s s ss s s s

s s s s s s s s s s s s

s s s s s s s ss s s s

s s s s s s s s s s s s
B B B B

s s s s s s s s s s

s s s s s s s s

+ −+

+ + + + − +

− −+

+ + + − + −
= =

+ −

+ + + −

*
6 6

* *
7 7 8 8

* * * * * * * *
3 5 1 7 2 7 1 8 5 5 6 6

* * * * * * * *
2 8 4 6 3 6 4 5 7 7 8 8

.

0

0

s s

s s s s

s s s s s s s s s s s s

s s s s s s s s s s s s

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥+
⎢ ⎥

+ +⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥− − +
⎢ ⎥
− + + − + +⎢ ⎥⎣ ⎦

(53) 

  

  

 From (52) and (53), we can see that matrix B is non-orthogonal. We can derive 

the MRC equation to demodulate [ ]T

1 2 3 4 5 6 7 8s s s s s s s s s=  directly 

from the four antennas. This requires the performance of MRC on matrix B with the 

receive matrix [Z] =[G][h] + [n], where 
T

1 2, ......
sLn n n n⎡ ⎤= ⎣ ⎦  is the Gaussian noise 

vector. The matrix BT is the G matrix in this case. Therefore, 

 

 

1 11 2 3 4
* * * *

2 22 1 4 3

3 35 6 7 8
* * * *

4 47 8 5 6

1 1 2 2 3 3 4 4
* * * *
2 1 1 2 4 3 3 4

5 1 6 2 7 3 8 4
* * * *
7 1 8 2 5 3 6 4

h ns s s s
h ns s s s

Z
h ns s s s
h ns s s s

s h s h s h s h
s h s h s h s h

s h s h s h s h
s h s h s h s h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥ ⎢ ⎥= +
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
− −⎢ ⎥ ⎣ ⎦ ⎣ ⎦⎣ ⎦

⎡ ⎤+ + +
⎢ ⎥− + − +⎢ ⎥=
⎢ ⎥+ + +
⎢
− − + +⎢⎣ ⎦

1

2

3

4

.

n
n
n
n

⎡ ⎤
⎢ ⎥
⎢ ⎥+
⎢ ⎥

⎥ ⎢ ⎥
⎥ ⎣ ⎦

 (54) 
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The vector Z=Gh+n can be mapped into Y=Hs+N by changing the second 

element of [ ]T1 2 3 4Z Z Z Z Z= , which is * * * *
2 2 1 1 2 4 3 3 4Z s h s h s h s h= − + − + , into its complex 

conjugate * * * * *
2 2 1 1 2 4 3 3 4Z s h s h s h s h= − + − + , and the fourth element, which is from 

* * * *
4 7 1 8 2 5 3 6 4Z s h s h s h s h= − − + + , into its complex conjugate * * * * *

4 7 1 8 2 5 3 6 4Z s h s h s h s h= − − + + . 

Thus,  

 

1 11 1 2 2 3 3 4 4
* ** * * *
2 22 1 1 2 4 3 3 4

3 35 1 6 2 7 3 8 4
* ** * * *
4 47 1 8 2 5 3 6 4

1 2 3 4
* * * *
2 1 4 3

1 2 3 4

0 0 0 0
0 0 0 0

0 0 0 0
0 0 0 0

Z ns h s h s h s h
Z ns h s h s h s h

Y Hs n
Z ns h s h s h s h
Z ns h s h s h s h

h h h h
h h h h

h h h h

⎡ ⎤+ + +⎡ ⎤ ⎡ ⎤
⎢ ⎥⎢ ⎥ ⎢ ⎥− + − +⎢ ⎥⎢ ⎥ ⎢ ⎥= + = = +
⎢ ⎥⎢ ⎥ ⎢ ⎥+ + +
⎢ ⎥⎢ ⎥ ⎢ ⎥
− − + +⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦

− −
=

1

2

3 1
*

4 2

5 3
* * * * *
3 4 1 2 6 4

7

8

[ ][ ] [ ].

s
s
s n
s n

H s n
s n

h h h h s n
s
s

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎡ ⎤ ⎡ ⎤
⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥ ⎢ ⎥+ = +⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥ ⎢ ⎥− − ⎢ ⎥ ⎣ ⎦⎣ ⎦
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 (55) 

 From Equation (55), there are eight unknown symbols 
2 3 5 6 71 , , ,, ,s s s s s s  and 

8s . 

Since the noise components are not independent, the eight equations are not enough to 

accurately decode the symbols even if one knows h1, h2, h3 and h4 from the channel 

estimation. We require at least two copies of the same data to accurately decode the 

symbols. The received Z matrix for two receiving antennas is shown in (56), and the 

corresponding Y matrix is shown in (57). The MATLAB code attached in Appendix C is 

used to simulate the results for both one receiving antenna and two receiving antennas. 

For the two receiving antenna case, 
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11

12

13 11 2 3 4 1 2 3 4
* * * * * * * *

14 22 1 4 3 2 1 4 3

21 35 6 7 8 5 6 7 8
* * * * * * * *

22 47 8 5 6 7 8 5 6

23

24

1 11 2 12 3 13 4 14

h
h
h ns s s s s s s s
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Z
h ns s s s s s s s
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⎢ ⎥
⎢ ⎥⎣ ⎦

+ + + +

=

11 21 2 22 3 23 4 24
* * * * * * * *
2 11 1 12 4 13 3 14 2 21 1 22 4 23 3 24

5 11 6 12 7 13 8 14 5 21 6 22 7 23 8 24
* * * * * * * *
7 11 8 12 5 13 6 14 7 21 8 22 5 23 6 24

ns h s h s h s h
ns h s h s h s h s h s h s h s h

s h s h s h s h s h s h s h s h
s h s h s h s h s h s h s h s h

⎡ ⎤+ + +
⎢ ⎥− + − + − + − +⎢ ⎥ +
⎢ ⎥+ + + + + + +
⎢ ⎥
− − + + − − + +⎢ ⎥⎣ ⎦

2

3

4

n
n

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

 (56) 

 
 

                                     

 
and 

 

 

1 1 11 2 12 3 13 4 14 1 21 2 22 3 23 4 24
* * * * * * * * *
2 2 11 1 12 4 13 3 14 2 21 1 22 4 23 3 24

3 5 11 6 12 7 13 8 14 5 21 6 22 7 23 8 24
* * * *
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Z s h s h s h s h s h s h s h s h
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Y Hs n
Z s h s h s h s h s h s h s h s h
Z s h s h s h

+ + + + + + +⎡ ⎤
⎢ ⎥ − + − + − + − +⎢ ⎥= + = =
⎢ ⎥ + + + + + + +
⎢ ⎥

− − +⎣ ⎦

1
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3
** * * * *
43 6 14 7 21 8 22 5 23 6 24

11 12 13 14 21 22 23 24
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12 11 14 13 23 24 21 22

21 22 23 24 11 12 13 14
* * * * * * * *
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n
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⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥+
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥

+ − − + +⎢ ⎥ ⎣ ⎦⎣ ⎦

⎡
⎢ − − − −⎢=
⎢
⎢ − − − −⎣

1

2

3 1
*

4 2

5 3
*

6 4

7

8

.

s
s
s n
s n
s n
s n
s
s

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎤ ⎡ ⎤
⎢ ⎥⎥ ⎢ ⎥
⎢ ⎥⎥ ⎢ ⎥+⎢ ⎥⎥ ⎢ ⎥
⎢ ⎥⎥ ⎢ ⎥
⎢ ⎥ ⎣ ⎦⎦
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

(57) 

 

The block diagrams [5] for the four transmitters and two receivers design are 

illustrated in Figure 14 and 15, respectively. 
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Figure 14.   Modulator circuit from the base station for matrix B.  

 

 

 

 

 

 

 

 

Figure 15.   Demodulator circuit at the subscriber station for matrix B with two 
receiving antennas. 

 There are four transmitting antennas on the BS side and two receiving antennas 

on the SS side.  The two receivers at the SS provide two copies of the message to 

accurately demodulate the received symbols. 
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2. Matrix B2 (Variation of Matrix B)  

 Consider the STBC defined by the matrix B2 given in the 802.16 standard (shown 
in Appendix E): 
 

 

 

 

* *
1 2 5 7

* *
2 1 6 8

2 * *
4 3 8 6

* *
3 4 7 5

s s s s
s s s s

B
s s s s
s s s s

⎡ ⎤− −
⎢ ⎥−⎢ ⎥=
⎢ ⎥
⎢ ⎥

−⎢ ⎥⎣ ⎦

 (58) 

 

We can see from matrix in (58) that in time slot 1 (T1), symbols 1 2, 4,s s s  and 
3s  

are sent through Antenna 1, Antenna 2, Antenna 3 and Antenna 4, respectively. In time 

slot 2 (T2), symbols *
2s− , *

1s , *
4s− and *

3s  are sent through Antenna 1, Antenna 2, Antenna 3 

and Antenna 4, respectively. In time slot 3 (T3), symbols 
5 6 8, ,s s s and 

7s  are sent through 

Antenna 1, Antenna 2, Antenna 3 and Antenna 4, respectively, and in time slot 4 (T4), 

symbols *
7s− , *

8s− , *
6s and *

5s  are sent through Antenna 1, Antenna 2, Antenna 3 and Antenna 

4, respectively. Use of this matrix requires four time slots and four antennas to transmit 

eight symbols and results in a diversity of two since the same symbol is transmitted using 

two antennas. For example, symbol 
1s  is transmitted by Antenna 1 in time slot 1 (T1) and 

Antenna 2 in time slot 2 (T2). Use of matrix B2 also result in has a code rate of two since 

eight symbols are transmitted in four time slots.  

We use MRC to decode matrix B2. The first step is to determine if matrix T
2B  is 

orthogonal. Matrix T
2B  is orthogonal only if T * T ' T

2 2 2 2 4( )B B B B I= =  where T
2B represents 

the transpose of matrix B2, '
2B represents the conjugate of B2, and T *

2( )B  represents the 

conjugate transpose of T
2B , which is the same as '

2B : 

 

Antenna 1 

Antenna 2 

Antenna 3 

Antenna 4.

T4 T3 T2 T1 
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* *
1 2 5 7
* *

T * ' 2 1 6 8
2 * *

4 3 8 6
* *
3 4 7 5

( ) .

s s s s
s s s s

B B
s s s s
s s s s

⎡ ⎤− −
⎢ ⎥−⎢ ⎥= =
⎢ ⎥
⎢ ⎥

−⎢ ⎥⎣ ⎦

 (59) 

 

Therefore, 

 

* ** *
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* * * *6 5 7 8 3 1 2 4
5 5 7 7 7 6 8 5

* ** *
3 2 1 41 1 2 2* * * *
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6 6 8 8 8 5 7 6

T * T ' T
2 2 2
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−+
+ +

+ + − +

−+
+ +

+ + − +
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− +
+

− + +
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6 5 7 8* *
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2 3 4 1 3 3 4 4* * * *

1 3 4 2 5 6 8 7* * * *
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s s s s
s s s

s s s s s s s s
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⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥+

+⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥− +
⎢ ⎥+ +
⎢ − + + + ⎥⎣ ⎦

(60) 

 
and  
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* ** *
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+ −
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0
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s s s s
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⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥+
⎢ ⎥

+ +⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥− − +
⎢ ⎥
− + + − + +⎢ ⎥⎣ ⎦

(61) 

  

  

From (60) and (61), we can see that matrix B2 is non-orthogonal. We use 

simulations to evaluate performance when it is used. 

3. Matrix E (Variation of Matrix B Using Four Frequency Bands)  

 Consider the STBC defined by matrix B given in the 802.16 standard: 

  

 

 

   

 

* *
1 2 5 7

* *
2 1 6 8

* *
3 4 7 5

* *
4 3 8 6

s s s s
s s s s

E
s s s s
s s s s

⎡ ⎤− −
⎢ ⎥−⎢ ⎥=
⎢ ⎥−
⎢ ⎥
⎢ ⎥⎣ ⎦  

 

  (62) 
 

 In this case, we utilize four frequency bands but use two fewer time slots and two 

fewer transmitting antennas. We can see from the matrix given by (62) that in time slot 1 

Antenna 1 

Antenna 2 

Antenna 2 

Antenna 1.

Frequency 
Band 1 
W1

Frequency 
Band 2 
W2 

T2 T1 T2 T1 Frequency 
Band 3 
W3

Frequency 
Band 4 
W4

Antenna 1 

Antenna 2 

Antenna 1 

Antenna 2 
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(T1), symbols 
1s and 

2s , 
3s and 

4s , 
5s and 

7s , 
8s and 

6s   are sent by Antenna 1 and Antenna 

2 using frequency band W1, W2, W3 and W4, respectively. In time slot 2 (T2), symbols 
*
2s−  and *

1s , *
4s−  and *

3s , *
7s−  and *

5s , *
8s−  and *

6s  are sent by Antenna 1 and Antenna 2 

using frequency band W1, W2, W3 and W4, respectively. Use of matrix E results in a 

diversity of two since the same symbol is transmitted using two antennas. For example, 

symbol 
1s is transmitted by Antenna 1 in time slot 1 (T1) and Antenna 2 in time slot 2 

(T2) over the same frequency band W1. Use of matrix E results in a code rate of four 

since eight symbols are transmitted in two time slots. The transmission process for 

different time slots is illustrated in Figure 16. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16.   Transmission process for matrix E. 
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Observe from Figure 16 that one can reduce the matrix E to 
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1 2

*
2 1
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3 4

*
34
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7 8

*
8 6

s s
s s
s s

ss
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⎢ ⎥
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⎢ ⎥
⎢ ⎥
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⎢ ⎥
⎢ ⎥
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⎢ ⎥
⎢ ⎥⎣ ⎦

 (63) 

and  
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⎢ ⎥
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⎢ ⎥
⎢ ⎥
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⎢ ⎥⎣ ⎦

 (64) 

 

Therefore,  
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s s s s s s s s s s s s s s s s
s s s s s s s s s s s s s s s s s s s s s s s s s s s s
s s s s s s s s s s s s s s s s s s s s s s s s s s s

+ − + −
− + + − + − +
+ − + − + + − *

6
* * * * * * * * * * * * * *

1 7 5 2 5 1 2 7 3 7 5 4 5 3 4 7 5 5 7 7 6 7 5 8 5 6 8 7
* * * * * * * * * * * * * *

1 6 8 2 2 6 8 1 3 6 8 4 4 6 8 3 5 6 8 7 7 6 8 5 6 6 8 8
* * * * * * *

1 8 6 2 6 1 2 8 3 8 6 4 6 3 4

0
0

s
s s s s s s s s s s s s s s s s s s s s s s s s s s s s
s s s s s s s s s s s s s s s s s s s s s s s s s s s s
s s s s s s s s s s s s s s s

− + − + + − +
+ − + − + − +
− + − + * * * * * * *

8 5 8 6 7 6 5 7 8 6 6 8 80s s s s s s s s s s s s s

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥− + +⎣ ⎦

(65) 

and   
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* * * *
1 1 2 2 3 3 4 4

* * * *
5 5 6 6 7 7 8 8

T T * T '

* * * *
1 1 2 2 3 3 4 4

* * * *
5 5 6 6 7 7 8 8

0
( ) .

0

s s s s s s s s

s s s s s s s s
E E E E

s s s s s s s s

s s s s s s s s

⎡ ⎤+ + +
⎢ ⎥
+ + + +⎢ ⎥
⎢ ⎥= =
⎢ ⎥
⎢ ⎥+ + +
⎢ ⎥

+ + + +⎢ ⎥⎣ ⎦

(66) 

 
 From (65) and (66), we can see that matrix E is non-orthogonal but is quasi-

orthogonal. One can demodulate it using four frequency bands, W1, W2, W3 and W4. 

  

 In frequency band W1, 

 

1 2 1 1
* *
2 1 2 2

*
11 1 2 2

* *
22 1 1 2

.

s s h n
Z

s s h n

ns h s h
ns h s h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦
⎡ ⎤+ ⎡ ⎤

= +⎢ ⎥ ⎢ ⎥− + ⎣ ⎦⎣ ⎦

 (67) 

                                                  
 
            Mapping this to [Y] = [H][s] + [n], we get 
 

 1 11 2
* *

2 22 1

.
s nh h

Y
s nh h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦ ⎣ ⎦⎣ ⎦

 (68) 

 

The next step is to use the channel taps [ĥ1, ĥ2] obtained via the channel estimation 

process to estimate h1 and h2. The receiver can then use [Ĥ] to perform MRC. For 

simplicity, we assume perfect channel estimation, where [ĥ1, ĥ2] →[h1, h2] and apply 

MRC on Y to obtain the decision statistics vector [X], where   
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[ ] [ ]

[ ]{ [ ] [ ]}

[ ] [ ]

[ ] [ ] [ ]

*

1

2

*

*
2 2

1 2

*

*
1 11 2

*
2 22 1

*
1 1 1 2 2

*
2 2 1 1 2

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

1

1

HX
X Y

X h

H
H s N

h

Hh h
s N

h h

H
h s N

h

s nh h
h

s nh h h

s h n h n
h

s h h n h n

⎡ ⎤⎡ ⎤ ⎣ ⎦= =⎢ ⎥
⎣ ⎦

⎡ ⎤⎣ ⎦= +

⎡ ⎤+ ⎣ ⎦= +

= +

⎡ ⎤⎡ ⎤ ⎡ ⎤
= + ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦⎣ ⎦

⎡ ⎤+⎡ ⎤
= + ⎢ ⎥⎢ ⎥ −⎣ ⎦ ⎣ ⎦  (69) 

                                                                                                                                   

 
 
and ||h|| is defined as 

 2 2
1 2 .h h h= +  (70) 

 
 

 In frequency band W2, 

 

3 4 1 1
* *
4 3 2 2

*
13 1 4 2

* *
24 1 3 2

.

s s h n
Z

s s h n

ns h s h
ns h s h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦ ⎣ ⎦⎣ ⎦
⎡ ⎤+ ⎡ ⎤

= +⎢ ⎥ ⎢ ⎥− + ⎣ ⎦⎣ ⎦

 (71) 

  
           Mapping this to [Y] = [H][s] + [n], we get 
 

 3 11 2
* *

4 22 1

.
s nh h

Y
s nh h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦ ⎣ ⎦⎣ ⎦

 (72) 
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The corresponding decision statistics vector [X] is, 

 

 

 

[ ] [ ]

[ ]{ [ ] [ ]}

[ ] [ ]

[ ] [ ] [ ]

*

3

4

*

*
2 2

1 2

*

*
3 11 2

*
4 22 1

*
3 1 1 2 2

4 2 1 1 2

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

1

1 .

HX
X Y

X h

H
H s N

h

Hh h
s N

h h

H
h s N

h

s nh h
h

s nh h h

s h n h n
h

s h h n h n

⎡ ⎤⎡ ⎤ ⎣ ⎦= =⎢ ⎥
⎣ ⎦

⎡ ⎤⎣ ⎦= +

⎡ ⎤+ ⎣ ⎦= +

= +

⎡ ⎤⎡ ⎤ ⎡ ⎤
= + ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦⎣ ⎦

⎡ ⎤+⎡ ⎤
= + ⎢ ⎥⎢ ⎥ −⎣ ⎦ ⎣ ⎦  (73) 

 

 

 In frequency band W3, 

 

5 7 1 1
* *
7 5 2 2

*
15 1 7 2

* *
27 1 5 2

.

s s h n
Z

s s h n

ns h s h
ns h s h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦ ⎣ ⎦⎣ ⎦
⎡ ⎤+ ⎡ ⎤

= +⎢ ⎥ ⎢ ⎥− + ⎣ ⎦⎣ ⎦

 (74) 

  
             Mapping this to [Y] = [H][s] + [n], we get  
 

 5 11 2
* *

7 22 1

.
s nh h

Y
s nh h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦⎣ ⎦⎣ ⎦

 (75) 
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The corresponding decision statistics vector [X] is, 
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[ ]{ [ ] [ ]}
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[ ] [ ] [ ]
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*
2 2

1 2
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*
5 11 2

*
7 22 1

*
5 1 1 2 2

7 2 1 1 2

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

1

1 .

HX
X Y

X h

H
H s N

h

Hh h
s N

h h

H
h s N

h

s nh h
h

s nh h h

s h n h n
h

s h h n h n

⎡ ⎤⎡ ⎤ ⎣ ⎦= =⎢ ⎥
⎣ ⎦

⎡ ⎤⎣ ⎦= +

⎡ ⎤+ ⎣ ⎦= +

= +

⎡ ⎤⎡ ⎤ ⎡ ⎤
= + ⎢ ⎥⎢ ⎥ ⎢ ⎥− ⎣ ⎦⎣ ⎦ ⎣ ⎦

⎡ ⎤+⎡ ⎤
= + ⎢ ⎥⎢ ⎥ −⎣ ⎦ ⎣ ⎦  (76) 

 
 In frequency band W4, 

 

6 8 1 1
* *
8 6 2 2

*
16 1 8 2

* *
28 1 6 2

.

s s h n
Z

s s h n

ns h s h
ns h s h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦ ⎣ ⎦⎣ ⎦
⎡ ⎤+ ⎡ ⎤

= +⎢ ⎥ ⎢ ⎥− + ⎣ ⎦⎣ ⎦

 (77) 

  
                                                     
 
           Mapping this to [Y] = [H][s] + [n], we get 
 

 6 11 2
* *

8 22 1

.
s nh h

Y
s nh h

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦⎣ ⎦⎣ ⎦

 (78) 

 
The corresponding decision statistics vector [X] is, 
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*
6 11 2

*
8 22 1

*
6 1 1 2 2

8 2 1 1 2

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

1

1 .

HX
X Y

X h

H
H s N

h

Hh h
s N

h h

H
h s N

h

s nh h
h

s nh h h

s h n h n
h

s h h n h n

⎡ ⎤⎡ ⎤ ⎣ ⎦= =⎢ ⎥
⎣ ⎦

⎡ ⎤⎣ ⎦= +

⎡ ⎤+ ⎣ ⎦= +

= +

⎡ ⎤⎡ ⎤ ⎡ ⎤
= + ⎢ ⎥⎢ ⎥ ⎢ ⎥− ⎣ ⎦⎣ ⎦ ⎣ ⎦

⎡ ⎤+⎡ ⎤
= + ⎢ ⎥⎢ ⎥ −⎣ ⎦ ⎣ ⎦  (79) 

 
 
 The above scheme uses two less transmit antennas and two less time slots to 

transmit the eight symbols but uses four frequency bands. It has a code rate of four since 

it transmits eight symbols using two time slots. This scheme is useful for high speed data 

rate communications since it can achieve a code rate of four. 

The block diagrams for the transmitters and receiver are illustrated in Figure 17 

and 18, respectively [5]. 

 

 

 

 

 

 

 

 

Figure 17.   Modulator for matrix E. 
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Figure 18.   Demodulator for matrix E. 

 There are two transmitting antennas on the BS side and one receive antenna on 

the SS side. In this case, the receiver will have an even higher complexity compare to 

matrix D as it receives eight symbols in a time slot from four different frequency bands. 

To demodulate the received signal, four matched filters are used to separate the signals 

and process them separately, as seen in Figure 18. 

B. PERFORMANCE EVALUATION 

 Since the matrix B is non-orthogonal, simulation is required to evaluate its 

performance. MATLAB is used for the simulation, and one can use the ML decoding 

method to perform the simulation for both one and two receiving antennas. To perform 

the decoding, take an example from [6]. Consider a MIMO system with MT transmit 

antennas and MR receive antennas. Assume the information bit stream to be transmitted is 

encoded into ST codeword of dimension MT × T, where T is the block length, comprising 

of data symbols drawn from a unit average energy constellations. We denote the ST 
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codeword by [ ]1 2 T =   ... S s ss , where [ ] [ ] [ ] T

1 ...
TMk s k s ks = ⎡ ⎤⎣ ⎦ is the transmitted vector 

symbol over the kth symbol period. The channel remains constant over the length of ST 

codeword. The signal model is 

 [ ] [ ] [ ],  1, 2, ...,s

T

E
y k Hs k n k k T

M
= + = , (80) 

where Es is the total average energy available at the transmitter over a symbol period, H 

is the  MR  × MT  channel transfer function and n[k] is the noise vector. All T received 

vector symbols in the codeword may be stacked together so that  

 s

T

E
Y HS N

M
= +  (81) 

where [ ]1 2 T ...Y y y y=  and [ ]1 2 T...N n n n=  are matrices of size MR × T. 

 To decode, assume the receiver uses a ML detection criterion based on perfect 

channel knowledge. The estimated codeword is 

 
[ ] [ ]

2

2

1

ˆ arg  min

arg  min s

T

Fs

T

s
k F

E
HS

M

S Y HS

y k k
=

= −

= −∑
 (82) 

where the minimization is performed over all admissible codewords s. An error occurs 

when the receiver mistakes a transmitted codeword for another codeword from the set of 

possible codewords.      

Referring to (57), for a two receive antenna system, we see that the H matrix for 

the first two columns of matrix B is 

 

 

11 12 13 14
* * * *
12 11 14 13

21 22 23 24
* * * *
22 21 24 23

.

h h h h
h h h h

H
h h h h
h h h h

⎡ ⎤
⎢ ⎥− −⎢ ⎥=
⎢ ⎥
⎢ ⎥− −⎣ ⎦

 (83) 
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The first and second columns of the matrix B shown in Equation (50) are used to 

transmits only 
1 2 3, ,s s s and 

4s (transmit in time slots 1 and 2 only), while the third and 

fourth columns of the matrix B are used to transmit 
5 6 7, ,s s s and 

8s (transmit in time slots 

3 and 4 only). One can separate them and run the simulation for the first and second 

column. Since they do not transmit in the same time slot, they do not interfere with one 

another. Thus, the results will be the same. Therefore, the MATLAB simulation for the 

decoding is based on 

 

2
1

2

3

4

ˆ
ˆ

Minimum Distance = min ,
ˆ4
ˆ

s

s
sEy Hs
s
s

⎡ ⎤
⎢ ⎥
⎢ ⎥−
⎢ ⎥
⎢ ⎥
⎣ ⎦

 (84) 

 
where y is the set of possible codewords and [ ]T1 2 3 4ˆ ˆ ˆ ˆs s s s is the received codeword. 

Equation (84) is used to compute the minimum distance between the received 

signal and the constellations points in space by comparing it to every point and 

calculating the distance between them. 

There are twelve matrix variations to perform the simulation. The twelve matrices 

can be generated from Equation (98) of the 802.16 standard shown in Appendix E. The 

twelve matrices are defined as B1-1 to B1-12, and the corresponding H matrices are defined 

as H1-1 to H1-12. Therefore, 

  
 

 

*
11 12 13 141 2
* * * **
12 11 14 132 1

1 1 1 1*
21 22 23 243 4
* * * **
22 21 24 234 3

, ,

h h h hs s
h h h hs s

B H
h h h hs s
h h h hs s

− −

⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥−
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎣ ⎦⎣ ⎦

 (85) 

 

 

*
11 12 14 131 2
* * * **
12 11 13 142 1

1 2 1 2*
21 22 24 234 3
* * * **
22 21 24 243 4

, ,

h h h hs s
h h h hs s

B H
h h h hs s
h h h hs s

− −

⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −−⎢ ⎥ ⎣ ⎦⎣ ⎦

 (86) 
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*
11 13 12 141 2
* * * **
13 11 14 123 4

1 3 1 3*
21 23 22 242 1
* * * **
23 21 24 224 3

, ,

h h h hs s
h h h hs s

B H
h h h hs s
h h h hs s

− −

⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥− −−⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎣ ⎦⎣ ⎦

 (87) 

 

 

*
11 14 12 131 2
* * * **
13 11 12 144 3

1 4 1 4*
21 24 22 232 1
* * * **
23 21 22 243 4

, ,

h h h hs s
h h h hs s

B H
h h h hs s
h h h hs s

− −

⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −−⎢ ⎥ ⎣ ⎦⎣ ⎦

 (88) 

 

 

*
11 13 14 121 2
* * * **
14 11 13 123 4

1 5 1 5*
21 23 24 224 3
* * * **
24 21 23 222 1

, ,

h h h hs s
h h h hs s

B H
h h h hs s
h h h hs s

− −

⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥− −−⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎣ ⎦⎣ ⎦

 (89) 

 

*
11 14 13 121 2
* * * **
14 11 12 134 3

1 6 1 6*
21 24 23 223 4
* * * **
24 21 22 232 1

, ,

h h h hs s
h h h hs s

B H
h h h hs s
h h h hs s

− −

⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥−
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎣ ⎦⎣ ⎦

 (90) 

 

 

*
11 13 12 141 3
* * * **
12 14 11 133 1

1 7 1 7*
21 23 22 242 4
* * * **
22 24 21 234 2

, ,

h h h hs s
h h h hs s

B H
h h h hs s
h h h hs s

− −

⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥−
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎣ ⎦⎣ ⎦

 (91) 

 

 

*
11 13 14 121 3
* * * **
12 13 11 143 1

1 8 1 8*
21 23 24 224 2
* * * **
22 23 21 242 4

, ,

h h h hs s
h h h hs s

B H
h h h hs s
h h h hs s

− −

⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −−⎢ ⎥ ⎣ ⎦⎣ ⎦

 (92) 
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*
11 12 13 141 3
* * * **
13 14 11 122 4

1 9 1 9*
21 22 23 243 1
* * * **
23 24 21 224 2

, ,

h h h hs s
h h h hs s

B H
h h h hs s
h h h hs s

− −

⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥− −−⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎣ ⎦⎣ ⎦

 (93) 

 

 

*
11 14 13 121 3
* * * **
13 12 11 144 2

1 10 1 10*
21 24 23 223 1
* * * **
23 22 21 242 4

, ,

h h h hs s
h h h hs s

B H
h h h hs s
h h h hs s

− −

⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −−⎢ ⎥ ⎣ ⎦⎣ ⎦

 (94) 

 

 

*
11 12 14 131 3
* * * **
14 13 11 122 4

1 11 1 11*
21 22 24 234 2
* * * **
24 23 21 223 1

, ,

h h h hs s
h h h hs s

B H
h h h hs s
h h h hs s

− −

⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥− −−⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎣ ⎦⎣ ⎦

 (95) 

and 

 

*
11 14 12 131 3
* * * **
14 12 11 134 2

1 12 1 12*
21 24 22 232 4
* * * **
24 22 21 233 1

, .

h h h hs s
h h h hs s

B H
h h h hs s
h h h hs s

− −

⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥−
⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎣ ⎦⎣ ⎦

 (96) 

 

The corresponding H matrix is presented beside the matrix B and is shown from 

(85) to (96). One can use the twelve matrix variations to perform the simulation. The H 

matrix is generated using the same method illustrated in Equation (57). The first four 

columns of the H matrix in Equation (57) are used in this case as we demodulate only 

four symbols 
1 2 3, ,s s s and 

4s . The MATLAB code is given in Appendix B. The channel 

used is a Rayleigh channel, and the noise is white Gaussian noise with 0 dB variance. 
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Figure 19.   Simulation results for H1-1, H1-2, H1-3, H1-4 and QPSK closed form solution. 

 From Figure 19, the simulations for matrix H1-1, H1-2, H1-3 are relatively close and 

have a 4 dB drop in performance when compared to the QPSK closed form solution 

curve. This is expected since the code rate has increase from one to two. H1-4 has 

relatively poor performance compared to the rest. We will avoid using this variation of 

the matrix for transmission. 
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Figure 20.   Simulation results for H1-5, H1-6, H1-7, H1-8 and QPSK closed form solution. 

 In Figure 20, the simulations for H1-6 and  H1-7 are relatively close and have a 4 

dB drop in performance when compared to the QPSK closed form solution curve. H1-5 

and H1-8 have relatively poor performance compared to the rest. We will avoid using 

these two variations of the matrix for transmission. 
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Figure 21.   Simulation results for H1-9, H1-10, H1-11, H1-12 and QPSK closed form 
solution. 

 In Figure 21, the simulation results for H1-9, H1-10 and H1-11 are relatively close 

and have a 4 dB drop in performance when compared to the QPSK closed form solution 

curve. H1-12 has relatively poor performance compared to the rest. We will avoid using 

this variation of the matrix for transmission. 

 From the simulation results, we can see that H1-4, H1-5, H1-8 and H1-12 have poor 

performance compared to H1-1, H1-2, H1-3 H1-6, H1-7, H1-9 H1-10, and H1-11. We conclude 

that we should use these eight matrices for transmission. 

 Now we should compare the performance using only one receiving antenna. The 

H matrix used is from Equation (55). The MATLAB code is attached in Appendix C. The 

result is illustrated in Figure 22. 
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Figure 22.   Simulation results for H1-1,  H1-1 with only one receiving antenna and QPSK 
closed form solution. 

 The poor performance when using only one receiving antenna is illustrated in 

Figure 22. There is an 11 dB drop in performance compared to the design with two 

receiving antennas. 

 Next, we evaluate the performance for 16QAM. Due to the large amount of time 

required to run all twelve H matrices, only the first four H matrices were simulated. The 

MATLAB code is attached in Appendix D. The simulated results are illustrated in Figure 

23.   
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Figure 23.   Simulation results for H1-1, H1-2, H1-3, H1-4 and 16QAM closed form 
solution. 

 The 16QAM also has a 4 dB drop in performance when compared to the closed 

form solution, illustrated in Figure 23. Similar to QPSK, the simulations results for H1-1, 
H1-2,  H1-3 are similar, but H1_4 has poorer performance compared to H1-1, H1-2,  H1-3. We 

can now confirm that H1-4 has a poorer performance and should not be used in the 

transmission process.   
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C. CHAPTER SUMMARY 

Matrix B is non-orthogonal. Therefore, programs using MATLAB is required to 

perform simulations to evaluate the performance. It is clear that with two receiving 

antennas, one can improve the performance by almost 11 dB. The code rate is two for 

matrix B instead of one for matrix A. Therefore, there is a 4 dB drop in performance 

when compared to the closed form solution. We discovered that four matrices out of 

twelve matrices have poorer performance, and these four variations should not be used 

for transmission. In addition, four frequency bands can be used to transmit the eight 

symbols at a code rate of 4 with the performance of the closed form solution. The 

implementation of the modulator and demodulator for matrix B and its variations were 

also discussed in this chapter. 
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V. CONCLUSION AND FUTURE WORKS 

A. CONCLUSION 

This research was focused on STCs and evaluated the use of matrix A and B given 

in the 802.16 standard. The main point of the research was to use MRC to demodulate the 

transmitted signal. 

It has been proven that since the matrix A and its variations are quasi-orthogonal, 

the noise is independent; therefore, we can demodulate the transmitted signal using the 

MRC decision statistics. The performance of the STBC for matrix A was evaluated using 

closed form equation. 

Using an adaptive system that combines all the variations of the original matrix A 

and keeping it quasi-orthogonal, we can achieve superior performance by having the 

receiver send information to the transmitter in order for the transmitter to makes changes 

to the STC. In addition, one can utilize more frequency bands to transmit the symbols 

using half the time slots and half the number of antennas used in the standard. The code 

rate can then be improved from one to four by using four frequency bands. 

Use of matrix B, which is non-orthogonal, results in a 4 dB drop in performance 

compared to the closed form solution for QPSK and 16QAM. Also, increasing the 

number of receiving antennas enables a better performance and is necessary, as it 

provides the receiver with more information to accurately determine the transmitted 

symbol. 

The variations of the matrix B for the twelve cases determined by the 802.16 

standard were simulated. Out of the twelve matrices, four were found to have poorer 

performance than the other eight and should not used for transmission.  

B. FUTURE WORK 

Due to the large amount of time required to run the MATLAB simulations, we did 

not simulate the performance of 64QAM or all twelve cases for 16QAM. Due to time  

 



 66

constraints, only four cases for the 16QAM were simulated. More data points need to be 

included in the MATLAB to generate more accurate results, and 64QAM should be 

investigated in detailed. 

Future researchers can also generate more variations of the H matrix and evaluate 

the performance obtained by using these variations. In addition, the MATLAB code can 

also be modified to perform a simulation when more receiving antennas are used. 
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APPENDIX A 

%This MATLAB Code plots the closed form solution for QPSK and QAM 
%This MATLAB code is provided by MAJ Ng Wei Gee 
  
EsN0_lower = 0; 
EsN0_upper = 60; 
num_EsN0_points = 20; 
EsN0_dB = linspace(EsN0_lower,EsN0_upper,num_EsN0_points) ; % multiple 
Eb/N0 values 
 
 
 
EbN0_dB_QPSK = EsN0_dB - 10*log10(2); 
EbN0_dB_QAM16 = EsN0_dB - 10*log10(4); 
EbN0_dB_QAM64 = EsN0_dB - 10*log10(6); 
  
EbN0_dB = [EsN0_dB; EbN0_dB_QPSK; EbN0_dB_QAM16; EbN0_dB_QAM64]; 
  
% calculate theoretical QAM curves 
M=16; 
L=4; 
iSNR = 3*10.^(EbN0_dB(1,:)/10)/L/2/(M-1); 
mu = sqrt(iSNR./(1+iSNR)); 
sumterm = 0; 
for l=0:L-1 
    sumterm = sumterm + nchoosek(L-1+l, l)*((1+mu)/2).^l; 
end 
qam16BerTheory = (4-4/sqrt(M))/log2(M)*((1-mu)/2).^L .* sumterm; 
semilogy (EbN0_dB_QAM16, qam16BerTheory, 'y') 
hold on 
  
  
% QPSK 
L=4; 
iSNR = 10.^(EbN0_dB(1,:)/10)/L/2; 
mu = sqrt(iSNR./(1+iSNR)); 
sumterm = 0; 
for l=0:L-1 
    sumterm = sumterm + nchoosek(L-1+l, l)*((1+mu)/2).^l; 
end 
qpskBerTheory = ((1-mu)/2).^L .* sumterm; 
semilogy (EbN0_dB_QPSK, qpskBerTheory, 'r') 
hold on 
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APPENDIX B 

%This MATLAB Code computes the BER for H1 to H12 matrix for QPSK 
%A large portion of this MATLAB code is provided by MAJ Ng Wei Gee 
 
clear 
close all 
  
qpsk_map = [   0.7071 + 0.7071i 
  -0.7071 + 0.7071i 
   0.7071 - 0.7071i 
  -0.7071 - 0.7071i] 
  
bit_diff_map = [     0     1     2     1     2     3     2     1 ] 
   
N = linspace (1e3,2e3, 20); % number of bits or symbols 
EsN0_lower = 0; 
EsN0_upper = 60; 
num_EsN0_points = 20; 
num_points_per_iter = 4; 
num_iter=ceil (N/num_points_per_iter/2); 
  
constellation_map = qpsk_map; 
c_factor = sqrt(2); 
angle = 31.7 / 180 * pi(); 
  
% initialise variables 
EsN0_dB = linspace(EsN0_lower,EsN0_upper,num_EsN0_points) ; % multiple 
Eb/N0 values 
num_bit_errors_1 = zeros(1, num_EsN0_points); 
num_sym_errors_1 = zeros(1, num_EsN0_points); 
num_bit_errors_2 = zeros(1, num_EsN0_points); 
num_sym_errors_2 = zeros(1, num_EsN0_points); 
num_bit_errors_3 = zeros(1, num_EsN0_points); 
num_sym_errors_3 = zeros(1, num_EsN0_points); 
num_bit_errors_4 = zeros(1, num_EsN0_points); 
num_sym_errors_4 = zeros(1, num_EsN0_points); 
num_bit_errors_5 = zeros(1, num_EsN0_points); 
num_sym_errors_5 = zeros(1, num_EsN0_points); 
num_bit_errors_6 = zeros(1, num_EsN0_points); 
num_sym_errors_6 = zeros(1, num_EsN0_points); 
num_bit_errors_7 = zeros(1, num_EsN0_points); 
num_sym_errors_7 = zeros(1, num_EsN0_points); 
num_bit_errors_8 = zeros(1, num_EsN0_points); 
num_sym_errors_8 = zeros(1, num_EsN0_points); 
num_bit_errors_9 = zeros(1, num_EsN0_points); 
num_sym_errors_9 = zeros(1, num_EsN0_points); 
num_bit_errors_10 = zeros(1, num_EsN0_points); 
num_sym_errors_10 = zeros(1, num_EsN0_points); 
num_bit_errors_11 = zeros(1, num_EsN0_points); 
num_sym_errors_11 = zeros(1, num_EsN0_points); 
num_bit_errors_12 = zeros(1, num_EsN0_points); 
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num_sym_errors_12 = zeros(1, num_EsN0_points); 
  
tic 
for j_iter = 1:num_EsN0_points 
for i_iter= 1:num_iter(j_iter) 
  
        % Transmitter 
        symbol_orig = randi([0 3],4,1) ; 
        s = constellation_map(symbol_orig+1); 
                 
        n = 1/sqrt(2)*(randn(4*2,1) + 1i*randn(4*2,1)); % white 
gaussian noise, 0dB variance  
         
        h11 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h12 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h13 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h14 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h21 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h22 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h23 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h24 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
         
        % instantaneous noise factior 
        iNoiseFactor = 2*sqrt(2)*10^(-EsN0_dB(j_iter)/20); 
  
        % Channel and noise Noise addition for QO 
        H1 = [             h11  h12  h13  h14 
            conj(h12)  -conj(h11) conj(h14)  -conj(h13) 
            h21  h22  h23  h24 
            conj(h22)  -conj(h21) conj(h24)  -conj(h23)]; 
         
        H2 = [             h11  h12  h14  h13 
            conj(h12)  -conj(h11) conj(h13)  -conj(h14) 
            h21  h22  h24  h23 
            conj(h22)  -conj(h21) conj(h23)  -conj(h24)]; 
         
        H3 = [             h11  h13  h12  h14 
           conj(h13)  -conj(h11) conj(h14)  -conj(h12) 
          h21  h23  h22  h24 
         conj(h23)  -conj(h21) conj(h24)  -conj(h22)]; 
         
                
        H4 = [             h11  h14  h12  h13 
          conj(h13)  -conj(h11) conj(h12)  -conj(h14) 
         h21  h24  h22  h23 
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        conj(h23)  -conj(h21) conj(h22)  -conj(h24)]; 
         
        H5 = [             h11  h13  h14  h12 
          conj(h14)  -conj(h11) conj(h13)  -conj(h12) 
         h21  h23  h24  h22 
        conj(h24)  -conj(h21) conj(h23)  -conj(h22)]; 
         
        H6 = [             h11  h14  h13  h12 
            conj(h14)  -conj(h11) conj(h12)  -conj(h13) 
            h21  h24  h23  h22 
            conj(h24)  -conj(h21) conj(h22)  -conj(h23)]; 
         
        H7 = [             h11  h13  h12  h14 
            conj(h12)  conj(h14) -conj(h11)  -conj(h13) 
            h21  h23  h22  h24 
            conj(h22)  conj(h24) -conj(h21)  -conj(h23)]; 
         
        H8 = [             h11  h13  h14  h12 
            conj(h12)  conj(h13) -conj(h11)  -conj(h14) 
            h21  h23  h24  h22 
            conj(h22)  conj(h23) -conj(h21)  -conj(h24)]; 
         
        H9 = [             h11  h12  h13  h14 
            conj(h13)  conj(h14) -conj(h11)  -conj(h12) 
            h21  h22  h23  h24 
            conj(h23)  conj(h24) -conj(h21)  -conj(h22)]; 
         
        H10 = [             h11  h14  h13  h12 
            conj(h13)  conj(h12) -conj(h11)  -conj(h14) 
            h21  h24  h23  h22 
            conj(h23)  conj(h22) -conj(h21)  -conj(h24)]; 
         
        H11 = [             h11  h12  h14  h13 
            conj(h14)  conj(h13) -conj(h11)  -conj(h12) 
            h21  h22  h24  h23 
            conj(h24)  conj(h23) -conj(h21)  -conj(h22)]; 
         
        H12 = [             h11  h14  h12  h13 
            conj(h14)  conj(h12) -conj(h11)  -conj(h13) 
            h21  h24  h22  h23 
            conj(h24)  conj(h22) -conj(h21)  -conj(h23)]; 
         
           
         
        y1 = H1*s + iNoiseFactor*n(1:num_points_per_iter); 
        y2 = H2*s + iNoiseFactor*n(1:num_points_per_iter); 
        y3 = H3*s + iNoiseFactor*n(1:num_points_per_iter); 
        y4 = H4*s + iNoiseFactor*n(1:num_points_per_iter); 
        y5 = H5*s + iNoiseFactor*n(1:num_points_per_iter); 
        y6 = H6*s + iNoiseFactor*n(1:num_points_per_iter); 
        y7 = H7*s + iNoiseFactor*n(1:num_points_per_iter); 
        y8 = H8*s + iNoiseFactor*n(1:num_points_per_iter); 
        y9 = H9*s + iNoiseFactor*n(1:num_points_per_iter); 
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        y10 = H10*s + iNoiseFactor*n(1:num_points_per_iter); 
        y11 = H11*s + iNoiseFactor*n(1:num_points_per_iter); 
        y12 = H12*s + iNoiseFactor*n(1:num_points_per_iter); 
          
          
        min_dist1=1e3; 
        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter1=[s1 s2 s3 s4]'; 
                        s_iterate1= constellation_map(s_iter1+1); 
                        dist1 = sum(abs(y1 - H1*s_iterate1).^2); 
                        if dist1<min_dist1 
                            min_dist1=dist1; 
                            current_best_shat1 = s_iter1; 
                        end 
                    end 
                end 
            end 
        end 
                
        min_dist2=1e3; 
        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter2=[s1 s2 s3 s4]'; 
                        s_iterate2= constellation_map(s_iter2+1); 
                        dist2 = sum(abs(y2 - H2*s_iterate2).^2); 
                        if dist2<min_dist2 
                            min_dist2=dist2; 
                            current_best_shat2 = s_iter2; 
                        end 
                    end 
                end 
            end 
        end 
         
         min_dist3=1e3; 
        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter3=[s1 s2 s3 s4]'; 
                        s_iterate3= constellation_map(s_iter3+1); 
                        dist3 = sum(abs(y3 - H3*s_iterate3).^2); 
                        if dist3<min_dist3 
                            min_dist3=dist3; 
                            current_best_shat3 = s_iter3; 
                        end 
                    end 
                end 
            end 
        end 
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        min_dist4=1e3; 
        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter4=[s1 s2 s3 s4]'; 
                        s_iterate4= constellation_map(s_iter4+1); 
                        dist4 = sum(abs(y4 - H4*s_iterate4).^2); 
                        if dist4<min_dist4 
                            min_dist4=dist4; 
                            current_best_shat4 = s_iter4; 
                        end 
                    end 
                end 
            end 
        end 
         
         min_dist5=1e3; 
        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter5=[s1 s2 s3 s4]'; 
                        s_iterate5= constellation_map(s_iter5+1); 
                        dist5 = sum(abs(y5 - H5*s_iterate5).^2); 
                        if dist5<min_dist5 
                            min_dist5=dist5; 
                            current_best_shat5 = s_iter5; 
                        end 
                    end 
                end 
            end 
        end 
         
         
        min_dist6=1e3; 
        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter6=[s1 s2 s3 s4]'; 
                        s_iterate6= constellation_map(s_iter6+1); 
                        dist6 = sum(abs(y6 - H6*s_iterate6).^2); 
                        if dist6<min_dist6 
                            min_dist6=dist6; 
                            current_best_shat6 = s_iter6; 
                        end 
                    end 
                end 
            end 
        end 
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         min_dist7=1e3; 
        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter7=[s1 s2 s3 s4]'; 
                        s_iterate7= constellation_map(s_iter7+1); 
                        dist7 = sum(abs(y7 - H7*s_iterate7).^2); 
                        if dist7<min_dist7 
                            min_dist7=dist7; 
                            current_best_shat7 = s_iter7; 
                        end 
                    end 
                end 
            end 
        end 
        
                
        min_dist8=1e3; 
        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter8=[s1 s2 s3 s4]'; 
                        s_iterate8= constellation_map(s_iter8+1); 
                        dist8 = sum(abs(y8 - H8*s_iterate8).^2); 
                        if dist8<min_dist8 
                            min_dist8=dist8; 
                            current_best_shat8 = s_iter8; 
                        end 
                    end 
                end 
            end 
        end 
         
         min_dist9=1e3; 
        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter9=[s1 s2 s3 s4]'; 
                        s_iterate9= constellation_map(s_iter9+1); 
                        dist9 = sum(abs(y9 - H9*s_iterate9).^2); 
                        if dist9<min_dist9 
                            min_dist9=dist9; 
                            current_best_shat9 = s_iter9; 
                        end 
                    end 
                end 
            end 
        end 
          
         
        min_dist10=1e3; 
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        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter10=[s1 s2 s3 s4]'; 
                        s_iterate10= constellation_map(s_iter10+1); 
                        dist10 = sum(abs(y10 - H10*s_iterate10).^2); 
                        if dist10<min_dist10 
                            min_dist10=dist10; 
                            current_best_shat10 = s_iter10; 
                        end 
                    end 
                end 
            end 
        end 
         
         min_dist11=1e3; 
        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter11=[s1 s2 s3 s4]'; 
                        s_iterate11= constellation_map(s_iter11+1); 
                        dist11 = sum(abs(y11 - H11*s_iterate11).^2); 
                        if dist11<min_dist11 
                            min_dist11=dist11; 
                            current_best_shat11 = s_iter11; 
                        end 
                    end 
                end 
            end 
        end 
          
         
        min_dist12=1e3; 
        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter12=[s1 s2 s3 s4]'; 
                        s_iterate12= constellation_map(s_iter12+1); 
                        dist12 = sum(abs(y12 - H12*s_iterate12).^2); 
                        if dist12<min_dist12 
                            min_dist12=dist12; 
                            current_best_shat12 = s_iter12; 
                        end 
                    end 
                end 
            end 
        end 
         
         
         % count bit errors 
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        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat1+1)) * c_factor/2; 
        num_bit_errors_1(j_iter) = num_bit_errors_1(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
         
        % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat2+1)) * c_factor/2; 
        num_bit_errors_2(j_iter) = num_bit_errors_2(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1));   
         
          % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat3+1)) * c_factor/2; 
        num_bit_errors_3(j_iter) = num_bit_errors_3(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
         
          % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat4+1)) * c_factor/2; 
        num_bit_errors_4(j_iter) = num_bit_errors_4(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
         
          % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat5+1)) * c_factor/2; 
        num_bit_errors_5(j_iter) = num_bit_errors_5(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
          % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat6+1)) * c_factor/2; 
        num_bit_errors_6(j_iter) = num_bit_errors_6(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
         
          % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat7+1)) * c_factor/2; 
        num_bit_errors_7(j_iter) = num_bit_errors_7(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
         
          % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat8+1)) * c_factor/2; 
        num_bit_errors_8(j_iter) = num_bit_errors_8(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
         



 77

          % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat9+1)) * c_factor/2; 
        num_bit_errors_9(j_iter) = num_bit_errors_9(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
         
          % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat10+1)) * c_factor/2; 
        num_bit_errors_10(j_iter) = num_bit_errors_10(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
         
          % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat11+1)) * c_factor/2; 
        num_bit_errors_11(j_iter) = num_bit_errors_11(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
         
          % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat12+1)) * c_factor/2; 
        num_bit_errors_12(j_iter) = num_bit_errors_12(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
                   
end 
end 
N = num_iter * num_points_per_iter; 
  
simBer_1 = num_bit_errors_1./N/2; % simulated ber 
simBer_2 = num_bit_errors_2./N/2; % simulated ber 
simBer_3 = num_bit_errors_3./N/2; % simulated ber 
simBer_4 = num_bit_errors_4./N/2; % simulated ber 
simBer_5 = num_bit_errors_5./N/2; % simulated ber 
simBer_6 = num_bit_errors_6./N/2; % simulated ber 
simBer_7 = num_bit_errors_7./N/2; % simulated ber 
simBer_8 = num_bit_errors_8./N/2; % simulated ber 
simBer_9 = num_bit_errors_9./N/2; % simulated ber 
simBer_10 = num_bit_errors_10./N/2; % simulated ber 
simBer_11 = num_bit_errors_11./N/2; % simulated ber 
simBer_12 = num_bit_errors_12./N/2; % simulated ber 
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APPENDIX C 

%This MATLAB Code computes using H1 with only 1 receiving antenna for 
%QPSK 
%A large portion of this MATLAB code is provided by MAJ Ng Wei Gee 
 
clear 
close all 
  
qpsk_map = [   0.7071 + 0.7071i 
  -0.7071 + 0.7071i 
   0.7071 - 0.7071i 
  -0.7071 - 0.7071i] 
  
bit_diff_map = [     0     1     2     1     2     3     2     1 ] 
   
N = linspace (1e6,2e7, 20); % number of bits or symbols 
EsN0_lower = 0; 
EsN0_upper = 60; 
num_EsN0_points = 20; 
num_points_per_iter = 4; 
num_iter=ceil (N/num_points_per_iter/2); 
  
constellation_map = qpsk_map; 
c_factor = sqrt(2); 
angle = 31.7 / 180 * pi(); 
  
% initialise variables 
EsN0_dB = linspace(EsN0_lower,EsN0_upper,num_EsN0_points) ; % multiple 
Eb/N0 values 
num_bit_errors_1 = zeros(1, num_EsN0_points); 
num_sym_errors_1 = zeros(1, num_EsN0_points); 
  
  
tic 
for j_iter = 1:num_EsN0_points 
for i_iter= 1:num_iter(j_iter) 
  
        % Transmitter 
        symbol_orig = randi([0 3],4,1) ; 
        s = constellation_map(symbol_orig+1); 
                 
        n = 1/sqrt(2)*(randn(4*2,1) + 1i*randn(4*2,1)); % white 
gaussian noise, 0dB variance  
         
        h11 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h12 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h13 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
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        h14 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h21 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h22 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h23 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h24 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
         
        % instantaneous noise factior 
        iNoiseFactor = 2*sqrt(2)*10^(-EsN0_dB(j_iter)/20); 
  
        % Channel and noise Noise addition for QO 
        H1 = [             h11  h12  h13  h14 
            conj(h12)  -conj(h11) conj(h14)  -conj(h13) 
            0 0 0 0 
            0 0 0 0]; 
         
        y1 = H1*s + iNoiseFactor*n(1:num_points_per_iter); 
                 
        min_dist1=1e3; 
        for s1 = 0:3 
            for s2 = 0:3 
                for s3 = 0:3 
                    for s4 = 0:3 
                        s_iter1=[s1 s2 s3 s4]'; 
                        s_iterate1= constellation_map(s_iter1+1); 
                        dist1 = sum(abs(y1 - H1*s_iterate1).^2); 
                        if dist1<min_dist1 
                            min_dist1=dist1; 
                            current_best_shat1 = s_iter1; 
                        end 
                    end 
                end 
            end 
        end 
            
         % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat1+1)) * c_factor/2; 
        num_bit_errors_1(j_iter) = num_bit_errors_1(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
         
           
end 
end 
N = num_iter * num_points_per_iter; 
  
simBer_1 = num_bit_errors_1./N/2; % simulated ber 
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APPENDIX D 

%This MATLAB Code computes using H1 to H4 with 2 receiving antenna for 
%16QAM, due to the large amount of time needed for this code to run, 
%the H matrix is run separately 
%A large portion of this MATLAB code is provided by MAJ Ng Wei Gee 
 
clear 
close all 
  
qam16_map = [0.316227766016838 + 0.316227766016838i 
    0.316227766016838 + 0.948683298050514i 
    0.316227766016838 - 0.316227766016838i 
    0.316227766016838 - 0.948683298050514i 
    0.948683298050514 + 0.316227766016838i 
    0.948683298050514 + 0.948683298050514i 
    0.948683298050514 - 0.316227766016838i 
    0.948683298050514 - 0.948683298050514i 
    -0.316227766016838 + 0.316227766016838i 
    -0.316227766016838 + 0.948683298050514i 
    -0.316227766016838 - 0.316227766016838i 
    -0.316227766016838 - 0.948683298050514i 
    -0.948683298050514 + 0.316227766016838i 
    -0.948683298050514 + 0.948683298050514i 
    -0.948683298050514 - 0.316227766016838i 
    -0.948683298050514 - 0.948683298050514i] 
  
bit_diff_map = [     0     1     2     1     2     3     2     1 ] 
  
N = linspace (1e4,3e5, 20); % number of bits or symbols 
m=4 
EsN0_lower = 0; 
EsN0_upper = 40; 
num_EsN0_points = 20; 
num_points_per_iter = 4; 
num_iter=ceil (N/num_points_per_iter/m); 
  
constellation_map = qam16_map; 
        c_factor = sqrt(10); 
        angle = 0.5*atan(0.5); 
  
  
% initialise variables 
EsN0_dB = linspace(EsN0_lower,EsN0_upper,num_EsN0_points) ; % multiple 
Eb/N0 values 
num_bit_errors = zeros(1, num_EsN0_points); 
num_sym_errors = zeros(1, num_EsN0_points); 
  
tic 
for j_iter = 1:num_EsN0_points 
for i_iter= 1:num_iter(j_iter) 
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        % Transmitter 
        symbol_orig = randi([0 15],4,1) ; 
        s = constellation_map(symbol_orig+1); 
                 
        n = 1/sqrt(2)*(randn(4*2,1) + 1i*randn(4*2,1)); % white 
gaussian noise, 0dB variance  
         
        h11 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h12 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h13 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h14 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h21 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h22 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h23 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
        h24 = 1/sqrt(2)*(randn(1,1) + 1i*randn(1,1)); % Rayleigh 
channel 
         
        % instantaneous noise factior 
        iNoiseFactor = 2*sqrt(2)*10^(-EsN0_dB(j_iter)/20); 
  
        % Channel for H1 
        H = [             h11  h12  h13  h14 
            -conj(h12)  conj(h11) -conj(h14)  conj(h13) 
        h21  h22  h23  h24 
            -conj(h22)  conj(h21) -conj(h24)  conj(h23)]; 
      
%          % Channel for H2 
%          H = [             h11  h12  h14  h13 
%             conj(h12)  -conj(h11) conj(h13)  -conj(h14) 
%             h21  h22  h24  h23 
%             conj(h22)  -conj(h21) conj(h23)  -conj(h24)]; 
%          
%           % Channel for H3          
%           H = [             h11  h13  h12  h14 
%               conj(h13)  -conj(h11) conj(h14)  -conj(h12) 
%               h21  h23  h22  h24 
%               conj(h23)  -conj(h21) conj(h24)  -conj(h22)]; 
%          
%            % Channel for H4 
%            H = [             h11  h14  h12  h13 
%               conj(h13)  -conj(h11) conj(h12)  -conj(h14) 
%               h21  h24  h22  h23 
%               conj(h23)  -conj(h21) conj(h22)  -conj(h24)]; 
  
            
           y = H*s + iNoiseFactor*n(1:num_points_per_iter); 
         



 83

        min_dist=1e3; 
        for s1 = 0:15 
            for s2 = 0:15 
                for s3 = 0:15 
                    for s4 = 0:15 
                        s_iter=[s1 s2 s3 s4]'; 
                        s_iterate= constellation_map(s_iter+1); 
                        dist = sum(abs(y - H*s_iterate).^2); 
                        if dist<min_dist 
                            min_dist=dist; 
                            current_best_shat = s_iter; 
                        end 
                    end 
                end 
            end 
        end 
        % count bit errors 
        dummy = (constellation_map(symbol_orig+1)-
constellation_map(current_best_shat+1)) * c_factor/2; 
        num_bit_errors(j_iter) = num_bit_errors(j_iter) + 
sum(bit_diff_map(round(abs(real(dummy)))+1)) + 
sum(bit_diff_map(round(abs(imag(dummy)))+1)); 
         
   
end 
end 
N = num_iter * num_points_per_iter; 
  
simBer = num_bit_errors./N/m; % simulated ber 
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APPENDIX E 
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