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Abstract
In this paper we prove that all bent functions in the Kerdock code, except for the
coset of the symmetric quadratic bent function, are bent–negabent. In this direction,
we characterize the set of quadratic bent–negabent functions and show some results
connecting quadratic bent–negabent functions and the Kerdock code. Further, we note
that there are bent–negabent preserving nonsingular transformations outside the well
known class of orthogonal ones that might provide additional functions in the bent–
negabent set. This is the first time we could identify non-orthogonal (nonsingular)
linear transformations that preserve bent–negabent property for a special subset.

Keywords Boolean function · Bent function · Negabent function · Kerdock code

1 Introduction

In 1976, Rothaus [13] introduced the class of bent functions, having the maximum
possible distance from the affine functions. Bent functions exist only in even number of
variables and the degree of an n-variable bent functions is at most n2 (for n > 2). A bent
function of degree 2 is called a quadratic bent function [3,5,17]. A Boolean function
is said to be negabent if its nega–Hadamard spectrum (defined as in Sect. 1.1) is
flat [10,12,14,15]. The problem of constructing Boolean functions which are bent and
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negabent at the same timewas initiated by Riera and Parker [12], and later investigated
in [10,14–16,18]. Parker and Pott [10] proposed to determine the number of quadratic
bent–negabent functions with n variables. This was consequently resolved by Pott
et al. [11], using the necessary and sufficient description of quadratic bent–negabent
Boolean functions, shown by Parker and Pott [10].

In 1972, Kerdock [6] constructed a new class of nonlinear binary codes, which is a
supercode ofRM(1,m) and is a subcode ofRM(2,m), called the Kerdock code (in
his honor), where RM(r ,m) is the set of m-variable Boolean functions of degree at
most r (Reed–Muller code of order r ). For more details we refer to [2,7–9]. Now, one
can raise the following questions related to the quadratic bent–negabent functions:

• Is there any relation between quadratic bent–negabent functions and the Kerdock
code?

• Can we construct all quadratic bent–negabent functions from the Kerdock code?

In this paper, we get positive results on the above two problems. We first prove that all
the bent functions in Kerdock code, except for the coset of the symmetric quadratic
bent function, are bent–negabent, and then derive a method so that one can construct
all the quadratic bent–negabent functions from the Kerdock code. The construction
method of all m-variable quadratic bent–negabent functions from the Kerdock code
can be summarized as below:

• We first construct the Kerdock code Km as in (3).
• We identify 2m−1 − 2 quadratic homogeneous bent–negabent functions
{ fi }1≤i≤2m−1−2 in Km .

• From each quadratic homogeneous bent–negabent function fi , 1 ≤ i ≤ 2m−1−2,
we construct the setAS [defined in (4) for all ∅ ̸= S ⊂ [1,m − 1]] by applying a
special class of bent–negabent preserving linear transformations, as inTheorem13.

• We add all 2m+1 affine functions to each f ∈ AS, ∅ ̸= S ⊂ [1,m − 1]: the
collection of all these functions is the set of all quadratic bent–negabent functions
in m variables.

The paper is organized as follows. In Sect. 1.1, some basic definitions and known
results are described. In Sect. 2, we find the connection between quadratic bent–
negabent functions and the Kerdock code. For each Kerdock codeword (affine free),
except the symmetric quadratic bent function, we construct disjoint sets of quadratic
bent–negabent functions (affine free), and we prove that the union of these sets is
equal to the set of quadratic bent–negabent functions (affine free). In Sect. 3 we find
that there are bent–negabent preserving nonsingular transformations outside the well
known orthogonal transformations class.

1.1 Preliminaries

Let F2, F2m and Fm
2 = {x = (x1, x2, . . . , xm) : xi ∈ F2, 1 ≤ i ≤ m} be the

prime field of characteristic 2, the extension field of degree m over F2 and the vector
space of dimension m over F2, respectively. Let ⊕ denote the addition over F2. For
x = (x1, . . . , xm),y = (y1, . . . , ym) ∈ Fm

2 , we define the vector space addition
as x ⊕ y = (x1 ⊕ y1, x2 ⊕ y2, . . . , xm ⊕ ym) and the inner product as x · y =

123

Author's personal copy



The connection between quadratic bent–negabent functions…

x1y1 ⊕ x2y2 ⊕ · · · ⊕ xm ym . The complement of an element a ∈ Fm
2 is a ⊕ 1. If

B = {b1, b2, . . . , bm} is a basis of F2m over F2, then any x ∈ F2m can be written
as x = x1b1 ⊕ x2b2 ⊕ · · · ⊕ xmbm, where xi ∈ F2, i = 1, 2, . . . ,m. The vector
(x1, x2, . . . , xm) is said to be the coordinates (or components) of x ∈ F2m , with
respect to the basis B. The cardinality of a set S is denoted by |S|. Any function
f : Fm

2 → F2 (or, equivalently, f : F2m → F2) is said to be a Boolean function in m
variables, whose set will be denoted by Bm . Any function f ∈ Bm can be uniquely
represented as a multivariate polynomial, called the algebraic normal form (ANF) of
f , that is,

f (x1, x2, . . . , xm) =
⊕

u=(u1,...,um )∈Fm2

µu

(
m∏

i=1

xuii

)

, µu ∈ F2, x1, . . . , xm ∈ F2.

(1)

The Hamming weight of x ∈ Fm
2 , wt(x), is defined as wt(x) = ∑m

i=1 xi , where the
sum is over the ring of integers,Z. The algebraic degree of f ∈ Bm , deg( f ), is defined
as deg( f ) = maxu∈Fm2 {wt(u) : µu ̸= 0}. A Boolean function f defined as in (1) is
said to be homogeneous of degree r ifµu = 0 for all u ∈ Fm

2 such thatwt(u) ̸= r (and,
of course, there exists u ofwt(u) = r withµu ̸= 0).We also identify Fm

2 with F2m and
take the inner product x · y = Trm1 (xy), where Tr

m
1 (x) = x ⊕ x2 ⊕ x2

2 ⊕ · · ·⊕ x2
m−1

,
for all x ∈ F2m , is the absolute trace on F2m .

The Walsh–Hadamard transform of f ∈ Bm at u ∈ Fm
2 , denoted by W f (u), is

defined by

W f (u) =
∑

x∈Fm2

(−1) f (x)⊕u·x.

The multiset [W f (u) : u ∈ Fm
2 ] is the Walsh–Hadamard spectrum of f . A function

f ∈ Bm (where m is an even positive integer) is bent if and only if W f (u) = ± 2
m
2 ,

for all u ∈ Fm
2 . The nega–Hadamard transform of f ∈ Fm

2 at u ∈ Fm
2 , denoted by

N f (u), is defined by

N f (u) = 2−m
2

∑

x∈Fm2

(−1) f (x)⊕u·xıwt(x),

where ı2 = −1. Themultiset [N f (u) : u ∈ Fm
2 ] is the nega–Hadamard spectrum of f .

An m-variable Boolean function f is negabent if the absolute value |N f (u)| = 1, for
all u ∈ Fm

2 . For an even number of variables, a bent function f ∈ Bm is called
bent–negabent if f is also negabent.

A Boolean function f ∈ Bm is called symmetric if f (x) = f (y), for all x,y ∈ Fm
2

with wt(x) = wt(y) (invariant under any permutation of the input variables). Let s2
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be the elementary quadratic symmetric Boolean function in m variables, defined as

s2(x) =
⊕

1≤i< j≤m

xi x j . (2)

Parker and Pott [10, Theorem 12] proved that adding s2 to a bent (negabent) function
transforms it to a negabent (bent) function.

Lemma 1 [10, Theorem 12] Let m be an even integer. An m-variable Boolean function
f is bent (negabent) if and only if f ⊕ s2 is negabent (bent).

Thus, an even variable Boolean function f is bent–negabent if and only if both f
and f ⊕ s2 are bent. Further, f ∈ Bm is bent–negabent if and only if f ⊕ s2 is bent–
negabent. Let GL(m,F2) be the group of all binary nonsingular matrices of order m
and SL(m,F2) be the group of all binary orthogonal matrices of order m.

Definition 2 A linear transformation A ∈ GL(m,F2) is said to be weight invariant if
wt(x) = wt(xA), for all x ∈ Fm

2 .

Schmidt et al. [14, Theorem 2] identified a subgroup of the bent preserving transfor-
mations which also preserves the negabent property.

Theorem 3 [14, Theorem 2] Let m be an even integer and f , g ∈ Bm such that
g(x) = f (xA ⊕ a) ⊕ b · x⊕ ε, for all x ∈ Fm

2 where A ∈ SL(m,F2), a,b ∈ Fm
2 and

ε ∈ F2. Then, if f is bent–negabent, g is also bent–negabent.

Let f ∈ Bm be a quadratic bent function. By Dickson’s theorem [8, Chapter 15, Thm.
4], there exists A ∈ GL(m,F2), a,b ∈ Fm

2 and ε ∈ F2 such that f (xA⊕a)⊕b·x⊕ε =
s2(x), for all x ∈ Fm

2 .

2 The Kerdock code and quadratic bent–negabent functions

Letm ≥ 4 be an even integer and ℓ = m−1 = 2t+1. TheKerdock code of length 2m ,
denoted by Km , is the union of certain cosets ofRM(1,m) inRM(2,m), described
below. Let f ∈ Bm on F2ℓ × F2 be defined as

f (x, xm) = Trℓ1

⎛

⎝
t⊕

j=1

x2
j+1

⎞

⎠⊕ xmTrℓ1(x),

for all (x, xm) ∈ F2ℓ × F2. Let

fu(x, xm) := f (ux, xm) = Trℓ1

⎛

⎝
t⊕

j=1

(ux)2
j+1

⎞

⎠⊕ xmTrℓ1(ux), u ∈ F2ℓ . (3)

The Kerdock code Km is defined as the union of the cosets fu ⊕ RM(1,m), where
u varies over F2ℓ . We know [2, Subsection 8.6.10] that the sum of any two distinct
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functions fu and fv is bent. Note that for u = 1, f1(x, xm) = f (x, xm) is the m-
variable quadratic symmetric function s2, defined as in (2).

Lemma 4 Let fu and fv be defined as in (3). Then fu ⊕ fv does not belong to the
Kerdock code Km unless uv(u ⊕ v) = 0 (that is, u = v, or u = 0, or v = 0).

Proof Let u, v ∈ F2ℓ , and fu and fv be defined as in (3). Then

( fu ⊕ fv)(x, xm) = fu(x, xm) ⊕ fv(x, xm)

= Trℓ1

⎛

⎝
t⊕

j=1

(
u2

j+1 ⊕ v2
j+1

)
x2

j+1

⎞

⎠⊕ xmTrℓ1 ((u ⊕ v)x)

= Trℓ1

⎛

⎝
t⊕

j=1

((u ⊕ v)x)2
j+1

⎞

⎠⊕ xmTrℓ1 ((u ⊕ v)x)

⊕ Trℓ1

⎛

⎝
t∑

j=1

(
uv2

j ⊕ u2
j
v
)
x2

j+1

⎞

⎠

= fu⊕v(x, xm) ⊕ Trℓ1

⎛

⎝
t⊕

j=1

(uv2
j ⊕ u2

j
v)x2

j+1

⎞

⎠,

which belongs to Km if and only if Trℓ1
(⊕t

j=1

(
uv2

j ⊕ u2
j
v
)
x2

j+1
)
= 0, for all

x ∈ F2ℓ . Since 3 · 2i ̸≡ 2 j + 1 (mod 2ℓ − 1), where 0 ≤ i ≤ ℓ − 1 and 2 ≤ j ≤ t ,
the coefficient of x3 is equal to 0, that is, u2v ⊕ u2v = 0, or equivalently, u = v, or
u = 0, or v = 0. ⊓-
Theorem 5 Let m ≥ 4 be an even positive integer and ℓ = m − 1. Then, for all
u ∈ F2ℓ\{0, 1}, the functions fu defined as in (3) are bent–negabent.

Proof We know that a function f ∈ Bm is bent–negabent if and only if both f and
f ⊕ s2 are bent. It is clear that f0 = 0 and f1 = s2, which are not bent–negabent. Let
u ∈ F2ℓ\{0, 1}. Then from [2, Subsection 8.6.10], we get fu ⊕ s2 is bent, and so, fu
is bent–negabent. ⊓-

We know that bent–negabent functions are invariant under addition of affine func-
tions. So, the functions in Km corresponding to u = 0 and 1, whose set isRM(1,m)

and s2 ⊕ RM(1,m), are not bent–negabent, and the functions in Km of the form
fu ⊕ RM(1,m), u ∈ F2ℓ\{0, 1}, are bent–negabent. Thus, Km contains 2m+1 affine
functions, 2m+1 quadratic bent functions which are not negabent and 22m − 2m+2

quadratic bent–negabent functions. Let us denote the set

K̄m = Km ⊕ s2 = { f ∈ Bm : f = g ⊕ s2 where g ∈ Km}.

Then K̄m is also a Kerdock code, called the s2-complement of Km . Note that Km ∩
K̄m = RM(1,m) ∪ (s2 ⊕ RM(1,m)). Thus, the lower bound of the number of
quadratic bent–negabent functions in m ≥ 4 (even) variables is 22m+1 − 2m+3.
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Example 6 Letm = 4. The total number of 4-variable quadratic bent functions, respec-
tively, quadratic bent–negabent functions is 896, respectively, 384 = 22·4+1 − 24+3.
The Kerdock code on 4 variables is K4 = {RM(1, 4), s2 ⊕ RM(1, 4), f1 ⊕
RM(1, 4), . . . , f6 ⊕ RM(1, 4)}, where

f1(x) = x1x4 ⊕ x2x3 ⊕ x3x4, f2(x) = x1x2 ⊕ x1x3 ⊕ x3x4,

f3(x) = x1x2 ⊕ x1x4 ⊕ x2x3, f4(x) = x1x3 ⊕ x2x3 ⊕ x2x4,

f5(x) = x1x3 ⊕ x1x4 ⊕ x2x4, f6(x) = x1x2 ⊕ x2x4 ⊕ x3x4,

s2(x) = x1x2 ⊕ x1x3 ⊕ x1x4 ⊕ x2x3 ⊕ x2x4 ⊕ x3x4,

for all x ∈ F4
2. The s2-complement of K4 is K4 = {RM(1, 4), s2 ⊕RM(1, 4), h1 ⊕

RM(1, 4), . . . , h6 ⊕ RM(1, 4)}, where hi (x) = fi (x) ⊕ s2(x), 1 ≤ i ≤ 6, for all
x ∈ F4

2.

Theorem 7 Let f , g ∈ Km be any two quadratic bent–negabent functions and A ∈
GL(m,F2), a,b ∈ Fm

2 and ε ∈ F2 such that g(xA ⊕ a) ⊕ b · x⊕ ε = s2(x), for all
x ∈ Fm

2 . Then f (xA ⊕ a) is bent–negabent.

Proof It is clear that f (xA⊕a) is a bent function, for all A ∈ GL(m,F2) and a ∈ Fm
2 .

Now, we show that f (xA ⊕ a) is negabent, that is, f (xA ⊕ a) ⊕ s2(x) is bent. For
A ∈ GL(m,F2), a,b ∈ Fm

2 , ε ∈ F2, since f , g ∈ Km are quadratic bent–negabent
functions, then,

f (x) ⊕ g(x) is bent, ⇔ f (xA ⊕ a) ⊕ g(xA ⊕ a) is bent,
⇔ f (xA ⊕ a) ⊕ g(xA ⊕ a) ⊕ b · x⊕ ε is bent,

⇔ f (xA ⊕ a) ⊕ s2(x) is a bent function,

and so, we get the result. ⊓-
Remark 8 From Theorem 7, it is clear that for any quadratic bent–negabent function
f ∈ Km , f (xA ⊕ a) is bent–negabent where a ∈ Fm

2 and A ∈ GL(m,F2), such that
there exists a quadratic bent–negabent function g ∈ Km , g ̸= f , with g(xA ⊕ a) ⊕
b · x⊕ ε = s2(x), for all x ∈ Fm

2 and for some b ∈ Fm
2 , ε ∈ F2. Conversely, if for a

bent–negabent function g in Km , there exist A ∈ GL(m,F2), a,b ∈ Fm
2 and ε ∈ F2

such that g(xA ⊕ a) ⊕ b · x ⊕ ε = s2(x), for all x ∈ Fm
2 , then A is preserving the

bent–negabent property for all bent–negabent functions in Km .

Next, we are going to identify the quadratic bent–negabent functions which do not
belong toKm ∪Km . In the rest of the paper we mainly work on the quadratic homoge-
nous bent–negabent functions, i.e., affine free quadratic bent–negabent functions aswe
know that the bent–negabent property is invariant under addition of affine functions.

Amatrix is said to be alternating if it is skew-symmetric. So for alternatingmatrices,
the entries on the principal diagonal are all zero. Let M f = (mi j )m×m be a binary
alternating matrix corresponding to an m-variable homogeneous quadratic Boolean
function

f (x) =
⊕

1≤i< j≤m

ci j xi x j ,
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where mi j = m ji = ci j , if i < j , and mii = 0 for all i = 1, 2, . . . ,m.
It is known [8, Chapter 15] that a quadratic function f ∈ Bm is bent if and only if the

binary alternating matrix M f corresponding to the quadratic part of f is nonsingular,
and Riera and Parker [12] proved that a quadratic function f ∈ Bm is negabent if and
only if M f ⊕ Im is nonsingular, where Im is an identity matrix of order m. Parker
and Pott [10] later derived a necessary and sufficient condition on the matrix M f for
which f is bent–negabent, showing that f is bent–negabent if and only if M f and
M f ⊕ Im ⊕ Jm both are nonsingular, where Jm is them×m matrix all of whose entries
are 1 (M f is the alternatingmatrix corresponding to a homogeneous quadratic function
f ∈ Bm). We see that the condition in Parker and Pott’s result simply says that the
eigenvalues of M f are ̸= 0, and the eigenvalues of M f (each entry is complemented)
must be ̸= −1 (we can also certainly express that same condition in terms of the strong
regularity of the Cayley graphs associated to f and f ⊕ s2).

Example 9 Let m = 4, and M f and Mg be two alternating matrices corresponding to
f (x) = x1x2 ⊕ x3x4 and g(x) = x1x2 ⊕ x2x3 ⊕ x1x4, respectively. Here, M f and Mg
both are nonsingular, but M f ⊕ I4 ⊕ J4 is singular and Mg ⊕ I4 ⊕ J4 is nonsingular.
Thus, g is bent–negabent, while f is bent but not negabent.

The number of homogeneous quadratic bent–negabent functions in m variables is
the same as the number of binary alternating matrices M of order m such that M and
M⊕ Im ⊕ Jm (or M⊕ Im) are both nonsingular. The total number of alternating binary
matrices M of order m such that M and M ⊕ Im ⊕ Jm (or M ⊕ Im) are nonsingular
was calculated in [11], thus solving the open problem proposed by Parker and Pott
[10, Problem 2]. In [11], Pott et al. first counts the matrices M1 and M2 of orderm×m
with rank r and s, respectively, such that M1 ⊕ M2 has rank k, where 0 ≤ r , s, k ≤ m,
and then derived the number of quadratic homogenous bent–negabent functions in
m-variables in [11, Corollary 3].

Below, we will identify (construct) all the quadratic bent–negabent functions which
do not belong to Kerdock code, and observe that the problem is related to the homo-
geneous bent–negabent codewords in the Kerdock code and the number of some
nonsingular transformations satisfying some technical conditions (we will be more
precise below).

Let m be an even positive integer. Any homogeneous quadratic Boolean functions
f ∈ Bm can be written as

f (x1, x2, . . . , xm) =
⊕

1≤i< j≤m

ci j xi x j = xm

(
m−1⊕

i=1

cimxi

)

⊕

⎛

⎝
⊕

1≤i< j≤m−1

ci j xi x j

⎞

⎠,

for all x ∈ Fm
2 where ci j ∈ F2, 1 ≤ i < j ≤ m, and

⊕m−1
i=1 cimxi and⊕

1≤i< j≤m−1 ci j xi x j are linear and homogeneous quadratic function in m − 1 vari-
ables x1, x2, . . . , xm−1, respectively. Let us assume that f is bent–negabent and
set ci := cim ∈ F2, for all 1 ≤ i ≤ m − 1. Then (c1, c2, . . . , cm−1) /∈
{(0, 0, . . . , 0), (1, 1, . . . , 1)}.
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For easy writing, we denote [1,m−1] := {1, 2, . . . ,m−1}. For any proper subset
∅ ̸= S ⊂ [1,m − 1], we let

AS := xm

(
⊕

i∈S
xi

)

⊕ BS, (4)

where BS is the collection of all quadratic homogenous functions in the variables
x1, x2, . . . , xm−1, such that all functions in AS are bent–negabent. It is clear that
BS ̸= ∅, for all ∅ ̸= S ⊂ [1,m − 1], as each AS contains exactly one homogeneous
quadratic bent–negabent codeword in the Kerdock code Km . Also if S, T are two
nonempty proper distinct subsets of [1,m − 1] , then AS

⋂
AT = ∅.

Let QBN (m) be the set of all homogeneous quadratic bent–negabent functions in
m variables. Then

QBN (m) =
⋃

S⊂[1,m−1],S ̸=∅
AS,

where AS is defined as in (4). For example, let m = 4, and so,

A{1} = x4x1 ⊕ {x1x2 ⊕ x2x3, x1x3 ⊕ x2x3},
A{2} = x4x2 ⊕ {x1x3 ⊕ x2x3, x1x2 ⊕ x1x3},
A{3} = x4x3 ⊕ {x1x2 ⊕ x1x3, x1x2 ⊕ x2x3},

A{1,2} = x4(x1 ⊕ x2) ⊕ {x1x3, x2x3},
A{1,3} = x4(x1 ⊕ x3) ⊕ {x2x3, x1x2},
A{2,3} = x4(x2 ⊕ x3) ⊕ {x1x2, x1x3}.

Here, the cardinality of each set is 2 (= 12/6). Also, for m = 6, computationally, we
checked that the cardinality ofAS is equal to 192 (= 5760/30)where ∅ ̸= S ⊂ [1, 5].

We will generalize the next lemma later on, but we believe providing the proof of
this particular case gives better understanding of our constructive technique.

Lemma 10 Let S1 and S2 be two nonempty proper subsets of [1,m − 1] with |S1| =
|S2| = r , 1 ≤ r ≤ m − 2. Then |AS1 | = |AS2 |, where AS j are defined as in (4),
j = 1, 2.

Proof Let S1 = {i1, i2, . . . , ir }, S2 = { j1, j2, . . . , jr } ⊂ [1,m − 1], with 1 ≤ r ≤
m − 2 and f ∈ AS1 . Then f can be written as

f (x) ∈ xm(xi1 ⊕ xi2 ⊕ . . . ⊕ xir ) ⊕ BS1 ,

for all x ∈ Fm
2 andBS1 is defined as in (4). Let A ∈ SL(m,F2) be an orthogonal matrix

that maps xit = x jt , for all t = 1, 2, . . . , r , and so, f (xA) ∈ AS2 . Again, it is clear
that if f , g ∈ AS1 with f ̸= g then f (xA) ̸= g(xA), otherwise f (xA) = g(xA),
implying f = g, which is a contradiction. We apply the same linear transformation
A over AS1 , and we get the set AS2 . ⊓-
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Remark 11 Let S = {i1, i2, . . . , ir } ⊂ [1,m − 1] with 1 ≤ r ≤ m − 2 and f ∈ AS .
Since f is bent–negabent, then f ⊕ s2 is also bent–negabent and

f (x) ⊕ s2(x) ∈ xm

⎛

⎝
⊕

i∈[1,m−1]\S
xi

⎞

⎠⊕ B[1,m−1]\S,

that is, f ⊕ s2 ∈ A[1,m−1]\S . Consequently, if S is a proper nonempty subset of
[1,m − 1], then the cardinalities of AS and A[1,m−1]\S are equal.

Thus, for an even m, if we know all the elements of A{1},A{1,2}, . . . ,A{1,2,...,m2 −1},
then using Lemma 10 and Remark 11 we can construct all homogeneous quadratic
bent–negabent functions in m variables.

Proposition 12 If m ≥ 4, then

|QBN (m)| = 2

m
2 −1∑

j=1

(
m − 1

j

) ∣∣A{1,2,..., j}
∣∣ .

For example letm = 4, |QBN (4)| = 2× 3|A{1}| = 12, and for m = 6, |QBN (6)| =
2(5|A{1}| + 10|A{1,2}|) = 5760.

Now, we construct all functions in AS from the known Kerdock codewords that
belong to this set. Let ∅ ̸= S ⊂ [1,m − 1] and define a set of nonsingular binary
matrices NS in the following way: A ∈ NS if and only if A ∈ GL(m,F2) and the
quadratic term involving xm in f (xA) is xm

(⊕
i∈S xi

)
, where f ∈ Km

⋂
AS . Let

m be an even positive integer and A{i}, 1 ≤ i ≤ m − 1, be the set of homogeneous
quadratic bent–negabent functions defined as in (4). Thus, if f ∈ A{i}, also belongs
to the Kerdock code Km , then f (x) ∈ xmxi ⊕ B{i}, for all x ∈ Fm

2 . For A ∈ N{i}, if
the quadratic part of f (xA), say g(x), is bent–negabent, then g ∈ A{i}. Therefore,

A{i} = {g ∈ Bm : g(x) is the bent–negabent quadratic part of f (xA),
A ∈ N{i},x ∈ Fm

2 }.

For example, for m = 4 and S = {1}, the corresponding Kerdock codeword is
f (x) = x4x1 ⊕ x1x2 ⊕ x2x3, x ∈ F4

2. We apply all nonsingular transformations A on
f such that x1 and x4 are fixed and f (xA) is bent–negabent. Then f (xA) belongs to
A{1}. We get two functions inA{1} by applying two orthogonal transformations on f :
one is the identity transformation I4 and the other one is

⎡

⎢⎢⎣

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

⎤

⎥⎥⎦ .

In the next theorem, we generalize this concept for any proper nonempty subset S ⊂
[1,m − 1].

123

Author's personal copy
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Theorem 13 Let m be an even positive integer and f ∈ Km ∩AS whereAS is defined
as in (4), S = {i1, i2, . . . , ir } ⊂ [1,m − 1] with 1 ≤ r ≤ m − 2. Then

AS = {g ∈ Bm : g(x) is the bent–negabent quadratic part of f (xA),
A ∈ NS,x ∈ Fm

2 }.

Thus, the cardinality ofAS , ∅ ̸= S ⊂ [1,m − 1] is the same as the minimum number
of distinct nonsingular linear transformations A ∈ NS such that the quadratic part of
f (xA) is bent–negabent and distinct for different A’s, that is, if A, B ∈ NS are any
two such nonsingular linear transformations, then the quadratic part of f (xA) and
f (xB) are distinct bent–negabent functions, where f ∈ Km ∩ AS .
Next, we are going to find the cardinalities of AS and AT , when S and T are

nonempty proper subsets of [1,m − 1] such that 1 ≤ |S| ̸= |T | ≤ m
2 − 1. Let S be

a proper subset of [1,m − 1] and the set BMS be defined in the following way: all
M ∈ BMS are alternating binary nonsingular matrices of orderm with diagonal zero,

where the mth column of M ∈ BMS is xim =
{
1, if i ∈ S;
0, if i ∈ [1,m − 1]\S.

Theorem 14 LetAS andAT be defined as in (4), where S and T are nonempty proper
subsets of [1,m − 1] such that 1 ≤ |S| ̸= |T | ≤ m

2 − 1. Then |AS| = |AT |.
Proof If f ∈ AS (orAT ), the corresponding alternating binarymatrixM f ∈ BMS (or
BMT ) as well as M f ⊕ Im are also nonsingular (see [12]). Suppose P is a nonsingular
matrix constructed by elementary row operations such that it maps xsm to xtm . Define
a mapping φ : BMS −→ BMT such that φ(M) = PMPT , for all M ∈ BMS . It
is clear that φ is well defined, det(PMPT ) ̸= 0 and bijective, so |BMS| = |BMT |.
Then it is sufficient to prove that P(M f ⊕ Im)PT = PM f PT ⊕ Im is also nonsingular.
The eigenvalues of M f ⊕ Im and PM f PT ⊕ Im are equal, since

det(PM f PT ⊕ Im − x Im) = det(P(M f ⊕ Im − x Im)PT )

= det(M f ⊕ Im − x Im),

and the theorem is shown. ⊓-
From Proposition 12 and Theorem 14, we get the next corollary, which shows that the
total number of quadratic bent–negabent functions is a multiple of |A{1}|, whereA{1}
was constructed by using the Kerdock code Km [see Eq. (4)].

Corollary 15 The number of quadratic homogeneous bent–negabent functions in m
variables is equal to (2m−1 − 2)

∣∣A{1}
∣∣, where A{1} is defined as in (4).

Proof By Proposition 12 , |QBN (m)| = 2
∑m

2 −1
j=1

(m−1
j

) ∣∣A{1,2,..., j}
∣∣, and since∣∣A{1,2,..., j}

∣∣ =
∣∣A{1,2,...,i}

∣∣, for all i, j , by Theorem 14, then
∣∣A{1,2,..., j}

∣∣ = A{1},

which implies the corollary, using the identity
∑m

2 −1
j=1

(m−1
j

)
= 2m−2 − 1. ⊓-

The cardinality of the bent–negabent property preserving subset ofN{1} does not give
us the cardinality of A{1}, as it may possible be the case that two distinct elements of
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N{1} give us bent–negabent functions with the same quadratic part. For example, let
m = 4 and f ∈ K4

⋂
A{1} of the form f (x) = x1x4 ⊕ x1x2 ⊕ x2x3. Suppose

A =

⎡

⎢⎢⎣

1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1

⎤

⎥⎥⎦ .

Then f (xA) = x1x4 ⊕ x1x2 ⊕ x2x3 ⊕ x2, so the quadratic parts of f (xI4) and f (xA)
are the same.

Let r and j be any real number and nonnegative integer, respectively. The 22-
binomial coefficient is defined as

[ r
j
]
=

j∏

i=1

22r−2i+2 − 1
22i − 1

(5)

with
[ r
0
]
= 1. Formore details on these coefficients,we refer to [1,4]. In [11,Corollary

3], Pott et al. proved (non-constructively) that the number of all homogeneous quadratic
bent–negabent functions in m = 2n variables is equal to

|QBN (2n)| = 1
2n

( n−1∑

j=0

(−1) j2 j( j−1) [ n
j
] n− j∏

r=1

(22r−1 − 1)2 + (−1)n2n(n−1)
)
.

From [11, Corollary 3] and Corollary 15, we derive the cardinality ofA{1} (or equiva-
lentlyAS for any nonempty proper subset S of [1,m − 1]), and we get the next result.

Corollary 16 The cardinality of A{1} is

1
2n(2m−1 − 2)

( n−1∑

j=0

(−1) j2 j( j−1) [ n
j
] n− j∏

r=1

(22r−1 − 1)2 + (−1)n2n(n−1)
)
,

where
[ n
j
]
is defined as in (5).

3 Bent–negabent preserving transformations

From [14, Theorem 2] we know that the bent–negabent property of a Boolean function
f ∈ Bm is invariant under the action of the orthogonal group SL(m,F2). Here, we
extend this invariant space. Let AT be the transpose of a matrix A.

Lemma 17 A linear transformation A ∈ GL(m,F2) is weight invariant if and only if
A ∈ SL(m,F2).
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Proof We know that wt(x) = xImxT , for all x ∈ Fm
2 where Im is an identity matrix

of order m. Let A ∈ SL(m,F2). Then wt(xA) = (xA)Im(xA)T = x(AAT )xT =
xImxT = wt(x), for all x ∈ Fm

2 . Suppose A ∈ GL(m,F2) such thatwt(x) = wt(xA),
for all x ∈ Fm

2 . Then

xImxT = (xA)Im(xA)T ⇔ xImxT = x(AAT )xT ⇔ x(Im ⊕ AAT )xT = 0,

which holds for all x ∈ Fm
2 only when Im = AAT , that is, A ∈ SL(m,F2). ⊓-

Note that if A ∈ SL(m,F2) isweight invariant then A−1 = AT is alsoweight invariant.

Proposition 18 Let λ ≥ 1 be an arbitrary positive integer and NLT inv(m,F2, λ) be
the set of all nonsingular linear transformation of GL(m,F2) defined by

NLT inv(m,F2, λ) = {A ∈ GL(m,F2) : wt(x)
≡ wt(xA) (mod 4λ), for all x ∈ Fm

2 }.

Then NLT inv(m,F2, λ) forms a subgroup of GL(m,F2).

Proof For all λ ≥ 1, it is clear that SL(m,F2) ⊆ NLT inv(m,F2, λ), so
NLT inv(m,F2, λ) ̸= ∅. To show that NLT inv(m,F2, λ) forms a subgroup of
GL(m,F2) it is enough to show closure under multiplication, as well as under taking
inverses. If A, B ∈ NLT inv(m,F2, λ), then, for all x, wt(x) ≡ wt(xA) ≡ wt(xAB)
(mod 4λ), and wt(xA−1) ≡ wt(xA−1A) = wt(x) (mod 4λ), hence the claim is
shown. ⊓-

We had mentioned that SL(m,F2) ⊆NLT inv(m,F2, λ), λ ≥ 1, but the converse is
not true in general, for m ≥ 6. For m = 4, SL(4,F2) = NLT inv(4,F2, 1).

Proposition 19 Let λ1 and λ2 be two positive integers such that λ1 | λ2. ThenNLT inv
(m,F2, λ2) ⊆NLT inv(m,F2, λ1).

Proof Let A ∈ NLT inv(m,F2, λ2). Then wt(x) ≡ wt(xA) (mod 4λ2), for all x ∈
Fm
2 , i.e., wt(x) − wt(xA) = 4λ2t , for all x ∈ Fm

2 and for some positive integer t , and
so wt(x) − wt(xA) ≡ 0 (mod 4λ1), for all x ∈ Fm

2 . ⊓-

From Proposition 19, it is clear that for any positive integer λ ≥ 1,NLT inv(m,F2, λ)

⊆NLT inv(m,F2, 1). In the next result, we prove that all the setsNLT inv(m,F2, λ),
defined as in Proposition 18, preserve the bent–negabent property.

Theorem 20 Let m, λ be positive integers, where m is even. Suppose f , g ∈ Bm such
that f is bent–negabent and g(x) = f (xA ⊕ a) ⊕ b · x ⊕ ε, for all x ∈ Fm

2 , where
A ∈ GL(m,F2), a,b ∈ Fm

2 and ε ∈ F2. If A ∈ NLT inv(m,F2, λ), then g is
bent–negabent.

Proof From [10, Lemma 2] and [15, Theorem 2], we know that g(x) = f (xA⊕ a)⊕
b · x⊕ ε is bent–negabent if and only if f (xA) is bent–negabent. Since f (xA) is bent
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for all A ∈ GL(m,F2), it is therefore sufficient to prove that f (xA) is negabent when
A ∈ NLT inv(m,F2, λ). Observe that if A ∈ NLT inv(m,F2, λ), then B = A−1 ∈
NLT inv(m,F2, λ). Further, ıwt(x) = ıwt(xB), for all x ∈ Fm

2 , and so,

2−m
2

∑

x∈Fm2

(−1) f (xA)⊕u·xıwt(x) = 2−m
2

∑

y∈Fm2

(−1) f (y)⊕u·yBıwt(yB)

= 2−m
2

∑

y∈Fm2

(−1) f (y)⊕uBT ·yıwt(y) = N f (uBT ),

therefore, f (xA) is bent–negabent. ⊓-

The converse of the claim in Theorem 20 is not true in general, and we provide
such counterexample for any positive integer m (even) and λ = 1. We can construct
a class of nonsingular and non-orthogonal linear transformations that preserve the
bent–negabent property for a special subset of quadratic bent–negabent functions, by
considering the partition of quadratic bent–negabent functions defined as in (4).

Theorem 21 For m ≥ 2 and 1 ≤ k ≤ m − 1 a positive integer, let f ∈ xkxm ⊕ B{k},
where B{k} is defined as in (4). Then there exist a matrix A ∈ GL(m,F2), non-
orthogonal, with A /∈ NLT inv(m,F2, 1), such that f (xA) is bent–negabent.
Furthermore, let A such a matrix, and B ∈ NLT inv(m,F2, 1). Then AB /∈
NLT inv(m,F2, 1) and f (xAB) is bent–negabent.

Proof Let f ∈ xkxm ⊕ B{k}, where B{k} is defined as in (4). Suppose A = (ai j )m×m ,
where akm = 1, aii = 1 for all i = 1, 2, . . . ,m, and ai j = 0, otherwise. It is clear that
A is nonsingular and also non-orthogonal since AAT ̸= Im . Further, for any x ∈ Fm

2 ,

xA = (x1, x2, . . . , xm−1, xm)A = (x1, x2, . . . , xm−1, xm ⊕ xk),

and so f (xA) = f (x) ⊕ xk for all x ∈ Fm
2 , which is a bent–negabent function. Let

ei ∈ Fm
2 such that i th position is 1 and the other positions are equal to 0, 1 ≤ i ≤ m.

Then ek A = ek ⊕ em , and so A /∈ NLT inv(m,F2, 1).
For the second claim, we use the fact that, by the first claim, f (y) (with

y = xA) is bent–negabent, and so, f (yB) is bent–negabent via the definition of
NLT inv(m,F2, 1). Also, AB /∈ NLT inv(m,F2, 1), since, NLT inv(m,F2, 1) is a
group by Proposition 18. ⊓-

As an example of Theorem 21, let m = 6 and f ∈ x2x6 ⊕ B{2} of the form
f (x1, x2, . . . , x6) = x2x6 ⊕ x1x3 ⊕ x1x4 ⊕ x1x5 ⊕ x2x3 ⊕ x3x4. Suppose

A =

⎡

⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0
0 1 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

⎤

⎥⎥⎥⎥⎥⎥⎦
.
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All possible bent-
negabent preserv-
ing nonsingular
linear transforma-
tions

SL(m,F2)

NLT inv(m,F2, 1)

Fig. 1 Bent–negabent preserving nonsingular linear transformations

Then A is nonsingular (as det(B) ̸= 0), non-orthogonal (as AAT ̸= I6), and
f ((x1, x2, . . . , x6)A) = x2x6 ⊕ x1x3 ⊕ x1x4 ⊕ x1x5 ⊕ x2x3 ⊕ x3x4 ⊕ x2, which
is a bent–negabent function, but, A /∈ NLT inv(6,F2, 1) as (0, 1, 0, 0, 0, 0)A =
(0, 1, 0, 0, 0, 1).

4 Conclusion

In this paper, we first show that all quadratic Kerdock codewords in Km , except the
coset of the symmetric quadratic bent function, are bent–negabent. Next, we construct
2m−1 − 2 disjoint sets of quadratic bent–negabent functions (homogeneous) for each
quadratic bent–negabent Kerdock codeword. We also show that the cardinalities of
each of these disjoint sets are the same and that their union is the set of all quadratic
bent–negabent functions (affine free) in m variables. Further, we find that there are
nonsingular transformations which are non-orthogonal transformations preserving the
bent–negabent property.
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