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a b s t r a c t

In the process industries, specialized equipment and production processes often necessitate the manufacture
of products in a pre-determined sequence to minimize changeover time and to simplify scheduling
complexity; these types of schedules are referred to as pure rotation schedules, or product wheels, where
the circumference of the wheel is the production cycle length. In these industries changeover times between
the production of individual products can consume considerable time as well as raw materials and it is
therefore often desirable to stabilize the production cycles in order to minimize unplanned changeovers as
well as quote accurate lead times to customers. Materials requirements planning (MRP) systems are often
used to plan and coordinate production and supply resources with demand in these environments. Central
to the effectiveness of the MRP system is the dependability of the lead time parameters. In this paper, we
introduce an optimization model to determine safety stock levels that minimize long run expected costs
where a stable, cyclic schedule is used. Our model may be used strategically to assess inventory investment
requirements as a function of capacity investment, product mix, production technology, demand volatility,
and customer service levels. It may be used tactically to optimize item-level planning parameters such as lot
size, safety stock and lead time in an MRP system and to support sales and operations planning (S&OP)
processes where knowing the future costs associated with current decisions is highly desirable.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction and motivation

In the process industries, specialized equipment and produc-
tion processes have significant, and often sequence dependent,
changeover times. The scheduling complexity of sequence depen-
dent changeovers is commonly addressed and simplified using
pure rotation schedules, or product wheels, in which products are
produced in a pre-determined sequence to minimize the total
changeover time. The circumference of the product wheel is the
production cycle length. Materials requirements planning (MRP)
systems are often used to plan and coordinate production and
supply resources with demand in these environments. Central to
the effectiveness of the MRP system is the dependability of the
manufacturing lead time parameters (Koh et al., 2002; Dogui and
Ould-Louly, 2002; Ould-Louly and Dogui, 2004; Mula et al., 2006).
In this paper, we present a novel production policy that constrains
each production cycle and an optimization model to determine
safety stock levels that minimize long run expected costs.

We conducted an exploratory analysis to understand the precise
nature of the production and inventory planning environment for a

range of process manufacturing firms. Our exploratory analysis
included site visits to 13 different process manufacturing firms
where we conducted in-depth interviews with managers, produc-
tion planners, inventory planners, and sales personnel to under-
stand the nature of their production equipment, how they planned
production and inventory, and the types of enterprise resource
planning (ERP) and production planning systems they were using.
What we discovered was that these firms were using systems that
assumed manufacturing lead times were fixed or constant however
the reality was that such lead times were anything but firm or
stable. Here, we refer to manufacturing lead time as the span of
time between beginning and completing a manufacturing order
that is ready for shipment. In some cases the firms were trying to
adopt lean manufacturing methods used in discrete manufacturing
environments to drive production and inventory planning (see Yoho
and Rappold, 2011 for a full discussion). What was clear was a gap
in both how the firms thought about the production planning and
inventory control problem as well as a lack of a method to plan
effectively once the details of the problem were understood.

Production and inventory planning in process industries pre-
sents unique challenges that differ from discrete manufacturing
environments. Because of the relative inflexibility of process
manufacturing scheduling environments, adhering to a single lead
time parameter in the MRP system can be a challenge. If produc-
tion cycle lengths and therefore manufacturing lead times vary
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significantly what single manufacturing lead time parameter
should be entered into the MRP system? Further, what lead time
should be quoted for new customer orders? How will the
available-to-promise (ATP) logic in these systems be affected?
What safety stock levels are required to achieve a target customer
service level?

Stable production cycles are highly desirable in process indus-
tries where setup times tend to be long and the production
process often requires a warm-up time before finished goods are
produced. With the motivation to stabilize manufacturing lead
times, we restrict ourselves to a production policy that constrains
the production cycle length between an upper and a lower limit.
Because the cycle length is constrained by an upper and a lower
limit there will be circumstances in which more inventory is
produced than necessary and others where there is not enough
capacity to meet the demand in the current period thereby
necessitating some amount of inter-cyclic safety stock to ensure
that neither inventory or backorders grow without bound. Deter-
mining the inventory levels that will act as a system “shock
absorber” (Holt et al., 1960) to satisfy uncertain demand so that
lead times can be stabilized is the motivation behind constraining
the production cycle length and determining an optimal target
inventory level which, to date, is an unsolved problem.

Inventory in this system is composed of both cycle stock and
safety stock. Cycle stock is due to the lot sizing that occurs within
each cycle to economize on the changeover time. Safety stock is
due to the demand uncertainty both within the current production
cycle (intra-cycle) and between successive production cycles (inter-
cycle) as shown in Fig. 1. That is, within the current production
cycle, lot sizes are adjusted dynamically, subject to an upper and a
lower production cycle length, to minimize expected holding and
shortage costs through the end of the current cycle. However,
unless we consider the implications of the inventory levels at the
start of the next production cycle, we begin the next production
cycle in a cost-disadvantageous situation. Indeed, this is similar to
the end-of-the-world phenomenon in finite horizon dynamic
programs. Solving the intra-cycle lot-sizing problem using a finite
horizon dynamic program would attempt to end the horizon with
zero inventories and our model prevents this from happening.

In our case, we must consider the cycle-to-cycle evolution of
inventories and the inventory levels that are left for the next cycle.
We address this by making current production cycle lot sizing
decisions while considering an end-of-cycle target inventory level
(TIL). We call the end-of-cycle deviation from TIL the inventory net
shortfall. The inventory net shortfall at the end of a production
cycle is the amount of inventory in the system that is either short
or in excess of our target inventory level, TIL. Because we have
both a lower and an upper limit on our production cycle length,
we will observe instances where there is a shortage of inventory

on hand as well as in excess of our target level. Determining an
optimal value of TIL that minimizes the long-run expected cost is
the purpose of this paper.

For a single cycle, we could establish optimal beginning
inventory levels for each item that minimize expected holding
and backorder costs over the course of the cycle. However, the net
inventory level of each item at the beginning of a cycle is a vector
of random variables that depend on the lot sizes and realized
demand of the prior cycle. Were we dealing with deterministic
demand, this problem could be solved combinatorially. In this
paper, we develop an approach that provides fast, scalable, and
near-optimal target inventory levels.

In this paper, we develop a novel stochastic inventory model that
can be used to estimate safety stock requirements to support a
production policy that stabilizes cycle lengths. Our contribution to
the literature is an optimization model and simple solution approach
that computes the safety stock requirements in support of produc-
tion and inventory policies that stabilize the production cycle length.
Our solution strategy consists of two steps. First, we determine an
optimal aggregate target inventory level, TILn, for the system that
considers demand volatility, production capacity, an upper and a
lower production cycle limit, and end-of-cycle expected costs asso-
ciated with a particular system inventory profile. Second, we
disaggregate TILn to determine individual item target inventory levels
that will minimize costs in a future cycle. Our model may be used
strategically to assess the inventory investment requirements as a
function of capacity investment, product mix, production technology,
demand volatility, and customer service levels. It may be used at a
tactical level to optimize item-level planning parameters such as lot
size, safety stock and lead time in an MRP system and to support
sales and operations planning (S&OP) processes where knowing the
future costs associated with current decisions is highly desirable.

The remainder of the paper is organized as follows. Section 2 is
a review of the research and a discussion of our contributions to
the literature. In Section 3 we characterize a stochastic process
representing the cycle-to-cycle inventory dynamics. We explore
how demand uncertainty, capacity utilization, lower and upper
cycle limits affect expected inventory shortages. In Section 4 we
present our optimization model and a fast solution approach.
Section 5 describes the results of an extensive numerical study in
which the optimal value of the Target Inventory Level (TILn) is
calculated and associated costs with values of TILn are reported.
Section 6 summarizes our work and discusses our conclusions.

2. Literature review

Much of the academic research for the management and
planning of production resources has been based upon either the

CL CU Time

Cycle Start Time
Cycle n Cycle n+1 Cycle n+2

Fig. 1. Intra-cyclic dynamics of successive production cycles.
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economic lot size problem (ELSP) in which demand is treated as
deterministic, or the stochastic economic lot size problem (SELSP)
in which demand is considered to be uncertain. When demand is
deterministic, the ELSP works well. However, demand uncertainty
is so significant in many process industry manufacturing environ-
ments that it cannot be ignored. While mathematically attractive,
the SELSP paradigm for dealing with demand uncertainty has a
serious flaw that hinders its wide-spread applicability and use: it
adjusts lot sizes dynamically without regard for the resulting
variability in the production cycle length. This leads to variability
in manufacturing lead times and lost capacity due to disruptions in
the production sequence and unplanned changeovers. If produc-
tion cycle lengths were stabilized explicitly, an unsolved question
is how to optimize safety stock levels so inventory may absorb
random demand and allow production cycles to be stabilized on a
cycle-to-cycle basis.

Our problem is not a lot sizing problem but rather a method of
determining a target level of inventory that allows a production
facility to maintain a stable production cycle length and acts as a
buffer against highly variable demand. We assume a production
environment that operates according to a cyclic schedule with
upper and lower cycle limits. This type of cyclic scheduling
problem differs significantly from other types of lot sizing pro-
blems such as the economic lot sizing problem (ELSP) and the
stochastic economic lot sizing problem (SELSP). The ELSP deter-
mines lot sizes for multiple items produced on a single production
resource with setup times where demand is deterministic and
therefore cycle lengths are constant. The objective of the ELSP is to
minimize long-run average inventory holding costs, setup costs
and production costs and has been given ample consideration in
the operations research and management science literature (see
Delporte and Thomas, 1977; Elmaghraby, 1978; Graves, 1979; Jones
and Inman, 1989; Roundy, 1989; Schweitzer and Silver, 1983; Van
Hoesel et al., 2005 for a full treatment of the problem)

The stochastic economic lot sizing problem (SELSP) was devel-
oped to address random demand by fluctuating the production
cycle length – or, in the case where polling systems were con-
sidered, to adjust cycle times – in order to minimize one or more
of the following: customer waiting times, inventory holding costs
or backorders (see, for example, Wagner and Whitin, 1958; Sarkar
and Zangwill, 1989, 1991; Federgruen and Katalan, 1996a, 1996b,
1998; Sox and Muckstadt, 1996, 1997; Lan and Olsen, 2006). While
the stochastic lot sizing problem considers random demand,
stabilizing production cycles is not an objective. The SELSP adjusts
individual item lot sizes, and therefore fluctuates production cycle
lengths considerably, to meet intra-cyclic demand in order to
reduce inventory holding and backorder costs. In our model, we
assume a production environment in which management has
made stabilizing the cycle length a priority. We adjust lot sizes
but the overall cycle length is constrained. As mentioned pre-
viously, the cycle length is constrained by an upper and a lower
limit and therefore periodically there will be instances where
more inventory is produced than necessary and others where
there is not enough capacity to meet the demand in the current
period. In order to ensure that neither inventory or backorders
grow without bound it is necessary to determine some amount of
inter-cyclic safety stock.

Other approaches that have similar qualities to the one we
present here but also differ in significant, nontrivial ways. None of
the previous work in cyclic scheduling explicitly considers both
capacity utilization and demand uncertainty in the calculation of
an inventory level where cycle stability is a stated managerial
objective. Leachman and Gascon (1988) formulate a “dynamic
cycle length policy” whose name alone distinguishes it from the
object of our current research. Our work fundamentally differs
from theirs in that we seek to stabilize production cycles whereas

their policy fluctuates cycles. Demand for the period immediately
following the production decision is knownwith certainty. In their
numerical study, the authors calculate the item safety stocks to
allow for three standard deviations of forecast errors of demand
during a changeover time where forecast errors of demand are
normally distributed. In our study, we assume a stable rather than
dynamic cycle length policy, and our contribution is to determine
an inventory level that enables a stable production cycle where
demand may be highly variable. Gallego (1994) shows that a base
stock policy is always successful in recovering a cyclic schedule
after a disruption with minimal excess over average costs. In this
work, the production cycles are fluctuated to meet target inven-
tory levels and the capacity utilization is not an explicit feature of
the control mechanism.

Bourland and Yano (1994) consider the use of capacity slack in
the form of overtime in a production environment using a pure
rotation schedule under stochastic demand. Our work differs from
theirs in several ways. First, their work is primarily concerned with
the production plan and its execution whereas our work assumes
that the production will follow a stable cyclic schedule and our
contribution is to determine an appropriate inventory level to
allow management to maintain a stable production cycle without
inventories growing or depleting without limit. Second, in a
production setting that runs 24 h per day, 7 days per week, there
is no overtime available to act as capacity slack. Third, the
expected shortage of a part is determined entirely by its reorder
point and the initial target inventory level set by the authors does
not take into consideration the variability in demand nor the
utilization of the production capacity both of which have a
significant impact on how long it will take to work off backorders
resulting from insufficient capacity or inventory on-hand. Fourth,
the authors simulate that the performance of their policy assum-
ing demand is approximately normally distributed whereas our
policy considers demand environments that are much more
volatile and consistent with recent field observations of large-
scale production operations in process industries.

Fransoo et al. (1995) discuss a two-level hierarchical model
similar to that previously introduced by Leachman and Gascon
(1988). The authors propose a complex, nonlinear objective func-
tion to maximize profit where demand is considered to be
normally distributed. Our present contribution differs from this
work in several ways. First, we introduce a model that specifically
stabilizes the production cycle in the objective function – it is a
single-step approach whose implementation is far simpler than
that proposed by the authors. Second, because the authors assume
that demand is greater than the production capacity, and that any
orders not filled by inventory are lost, they are able to ignore the
most difficult aspects of determining a target inventory level that
will allow for the stabilization of production cycles in a continuous
process environment that runs 24 h per day, 7 days per week: that
of having far too much inventory (as a result of not being able to
turn off production) or far too little inventory (as a result of highly
variable demand that may exceed capacity in any given period or
cycle). Finally, the deterministic partial expectation function from
Brown (1963) used to determine the expected inventory at the end
of a cycle is not realistic for use in the large-scale industrial
environments observed during field work. Our model determines
a target inventory level needed to stabilize production cycles
where the variability of demand, the capacity utilization and the
production cycle length are all considered to minimize backorders
and holding costs in an environment that, in the absence of the
appropriate inventory to buffer stochastic demand, could easily
become unstable whereby backorders or inventory grows to
unmanageable levels.

Eisenstein (2005) introduces an augmentation to traditional
produce-up-to policies to recover a cyclic schedule when a shock
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in demand is experienced. In this work, the target inventory is a
function of the production rate, the setup time and normalized,
smooth demand observed over the cycle. Our research differs in
that we are not introducing a production control mechanism – we
assume a stable cycle length bounded by upper and lower limits.
Further, our contribution does not assume normalized, smooth
demand over the production cycle. Another crucial distinction is
that the author assumes that the inventory level for each item
begins no greater than its produce-up-to point at the start of a
cycle. However, in the environment we consider, where the
production cycle is bounded by a lower as well as an upper limit,
inventory may be produced in excess of the target in any period
depending upon the variability of the demand.

Our model integrates both the planning and scheduling aspects
of production and inventory control and readily allows inventory
to be considered not just in terms of units but also in terms of
time. Our approach respects the practice of stabilizing production
cycles in process manufacturing environments and provides a
mechanism to enable their implementation and ensure robustness
in the overall production and inventory planning and scheduling
system.

3. The inventory net shortfall process

We begin by structuring the problem as though we are solving
for a single item (which will represent the aggregate target
inventory level) and express inventory in production run time units
of capacity (e.g., hours of production). Our target inventory level,
TIL, is the amount of stored capacity that is necessary to buffer the
cycle-to-cycle dynamics, resulting from the underlying demand
uncertainty. We wish to find the TILn that minimizes the long-run
expected holding and backorder costs per period.

First, we calculate the steady-state probability distribution of the
inventory at the beginning of a production cycle using an inventory
net shortfall process. We then employ a simplified version of a
production execution model from Rappold and Yoho (2008) to
determine an expected cost associated with beginning a production
cycle given a current inventory, capacity, utilization and demand
variance-to-mean ratio (VTMR) state. Using the variance-to-mean
ratio (VTMR) allows us to model demand using a negative binomial
distribution and scale the uncertainty easily; we may also sum
individual negative binomial distributions into an aggregate nega-
tive binomial distribution with the same VTMR which is an
attractive characteristic for calculation purposes. Additionally, much
of the demand we observed during field visits to process industries
is well-represented using a negative binomial distribution where
the variance-to-mean ratio of demand is greater than 1.

Combining the inventory net shortfall and expected costs
allows a TILn to be calculated that explicitly considers the long-
run cost consequences of an upper cycle limit, CU, a lower cycle
limit, CL, a capacity utilization, and a demand VTMR.

Let di(t) be non-negative random variables representing the
demand for item i¼1,…,M over t40 time periods, where M is the
number of items, and time period is some suitable base time period
such as a shift, day, or week. Demand is assumed to be expressed in
units of product per base time period. We assume demand for each
item is independent, and identically distributed (i.i.d.), and that
PrfdiðtÞ40g40 for all i and t40. Let μiðtÞ and σ2

i ðtÞ be the mean
and the variance, respectively, of demand for item i over t time
periods. Let ri be the unit production rate (units of product/base time
period) for item i; we will assume the run rates for each item are the
same however this assumption is not necessary for our results to
hold, as we will aggregate the demand. Define ρ¼∑iμi=ri to be the
run time capacity utilization where μi ¼ μið1Þ is the expected
demand for item i per base time period. We assume that 0oρo1

so that the production system is stable, there exists adequate
production capacity to keep up with mean demand, and backorders
do not grow without bound. Let ki be the setup time of item i and
K ¼∑iki be the sum of all item setup times; for discussion purposes
we will assume setup times for each item are the same however it is
not necessary to make this assumption for the results to hold. Let D(t)
represent the aggregate demand (in run time units) over t time
periods, or DðtÞ ¼∑ið1=riÞdiðtÞ. This translates the demand from
units of product into demand for production capacity (units of time).

As illustrated in Fig. 1, a production cycle is the total amount of
time, on average, necessary to produce the mean demand during
the cycle plus setup times for each item. Let n¼1,2,… be the index
for the production cycle, and Cn be the length of the nth produc-
tion cycle, in units of time. In practice, each production cycle
length Cn is uncertain, and a function of demand uncertainty and
the individual item lot sizing decisions within the nth cycle, as
determined by a master scheduler. As discussed in Silver et al.
(1998), the expected cycle length, C ¼ EðCnÞ, is the expected time
required to satisfy demand during the cycle plus the sum of all
setup times. It is defined as

C ¼∑
i
kiþ∑

i
ðμi=riÞC ) C ¼ K=ð1�ρÞ: ð3:1Þ

Note that the production cycle length is a function of the run time
utilization. The higher the utilization, the longer the production
cycle length. The production cycle length will be constrained
between a lower cycle limit, CL, and an upper cycle limit, CU, such
that KoCLoCoCU . We assume that at least some production
will take place in each cycle and require this condition for system
stability so that neither inventories nor backorders grow without
bound. In practice, CL and CU are management parameters deter-
mined typically by a master scheduler, and are based upon the
particular economics of the strategic environment and on the level
of desired schedule stability.

To capture the cycle-to-cycle dynamics of the system we define
a stochastic process that represents the evolution of the end-of-
cycle system net inventory level, expressed as a deviation from a
Target Inventory Level, TIL, expressed in units of time. This
deviation depends on ρ, CL, CU, as well as the mean and the
variance of aggregate demand, D. We call the end-of-cycle devia-
tion from TIL the inventory net shortfall. The net shortfall is related
to the work of the dam models developed by Prabhu (1965) and it
allows the inventory position to be modeled as a Markov chain –

independent of TIL – when using target inventory levels. The
separation of the evolution of inventory levels from the explicit
value of TIL greatly simplifies the optimization model.

Recall that because we have a lower limit on our production
cycle length, we observe instances where there is inventory on
hand (i.e., stored time) in excess of our target level. The inventory
net shortfall at the end of cycle n, denoted Vn, is the amount of
time that the system is either short or in excess of our target, TIL. A
positive shortfall, Vn40, indicates that we are below the target
inventory level, while a negative shortfall, Vno0, indicates that
we are above the target inventory level.

To determine the value of stored inventory necessary to
minimize expected costs while stabilizing our production cycle
length, we must calculate the stationary probability distribution of
the inventory net shortfall. Let the aggregate demand for capacity
(time) in the current production cycle be the total time needed to
setup each product plus the expected time required for production
to satisfy the mean demand, or KþρC . The sequence of events
with respect to recognizing the inventory net shortfall and making
the aggregate production decision for the current cycle is given
in Fig. 2.

At the beginning of cycle n, we observe the inventory net
shortfall from the last cycle, Vn�1. Given the observed inventory
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shortfall, capacity utilization, demand (VTMR), and production
cycle lower and upper limits, CL and CU, we have a certain
likelihood of restoring the aggregate inventory to TIL at the end
of the current cycle. This depends on the lot size decisions of cycle
n and how they affect the current cycle length. Second, we
compute a cycle length, ~Cn, that in expectation would restore
the system to TIL (i.e., Vn¼0) as follows:

~Cn ¼ Vn�1þKþρ � ~Cn3 ~Cn ¼
Vn�1þK
1�ρ

: ð3:2Þ

That is, ~Cn considers the starting shortfall plus the expected time
required to setup and produce the expected demand. However, for
our actual aggregate production decision, Cn, to be feasible, we
must have that CnA ½CL;CU �. Thus, considering the minimum and
maximum limits on the production cycle length, we set Cn as

Cn ¼
CU if ~Cn4CU ;

CL if ~CnoCL; or
~Cn otherwise:

8><
>: ð3:3Þ

Alternatively, we have

Cn ¼max min ⌈
Vn�1þK
1�ρ

⌉;CU

� �
;CL

� �
; n40; ð3:4Þ

where ⌈x⌉ is the integer ceiling of xAR. Third, we observe
customer demand throughout the course of the cycle, DðCnÞ.
Fourth, and finally, the production cycle concludes and the
observed shortfall for the current cycle is Vn.

Based on this sequence of events, the inventory net shortfall
process can be described as follows:

V0 ¼ 0;
Vn ¼ Vn�1þKþDðCnÞ�Cn; n40; ð3:5Þ
where Cn is given by (3.4). It is important to observe that fVngnZ0

does not depend on TIL. This is a crucial modeling attribute and we
will use it when optimizing TIL. Note that Vn40 when ~Cn4CU

and the cycle cannot be extended to restore the inventories to TIL.
Also note that Vno0 when ~CnoCL and we are compelled to
extend the production cycle beyond that which is desired. Thus a
positive shortfall occurs when system inventories are below TIL,
and a negative shortfall occurs when the system inventories are
above TIL.

From the definition (3.5), and from the independence of
demand between periods, and therefore cycles, the inventory net
shortfall process may be modeled as a Markov chain. Assuming the
existence of V in steady-state, we define its steady-state prob-
ability distribution to be πðvÞ, vAZ. The transition probabilities of
fVngn40 for states i; jAZ are Pij ¼ PrfVn ¼ jjVn�1 ¼ ig, where

Pij ¼

Pr DðCnÞ ¼ j�ðiþKÞþCU
� �
for j40; irCUþ j�K;

PrfCL�ðiþKÞrDðCnÞrCU�ðiþKÞg
for j¼ 0; irCU�K ;

PrfD¼ j�ðiþKÞþCLg
for jo0; irCLþ j�K ;

0 otherwise:

8>>>>>>>>>>><
>>>>>>>>>>>:

ð3:6Þ

We will later use these transition probabilities to compute the
steady-state, TIL-independent net shortfall distribution, and sub-
sequently the optimal TILn to minimize costs while supporting a
stable production cycle.

3.1. An illustration of the inventory net shortfall distribution

Based upon four factors with three factor levels each (see
Table 1) we evaluate 81 different scenarios for which we calculate
the net shortfall distribution where demand is modeled as a
negative binomial distribution and the demand variance-to-mean
ratio (VTMR) is determined on a per period basis. The capacity and
demand variance parameters used in the simulation are based upon
direct observation of the production and inventory operations of
nine process manufacturing firms over 2 years. One organizational
phenomenon we observed in several of these firms was the
construction of new production facilities in developing countries
to produce material that would serve an entire continent or global
hemisphere. These new, large plants would therefore be serving
multiple national markets characterized by asynchronous, seasonal
demand as well as financing and credit environments that drove
ordering behavior that was far from level or smooth.

In all cases, there are five items being produced in a pure
rotation schedule, or “product wheel,” and the setup time per item
i is ki¼60 min, with the total setup time per cycle being
K ¼∑5

i ¼ 1ki ¼ 300 min. All products are assumed to have identical
production rates. The lower and upper limits of the production
cycle, CL and CU, are expressed as percentages of the planned cycle
length E(C) given in (3.1) and illustrated in Fig. 3.

For illustration purposes, consider the steady-state probability
distribution of the inventory net shortfall, πðvÞ, when the produc-
tion cycle length is least flexible (CL¼0.95 and CU¼1.05), the
demand variance-to-mean ratio is 10 and the capacity utilization is
at 99%. Fig. 4 shows the net shortfall in days of inventory where
there are 480 min in a day; though the curve appears continuous
in the figure it is, in fact, discrete. The x, or horizontal, axis
represents the amount of inventory short of TIL, represented

)( nt CD

VnV n

cycle n cycle n+1

n C
KV 1

LU
n

n CC ,,
1

minmax 1

Fig. 2. Cycle-to-cycle sequence of events considering the inventory net shortfall in
the production decision.

Table 1
Factors and factor levels used to calculate inventory net shortfall distributions.

Lower cycle limit, CL
(a percentage of E(C))

Upper cycle limit, CU
(a percentage of E(C))

Capacity
utilization

Demand
VTMR

0.75 1.05 0.90 1.01
0.85 1.15 0.95 5.00
0.95 1.25 0.99 10.00

CL CU
)(CE

Fig. 3. Illustration of production cycle lengths as a percentage of the planned cycle
length.
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by time and given in number of days; zero on the x-axis indicates
that there is no deviation from TIL. The y-axis is the probability
mass function (pmf) of the steady-state net shortfall distribution.
The right side of the curve represents the positive shortfall, or the
amount of inventory that is below TIL. The left side of the curve
represents the negative shortfall, or the amount of inventory that
is above or in excess, with respect to TIL. The expected cycle length,
E(C), in Fig. 4 is 62.50 days. The expected shortfall, E(V), is
5.84 days with a standard deviation, StdDev(V), of 141.19 days
and the probability that our shortfall will be equal to zero,
PðV ¼ 0Þ, is less than 0.01. The shortfall distribution for all
scenarios was calculated to support the numerical study that
appears in Section 5.

3.2. The effect of reducing demand uncertainty

Fig. 5 shows the effect of reducing the demand VTMR on the
inventory net shortfall when the production cycle is constrained so
that CL¼0.95 and CU¼1.05. As the demand VTMR is reduced from
10 to 1.01 the expected shortfall, E(V), is reduced from 5.84 to
0.27 days. More importantly, the standard deviation of the net
shortfall is reduced from 141.19 to 15.51 days so that as the demand
variance decreases there is less risk associated with the amount of
inventory that may or may not exceed our target, TIL, in any given
cycle. This illustration of the effect of reducing demand uncertainty
provides evidence and support for collaboration between customers
and suppliers in order to reduce inventory risk, overall inventory
investment, and a desire to lower working capital.

If we decrease the capacity utilization to 90%, Fig. 6 demonstrates
that the effect of reducing demand uncertainty is even more
pronounced. The expected cycle length, E(C), for each scenario is
6.25 days. The expected inventory net shortfall is 0.40 days with a
standard deviation of 12.99 days when the demand VTMR is 1.01. But
when the demand VTMR is increased to 5 and 10 the expected net
shortfall is 23.92 and 216.21 days with standard deviations of 76.01
and 293.66 days, respectively. When the production cycle length is
constrained we observe a clear relationship between the demand

VTMR and the expected inventory net shortfall: as demand uncer-
tainty increases so does the expected net shortfall, and while
lengthening the production cycle may help to mitigate some of the
risk associated with the demand uncertainty (allowing demand to be
“pooled” over a longer time horizon), it will also necessitate addi-
tional cycle stocks which, in turn, creates another level of risk over an
even longer cycle length.

3.3. The effect of relaxing the cycle limits: bounded flexibility

When there are lower and upper production cycle limits
imposed, the net shortfall, and therefore the net inventory level,
is much more difficult to predict in any given cycle. If we constrain
the production cycle length so that CL¼0.95 and CU¼1.05, and
make the demand VTMR 10, we observe, what at first appear to be,
some counterintuitive results. Fig. 7 shows that as the capacity
utilization increases, the expected net shortfall, E(V), as well as its
standard deviation, StdDev(V), decreases.

The expected net shortfall when the capacity utilization is at 90%
is 216.21 days. As the utilization is increased to 99%, E(V) drops to
5.84 days and the standard deviation is cut by more than half. It is
important to note, however, that the relative demand uncertainty in
each of the scenarios in Fig. 7 is not the same. When the average
cycle length is 6.25 days (such as the case when capacity utilization is
at 90%) the high demand uncertainty is over a shorter cycle length.
Increasing the capacity utilization will increase the average cycle
length, and the high demand uncertainty will subsequently be
spread over a longer time horizon that may allow the production
facility an opportunity to recover and potentially reduce the expected
net shortfall. However, there will be a significant cost in the form of
cycle stock over longer production cycles.

4. Optimizing the target inventory level

To determine the value of TIL that minimizes the long-run
expected inventory holding and backorder costs per period, we

VTMR
Capacity 

Utilization C C
E(C)   

in days E(V) StdDev(V) P(V=0)

10 0.99 0.95 1.05 62.50 5.84 141.18 0.00
0.01

I t B l TILI t Ab TIL Inventory Below TIL

Positive Inventory Netshortfall

Inventory Above TIL

Negative Inventory Netshortfall
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Fig. 4. Inventory net shortfall distribution with VTMR¼10, utilization¼99%, CL¼0.95 and CU¼1.05.
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must first estimate the expected cost per period associated with
beginning a production cycle with a specific level of inventory,
which depends on our choice of TIL and the previous period's
inventory net shortfall, v. Let INV be the random variable

representing the net inventory level in aggregate at the beginning
of a production cycle in steady-state. That is, INV¼TIL�v. First,
calculating the expected cost associated with beginning a produc-
tion cycle with a particular INV requires that we make some

Scenario VTMR
Capacity 

Utilization C C
E(C)

in days E(V) StdDev(V) P(V=0)
1 1.01 0.99 0.95 1.05 62.50 0.27 15.51 0.03
2 5 0.99 0.95 1.05 62.50 2.69 71.29 0.01

0.04

m
f)

2 5 0.99 0.95 1.05 62.50 2.69 71.29 0.01
3 10 0.99 0.95 1.05 62.50 5.84 141.19 0.00

0 03

nc
tio

n 
(p

m
Scenario 1: VTMR = 1.01

0.

y 
M

as
s 

Fu
n

0.01

Pr
ob

ab
ili

ty

Scenario 2: VTMR = 5

0.00
-400 -300 -200 -100 0 100 200 300 400

Inventory Net Shortfall (in days of inventory)

Scenario 3: VTMR = 10

Fig. 5. Inventory net shortfall distribution when the production cycle is constrained, CL¼0.95 and CU¼1.05, and the demand uncertainty increases.

Scenario VTMR
Capacity 

Utilization C C
E(C)

in days E(V) StdDev(V) P(V=0)
4 1.01 0.90 0.95 1.05 6.25 0.40 12.99 0.05
5 5 0 90 0 95 1 05 6 25 23 92 76 01 0 01

0.05

5 5 0.90 0.95 1.05 6.25 23.92 76.01 0.01
6 10 0.90 0.95 1.05 6.25 216.21 293.66 0.00

Scenario 4: VTMR = 1.01
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Fig. 6. Inventory net shortfall distribution when the production cycle is constrained, CL¼0.95 and CU¼1.05, capacity utilization is at 90% and the demand uncertainty increases.

J.A. Rappold, K.D. Yoho / Int. J. Production Economics 156 (2014) 146–158152



assumptions about how the inventory is distributed among the
items. Second, we estimate the lowest possible cost that the
system can achieve in expectation over the next cycle through
the use of a lot sizing model that explicitly attempts to stabilize
production cycle lengths. Finally, we take advantage of the cost
function convexity and optimize TIL.

4.1. Assuming balanced inventories and equal days of supply

For an aggregate amount of inventory at the beginning of a
cycle, INV, we could assume that the items have an equal number
days-of-supply at the beginning of a production cycle; however, this
would not be reasonable since each item will begin its production
run at different times throughout the cycle. That is, at the
beginning of a cycle, production will start for item 1. We would
therefore expect to have a net inventory level for item 1 that is
low, relative to the other items. The net inventory at the beginning
of the cycle for item M (the last item in the cycle) needs to satisfy
demand until the start of its production run – much later in the
cycle. Thus, by balanced beginning-of-cycle inventories we mean
that the distribution of aggregate net inventory at the beginning of
the cycle for each itemwill have an equal number of days of supply
at the beginning of its projected production start time. While there
are alternate ways of distributing the aggregate inventory at the
beginning of the cycle, this method is simple and provides a
reasonable estimate for our purposes, namely to estimate the
expected system cost at the beginning of the next production cycle
and to optimize TIL.

Days-of-supply is an expected value, and while not the only
measure of inventory, is familiar to firms because it is actually
used in enterprise resource planning (ERP) systems, and is a
standard in financial reporting as required by the Generally
Accepted Accounting Principles (GAAP) set forth by the U.S.
Federal Accounting Standards Advisory Board. The days-of-

supply (DOS) for item i at time instant τ is defined as

DOSiðτÞ ¼
EðXiðτÞÞ

μi
for i¼ 1;2;…;M; ð4:7Þ

where XiðτÞ is the net inventory random variable at time instant
τ40 and μi is the mean demand per period for item i. Assuming
the inventory days-of-supply is the same for all items at their
projected production start time in the cycle allows us to reduce the
problem to a single parameter search to determine the relative
distribution of inventory across all items at the beginning of the
cycle for any value of INV.

Recall that EðCÞ ¼ C ¼ K=ð1�ρÞ is the expected cycle length in
days where ρ is the capacity utilization. Let qi ¼ μiEðCÞ be the
planned lot size of item i. Define INV to be the aggregate net
inventory level (in units of time) and xni to be the net inventory (in
physical units) at the start of a production cycle n for item i where
∑ixni=ri ¼ INV . Our goal is to determine xni, a physical allocation of
INV that is balanced, as we have defined. Let τiZ0 be the start
time of item i in cycle n. Without loss of generality, let the
production start time of item 1 begin at time zero, τ1¼0. Based
on the planned lot sizes qi, the expected start times of the
remaining items in the cycle are given by

τi ¼ τi�1þ
qi�1

ri�1
þki for i¼ 2;…;M: ð4:8Þ

Given INV, to balance the net inventory levels xni at the beginning
of cycle n, we search for the single value of αAR that equates the
days of supply of each item at its respective production start time.
That is,

α¼DOS1ðτ1Þ ¼DOS2ðτ2Þ ¼⋯¼DOSNðτNÞ: ð4:9Þ

Since E½XiðτiÞ� ¼ xni�μiτi is the expected net inventory of item i at
time τi in the cycle, we can equalize the days-of-supply by solving

Scenario VTMR
Capacity 

Utilization C C
E(C)

in days E(V) StdDev(V) P(V=0)
6 10 0.90 0.95 1.05 6.25 216.21 293.66 0.00
7 10 0.95 0.95 1.05 12.50 9.77 135.62 0.00

0.01
8 10 0.99 0.95 1.05 62.50 5.84 141.19 0.00
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Fig. 7. Inventory net shortfall distribution when the cycle length is constrained, CL¼0.95 and CU¼1.05, and the capacity utilization increases.
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for the xni such that

xni�μiτi
μi

¼ α for all i; ð4:10Þ

and

∑
M

i

xni
ri

¼ INV : ð4:11Þ

We can solve for α that satisfies (4.10) and (4.11) via a binary
search. Thus, for every value of INV, there is a unique vector xINV

that equalizes the days-of-supply across items at their respective
production start time (see Fig. 8 for a graphical illustration).

4.2. A simplified execution model

In Rappold and Yoho (2008) the authors propose solving a
production execution model, EM, which is a convex optimization
problem that stabilizes production cycles, however, it does not
solve for the inventory level necessary to support the stable
production cycle policy. We will use a modified version of EM as
the model lends itself nicely to solving for the minimum expected
cost of beginning a cycle with a given inventory net shortfall.
While we will use this model to create an environment of
stabilized cycles other models or methods to stabilize the produc-
tion cycle could be used. The EM we will discuss minimizes a
three-part cost function consisting of a time-dependent news-
vendor function, Gð�Þ, a cost function that penalizes holding
inventory of an item with uncertain customer demand, Q ð�Þ, and
a cost penalty, Hð�Þ, that is incurred for deviating from the target
inventory level.

The cost function, Gð�Þ, is a time-dependent newsvendor func-
tion that considers the trade-offs between holding inventory
versus backordering demand as the length of the cycle varies.
The time-dependent version of the newsvendor function in cycle n
for item i is defined as

Giðsni;CnÞ ¼ hiE½sni�diðCnÞ�þ þbiE½diðCnÞ�sni�þ

¼ biðμiCn�sniÞ

þðhiþbiÞ ∑
sni �1

j ¼ 0
PrfdiðCnÞr jg; ð4:12Þ

where sni is the stock level of item i at the start of the cycle n, and
½x�þ ¼maxf0; xg for xAR. The cost function Q ð�Þ penalizes the
storage of inventory in an item that is unlikely to be ordered in the
short-term due to a high degree of uncertainty in customer
demand. We define the expected cost function for item i in cycle

n as

Qiðsni;CnÞ ¼
hi ∑

t4Cn

E½sni�diðtÞ�þ for sni; Cn40;

0 otherwise:

8<
: ð4:13Þ

The Q ð�Þ function estimates the total future expected cost of
holding sni units of inventory in item i beyond current cycle n of
length Cn. Q ð�Þ is an infinite sum and is an approximation of future
holding cost risks that a dynamic programming formulation would
normally consider. Finally, Hð�Þ induces the system to restore the
aggregate inventory to a target level, T, at the end of the current
production cycle where T is in physical units of inventory. When-
ever we are below this inventory target we will assume that we
are able to purchase product on the spot market at a cost of ϕ per
unit (regardless of item type) to restore the system to T. Likewise,
whenever our system inventory is above T, we will assume that we
are able to sell our excess stock at a discount of δ per unit. We
define the end-of-cycle expected cost function as

HðSn;Cn; TÞ ¼ϕE½T�ðSn�DðCnÞÞ�þ
þδE½ðSn�DðCnÞÞ�T �þ : ð4:14Þ

where DðCnÞ ¼∑idiðCnÞ is the total demand over cycle n, Sn ¼∑isni
is the sum of all starting item stock levels sni in cycle n, and T is the
aggregate target inventory level. We assemble all three cost func-
tions in the following EM. Let xni be the beginning net inventory
level for item i in cycle n, and xn be the corresponding vector of
beginning net inventory levels in cycle n. We denote the objective
function value of EM as Zðxn; TÞ, representing the minimum
expected cost per cycle given CU, CL, a vector of beginning inventory
levels xn, lot sizes for item i in cycle n denoted by qni, and where a
target inventory level is defined in units of inventory, T:

ðEMÞ

Zðxn; TÞ ¼ min
qniZ0

1
Cn

∑
M

i ¼ 1
ðGiðsni;CnÞ

(

þQiðsni;CnÞÞþHðSn;Cn; TÞ
� ð4:15Þ

s:t: sni ¼ xniþqni; Sn ¼∑
i
sni; ð4:16Þ

Cn ¼ Kþ ∑
M

i ¼ 1

qni
ri
; ð4:17Þ

CLrCnrCU : ð4:18Þ
We now propose solving a simplified version of the execution

model, EM, which we call SEM, and whose optimal objective
function value, ~Z ðv; TILÞ, represents the minimum expected cost of
beginning a cycle with an inventory net shortfall of v time units,
given that the end-of-cycle target inventory level (in time) is TIL.

Fig. 8. Equal days-of-supply at the beginning of the production of item i.
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We call it a simplified version because it does not use the actual
state vector xn of net inventory levels for each item. Instead, it uses
only the starting inventory net shortfall v (a scalar value repre-
senting units of time), and makes the assumption that the
corresponding net inventory levels among all items are given by
the balanced vector xTIL�v that uniquely satisfies (4.8), (4.10) and
(4.11) for INV¼TIL�v. Because TIL is in units of time, we reformu-
late the end-of-cycle Hð�Þ function in terms of time. From (4.14), we
have

HðSn;Cn; TÞ ¼ϕE½T�ðSn�DðCnÞÞ�þ

þδE½ðSn�DðCnÞÞ�T �þ : ð4:19Þ

Note that Sn may be translated into units of time as

Sn ¼∑
i
xni=riþ∑

i
qni=ri:

The aggregate net inventory level expressed in units of time at the
beginning of the cycle n is ∑ixni=ri ¼ TIL�Vn�1. Similarly, we can
express the production time used in cycle n as ∑iqni=ri ¼ Cn�K .
Combining terms, we have

Sn ¼ ðTIL�Vn�1ÞþðCn�KÞ:

From (3.5) note that Vn ¼ Vn�1þKþDðCnÞ�Cn for n40. Let ϕ̂ and
δ̂ be the cost of underage and overage, respectively, per unit of
inventory time, instead of per inventory unit. We now have
enough to define a reformulated end-of-cycle expected cost as

~HðVn�1;CnÞ ¼ ϕ̂E½TIL�SnþDðCnÞ�þ

þ δ̂E½Sn�DðCnÞ�TIL�þ

¼ ϕ̂E½Vn�1�CnþKþDðCnÞ�þ

þ δ̂E½Cn�K�DðCnÞ�Vn�1�þ

¼ ϕ̂E½Vn�þ þ δ̂E½�Vn�þ :

With this reformulated end-of-cycle expected cost function, we
state the simplified execution model (SEM) as

ðSEMÞ ~Z ðVn�1; TILÞ ¼ min
qni Z0

1
Cn

∑
M

i ¼ 1
ðGiðsni;CnÞ

(

þQiðsni;CnÞÞþ ~HðVn�1;CnÞ
o

ð4:20Þ

s:t: sni ¼ xTIL�Vn� 1
i þqni; ð4:21Þ

Cn ¼ Kþ ∑
M

i ¼ 1

qni
ri
; ð4:22Þ

CLrCnrCU : ð4:23Þ
Constraints (4.21) reflect the cumulative supply available of

each product, sni, and xTIL�Vn� 1
i is value for item i in vector

xTIL�Vn� 1 . Constraint (4.22) relates the lot sizing decisions to the
production cycle length. Constraint (4.23) ensures that the start
time for the next cycle is between CL and CU time periods. Our
estimate of the expected cost per period over the next cycle
associated with a starting inventory level of INV¼TIL�v is
~Z ðv; TILÞffiZðxINV ; TILÞ. We solve ~Z ðv; TILÞ using the algorithm pre-
sented in Rappold and Yoho (2008) and take the objective function
value as an expected cost estimate for all cycles that have a
starting net inventory of INV¼TIL�v. For TIL¼0, Fig. 9 illustrates
the corresponding expected cost curve ~Z ðv;0Þ along with the net
shortfall distribution. Specifically, ~Z ðv;0Þ represents the expected
operational inventory and backorder costs and πðvÞ represents the
steady-state percentage of cycles which will begin with an
inventory net shortfall of v. The inventory net shortfall, πðvÞ, was
calculated using a VTMR ¼5, capacity utilization of 90%, CL¼ .85
and CU¼1.15.

Fig. 10 illustrates the expected cost curve associated with
~Z ðv;0Þ, and the net shortfall distribution, πðvÞ; it is the sum of
both curves. Point A shows the expected cost associated with
TIL¼0 in days of inventory and point B shows the expected cost
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associated with the optimal TIL of 8 which minimizes the
expected costs.

4.3. Solving for the optimal target inventory level

The steady-state probability of the inventory net shortfall,
πðvÞ ¼ PrfV ¼ vg for v integer, represents the long-run fraction of
cycles that will begin with a system inventory net shortfall of v
period's worth of inventory. To determine the value of TIL that
minimizes the long-run expected system costs, we solve

TILn ¼ arg min
TIL

EV ½ ~Z ðV ; TILÞ� ð4:24Þ

TILn ¼ arg min
TIL

∑
vA Z

~Z ðv; TILÞπðvÞ: ð4:25Þ

The value of TILn is an approximation, yet it integrates both
the inventory requirements within each cycle as well as the
consequences of carrying inventory between successive cycles.

A particularly attractive characteristic of ~Z ðv; TILÞ is that it is
unimodal in v for a fixed TIL and may be solved very quickly in a
spreadsheet. Taking the expectation with respect to V, we are
taking the convex combination of ~Z ð�Þ. Note that EV ½ ~Z ðV ; TILÞ� is also
unimodal in TIL with a unique minimizer. Using TILn, we may solve
(SEM) to disaggregate TILn and compute the individual item target
inventory levels.

5. Numerical experiments and managerial insights

The TILn for each of the 81 scenarios, previously discussed in
Section 4.3, is summarized numerically in Table 2 (expressed in days
of inventory). We assumed inventory holding costs to be $1 and
backorder costs to be $9 per unit per period. In all cases, as the upper
limit is relaxed, TILn decreases. The TILn tends to increase as the
demand VTMR increases except when the lower cycle limit is 0.95
and inventory is being pushed into the system. We note that in some
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Fig. 10. Expected cost curve associated with ~Z ðv;0Þ, and the net shortfall distribution, πðvÞ.

Table 2
Optimal TIL (expressed in days of inventory) determined using the net shortfall.

Capacity utilization Demand VTMR Lower cycle limit Lower cycle limit Lower cycle limit
0.75 0.85 0.95
Upper cycle limit Upper cycle limit Upper cycle limit

1.05 1.15 1.25 1.05 1.15 1.25 1.05 1.15 1.25

0.9 1.01 12 5 3 11 4 2 6 0 �1
5 26 12 7 23 9 3 0 �13 �18

10 8 13 7 0 7 1 0 �39 �50
0.95 1.01 15 6 4 14 5 3 9 2 0

5 34 17 11 30 13 7 2 �7 �12
10 28 21 13 17 12 5 0 �34 �44

0.99 1.01 26 16 14 22 12 9 16 5 2
5 63 34 24 57 28 18 31 8 0

10 63 45 33 51 35 23 0 0 �10
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instances TILn is less than zero which suggests that backorders are
targeted for some or all items. Combined with E(V), the system still
has positive average inventories in those cases where the TILn is
negative; that is, TILn�EðVÞ40.

The expected costs, EV ½ ~Z ðV ; TILnÞ�, associated with having an
ending target of TILn days of inventory are given in Table 3. This is
the expected cost per period during the production cycle given the
current demand uncertainty, capacity utilization, upper and lower
cycle limits and assuming that inventories have an equal number
of days of supply. Executives are often upbraided by their accoun-
tants and financial officers for having a capacity utilization that is
“too low” and to fix the problem by increasing output to spread
the equipment investment costs over more units of output. We
now have an expected cost associated with increasing the capacity
utilization and can use it to make a management decision that
considers more than activity-based depreciation.

We are now able to draw several important managerial insights
based on the analysis of the expected costs, ~Z ð�Þ, and on the
steady-state net shortfall distribution:

1. when the upper cycle limit is large, thereby allowing the
production cycle length to be flexible, increasing the capacity
utilization may increase costs whereas decreasing the utiliza-
tion may introduce both flexibility and cost reduction;

2. when the capacity utilization is high there is less flexibility to
respond to uncertainty within the management-determined
lower and upper cycle lengths, CL and CU;

3. as the capacity utilization increases, so does the production
cycle length thereby pooling the higher demand uncertainty
over longer cycles and potentially reducing the expected net
shortfall, and;

4. when the upper cycle limit is constrained, it may be necessary
to collaborate with customers to reduce demand uncertainty if
management wishes to reduce inventory.

We have developed a novel modeling approach to link tactical
system dynamics with execution-level decision-making. We
exploit the structure of the expected cost to model the system
inventory in aggregate, thus dramatically reducing the size of the
system's inventory state space. The inventory net shortfall allows
us to calculate the steady-state distribution of inventory in the
system given assumptions with respect to demand uncertainty,
capacity utilization, and an upper and a lower production cycle
limit. The importance of the decision of how to set the lower
and upper cycle limit parameters as well as capacity utilization
has been illustrated. We have seen that as demand uncertainty

increases so does the inventory net shortfall, all other things
held equal.

6. Conclusions

We define a system with balanced inventory to be one that has
an equal number of days of supply on hand for each item at the
start of each item's production run. Many firms find it desirable,
and often necessary as a result of implementing enterprise
resource planning (ERP) systems, to describe an entire complex
system with a single number, and we have shown how to arrive at
this number with respect to an inventory level that allows
production cycles to be stabliized in Eqs. (.8)–(.11). We also show
the expected cost at the end of a future production cycle that is
associated with the current production state and environment.
Given the current capacity utilization, demand variation, and
planned production cycle length, management may have an
estimate of future costs associated with their current production
decision; this type of information is extremely useful for strategic
as well as tactical planning such as the type that takes place during
a sales and operations planning cycle.

Finally, we have determined the optimal target inventory level,
TILn, for the system given demand uncertainty, capacity utilization
and upper and lower production cycle limit constraints. We
propose a method for disaggregating the inventory using a
method to equalize the days of supply for all items. In some
instances, the optimal TIL will be negative. Using the net shortfall
distribution we are able to calculate an expected cost of future
production cycles given a set TIL. When the expected production
cycle length is more than 60 days this framework is particularly
valuable for developing managerial insights, and may be used for
both operational and financial planning as well as customer
relationship management.
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