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A recent idealized numerical study of tropical cyclogenesis and subsequent intensification
using warm-rain-only microphysics is extended to examine the modifications brought about
by a representation of ice processes. It is found that the time taken to reach cyclogenesis is
more than twice that in the equivalent warm-rain-only simulation. The subtle reasons for
the difference in the length of the gestation period are discussed. A mid-level vortex forms
during the early gestation period when ice processes are present, but not when warm-rain-
only processes are present. Axisymmetric balance calculations show that the spin-up of this
mid-level vortex is related to the different spatial distribution of diabatic heating rate in the
presence of ice, which leads to a system-scale radial influx of absolute vorticity in the middle
troposphere. The tropical-cyclone vortex that forms in the simulation with ice is similar
to that in the warm-rain-only simulation, with the strengthening frictional boundary layer
exerting a progressively important role in focusing inner-core deep convection. This vortex
develops in situ on a much smaller scale than the mid-level vortex and there is no evidence
that it is a result of the mid-level vortex being somehow carried downwards, as has been
suggested previously by some researchers. Some implications of the results in relation to
previous theories of tropical cyclogenesis are discussed.
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1. Introduction

In a recent article, Kilroy et al. (2017, henceforth referred to
as KSM) presented a series of idealized, convection-permitting
numerical simulations of tropical cyclogenesis in a favourable,
quiescent environment with a thermodynamic sounding based on
data from an observed pre-genesis event. The calculations were
initialized with a weak (maximum wind speed 5 m s−1), cloud-
free, axisymmetric warm-cored vortex in thermal wind balance
on an f -plane. It was shown that, during a gestation period on
the order of two days, there is a progressive organization of
convectively induced, cyclonic relative vorticity into a coherent
monopole of cyclonic vorticity with a horizontal scale of
approximately 25 km. This organization takes place at relatively
low wind speeds, during a period in which there is only a small
increase in the maximum azimuthally averaged wind speed. After
this gestation period, the vortex intensifies rapidly, achieving
hurricane strength within less than 12 h.

From an early stage, vortex evolution is well explained by the
rotating convection paradigm for tropical cyclone intensification,
articulated, for example, by Montgomery and Smith (2014,
2017a). The results of KSM provide strong support for the
hypothesis of Montgomery and Smith (2011) that the genesis
process is not fundamentally different from that of vortex

intensification. Indeed, they indicate that the traditional approach
of treating ‘genesis’ and ‘intensification’ as separate processes
(e.g. Frank, 1987; Emanuel, 1989; McBride, 1995; Karyampudi
and Pierce, 2002; Tory and Frank, 2010) is not necessary. In
particular, KSM suggests that genesis does not require a ‘trigger’
and does not depend on the prior existence of a mid-level vortex.

A noteworthy idealization of the KSM study was the restriction
to warm-rain-only processes in clouds, an idealization whose
realism might be questioned. In the present article, this limitation
is removed by repeating their control calculation with a
representation of ice microphysical processes.

There have been many studies where ice microphysical
processes have been included in tropical cyclone models. Two of
the earliest we are aware of are those of Lord et al. (1984) and
Willoughby et al. (1984), which both used the same axisymmetric,
non-hydrostatic model. Lord et al. (1984) found, inter alia, that
spin-up is delayed compared with an equivalent calculation with
warm-rain-only microphysics, while Willoughby et al. (1984)
found that rings of convection are much more common when ice
is included. In an early numerical study of tropical convection
with and without ice processes, McCumber et al. (1991) found
that the inclusion of ice led to more realistic rainfall rates in the
anvil region and to more realistic vertical cloud structure near the
melting level.

c© 2017 Royal Meteorological Society
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An influential study of tropical cyclogenesis using a high-
resolution three-dimensional model with ice processes included
was that of Nolan (2007), the results of which were reviewed by
KSM. One particularly noteworthy feature of Nolan’s simulation,
not captured by that of KSM, was the development first of
a relatively strong mid-level vortex (maximum wind speed of
12 m s−1) prior to genesis. Since the occurrence of a mid-level
vortex is a feature also of earlier genesis theories (e.g. Simpson
et al., 1997; Bister and Emanuel, 1998), one question might be
whether such a vortex forms when ice microphysical processes are
included in the KSM model and, if so, is this formation important
in the genesis process?

The existence of a mid-level cyclonic vorticity maximum has
been argued to be essential for tropical cyclogenesis by Raymond
et al. (2011, 2014). If correct, this would imply that the marsupial
paradigm of tropical cyclogenesis by Dunkerton et al. (2009),
Montgomery et al. (2010) and Wang et al. (2010) is deficient in
not accounting explicitly for the middle-level vortex in supporting
the genesis process.

The Raymond et al. theory is derived from a numerical study
using non-rotating, two-dimensional (slab-symmetric) radiative
convective equilibrium simulations presented in Raymond and
Sessions (2007). Those authors found that increased stabilization
of the atmosphere, brought about by the generation of a warm
temperature perturbation in the middle troposphere and a cold
temperature perturbation in the lower troposphere, resulted in a
concentrated inflow in a shallow layer in the lower troposphere.
The proffered implication is that, if realistic values of ambient
rotation associated with a tropical wave or monsoon trough
were included, this convergence would import sufficient absolute
vorticity to overcome that lost to the surface by friction. This
thermodynamic control process is argued to be the critical
ingredient in altering the vertical mass flux profile to lower the
maximum mass flux and suppressing the lateral export of moist
entropy (Raymond et al., 2011, 2014). One of the advantages of
the idealized configuration used in this study is that this theory
can be tested with a fully three-dimensional model that includes
rotational effects.

Early ideas on the importance of the middle-level cyclonic
vortex in the cyclogenesis process included the viewpoint that the
middle-level vortex descended to low levels, carrying the elevated
cyclonic vorticity near to the surface and fostering frictional-
based convergence and the organization of deep convection in a
mesoscale region (e.g. Bister and Emanuel, 1998; Houze, 2004).
Indeed, Houze (2004) writes: ‘Tropical cyclones tend to spin up
as the MCVs [mesoscale convective vortices: our insertion] of
two or more MCSs [mesoscale convective systems: our insertion]
rotate around a common centroid, which develops into the
center of the cyclone. The mechanism by which the middle
level cyclone congeals and builds downward toward the ocean
surface is not clear’. Ten years later, in an exposition of clouds in
the formative stages of hurricanes, Houze (2014) writes: ‘As the
larger depression gathers strength from all the ongoing convective
activity and gradually takes on a tropical storm structure in its
wind field, the probability increases that one of the MCSs with
rotational convective cells and/or MCV will occur in the ideal spot
(presumably the exact centre of the depression) where the MCS’s
cloud structure interacts with the vortex centre to metamorphose
into a structure that has an incipient eye, eyewall, and rainbands’.
The tentative nature of this explanation encapsulated in the idea
of a cloud structure interacting with the vortex centre indicates
that there remains a need to understand better how the low-level
vortex forms.

Raymond and López-Carillo (2011) have pointed out that
a net downward transport of cyclonic vertical vorticity across
isobaric surfaces to the surface violates the theorem of Haynes
and McIntyre (1987), which states that there can be no net
transfer of absolute vertical vorticity across an isobaric surface.
Nevertheless, the idea continues to be invoked as a pathway for
the formation of a concentrated low-level vortex. The analysis of

the present simulation enables one to revisit this topic and shed
new light on the formation of the low-level vortex.

As far as we know, the only other idealized study of tropical
cyclogenesis to carry out similar three-dimensional simulations
with and without ice is that of Nicholls and Montgomery (2013).
While they did show that genesis was delayed significantly in the
presence of ice, they did not examine the reasons for this delay.
The main focus of their work was on simulations including ice.
They did find that a relatively strong mid-level vortex occurred in
some, but not all, of their ice simulations and found two primary
pathways in the cases with ice, with a strong dependence on the
type of radiation scheme.

An idealized study of tropical cyclone intensification by Wang
(2002) compared hydrostatic simulations with and without ice
processes using his model TCM3. Starting with a moderately
strong initial vortex (maximum tangential wind speed 20 m s−1),
he found that ‘although the cloud structures of the simulated
tropical cyclone can be quite different with different cloud
microphysics schemes, intensification rate and final intensity
are not very sensitive to the details of the cloud microphysics
parameterizations’. The warm-rain-only vortex was a little
stronger and intensified a little sooner.

There have been a few case studies of tropical cyclogenesis
and/or intensification in which the effects of ice microphysics have
been investigated. For example, Zhu and Zhang (2006) compared
simulations of Hurricane Bonnie (1998) with and without
ice-microphysical processes. The simulated storm without ice
was weaker than the four other simulations that included
representations of ice. Zhu and Zhang attributed the weaker
storm in the no-ice case to the lack of latent heat of fusion and
neglect of the growth and rapid fallout of graupel.

Penny et al. (2016) analyzed numerical simulations of a
non-developing disturbance using several different microphysics
schemes, including one with warm-rain-only microphysics. While
this simulation had the most rapid vortex development, it was
not included in a detailed analysis comparing developing and
non-developing vortices.

The purpose of this article is not to examine the role of
ice microphysics per se by comparing simulations with different
representations of ice microphysical processes as in some of the
above studies, but rather to investigate the differences between
simulations with and without a particular representation of ice
microphysics (sections 3, 4 and 5). One aim is to examine whether
a mid-level vortex forms when ice processes are included and to
understand the additional effects of ice processes within the
context of the rotating-convection paradigm for intensification.
Another aim is to examine whether the unified view of tropical
cyclogenesis and intensification in a favourable environment
suggested by the warm-rain simulations of KSM extends also to
the case with ice.

2. The numerical model and experimental design

The control simulation described and analyzed herein (referred
to simply as Ex-I) has the same configuration as the warm-rain
control simulation (referred to hereafter as Ex-WR) described in
KSM. It is carried out also using the numerical model CM1 version
16, a non-hydrostatic and fully compressible cloud model (Bryan
and Fritsch, 2002). In brief, the domain is 3000 × 3000 km2 in
size, with variable grid spacing reaching 10 km near the domain
boundaries. The inner 300 × 300 km2 has a 500 m grid spacing.
The domain has 40 vertical levels, beginning at a height of 25 m
and extending to a height of 25 km. The vertical grid spacing
expands gradually from 50 m near the surface to 1200 m at the
top of the domain. The Coriolis parameter f = 2.53 × 10−5 s−1,
corresponding to 10◦N. The maximum tangential wind speed
of the initial vortex (5 m s−1) occurs at the surface at a radius
of 100 km. The only differences from the KSM simulation are
the inclusion of ice microphysical processes using the Morrison
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Figure 1. Time series for both Ex-I and Ex-WR of (a) maximum total wind speed (VTmax, curve labelled ‘tot’) and maximum azimuthally averaged tangential wind
speed (Vmax, curve labelled ‘tan’). Panel (b) shows the radius Rv max at which Vmax occurs. Panel (c) shows the smoothed azimuthally averaged maximum vertical
velocity. Panel (d) shows the radius at which gale force winds occur (Rgales), where Rgales is calculated at a height of 1 km (labelled ‘top’) and corresponds to the radius
of 17 m s−1 tangential winds outside the eyewall. Also shown is the radius at which gale force winds occur calculated at the surface (labelled ‘surf’), corresponding to
the radius of 17 m s−1 total wind speed outside the eyewall. [Colour figure can be viewed at wileyonlinelibrary.com].

double-moment ice microphysical scheme∗ (Morrison et al.,
2005) and the longer integration time (132 h instead of 108 h),
because of the longer time required for the vortex to intensify.
The reference sounding is described in KSM (see their figure 1). In
brief, it is an arithmetic mean of 39 dropsonde soundings obtained
on 12 September 2010, during the Pre-Depression Investigation
of Cloud Systems in the Tropics (PREDICT) field campaign
(Smith and Montgomery, 2012). This sounding has a Convective
Available Potential Energy (CAPE) of 2028 J kg−1, a Convection
Inhibition (CIN)† of 47 J kg−1 and a Total Precipitable Water
(TPW) of 61 kg m−2. The sea-surface temperature is 29 ◦C, typical
of the Caribbean region at the time of the PREDICT experiment.

As in KSM, we perform two additional simulations with
random moisture perturbations of up to 0.5 g kg−1 applied from
the surface to a height of 1 km. The purpose of these experiments,
referred to as ‘P1’ and ‘P2’, respectively, is to add robustness to
the results by taking into consideration the stochastic nature of
deep convection. The results of these simulations are discussed in
section 6.

3. Vortex evolution with and without ice

Figure 1 compares the evolution of azimuthally averaged
quantities in the two simulations Ex-I and Ex-WR, including
the maximum tangential wind speed (Vmax), the radius at which
this maximum occurs (Rv max), the smoothed (1–2–1 filter in
time, used five times) maximum vertical velocity (Wmax), the
radius of total gale force winds (17 m s−1) at the surface (RgalesF,
labelled ‘surf’) and the radius of the gale-force tangential wind
component at a height of 1 km (Rgales, labelled ‘top’). Also shown
is the maximum total horizontal wind speed, VTmax.

∗In KSM, the Kessler warm-rain scheme is employed.
†The method used to calculate CAPE and CIN is the same as that described in
the appendix of Smith and Montgomery (2012).

For the first 45 h of the simulation, the Vmax time series for the
two simulations remain close to each other. Thereafter, the vortex
in Ex-WR begins to intensify rapidly. As shown and explained in
KSM, VTmax increases before Vmax, as it incorporates localized
wind-speed fluctuations associated with deep convection that do
not project significantly on to the azimuthal average. In Ex-I,
VTmax begins to exceed Vmax at about the same time as in Ex-WR,
indicating that deep convection begins to occur at about the same
time in both experiments (see later). However, the Vmax and
corresponding VTmax curves are further apart for a longer period
of time than in Ex-WR, a reflection of the fact that wind-speed
fluctuations associated with deep convection are larger when ice
microphysical processes are included. The gestation period in
Ex-I is more than double that of Ex-WR.

While the point of rapid intensification (referred to by KSM
as the intensification begin time) is rather easily identified in
Ex-WR, it is less clear in Ex-I, at least without an investigation of
other metrics. On the basis of Vmax, one might judge it to be at
either 100 h or 115 h. In this simulation, Vmax increases steadily
from 5 to 10 m s−1 in the first 95 h, while from 95 to 132 h it
increases to almost 50 m s−1. Note that the intensification rate in
Ex-I is barely half that in Ex-WR.

In both simulations, Rv max begins to fluctuate as deep
convection starts to occur, presumably as a result of radial wind
fluctuations generated by the convection, which in an aggregate
sense would advect the absolute angular momentum surfaces
(M-surfaces) inwards or outwards. Rv max shows a sharp decline
at about 46 h in Ex-WR and at about 97 h in Ex-I, in both cases
signifying the formation of a narrow vortex core at the respective
times. Subsequently, this inner vortex has a time-mean Rv max

of about 7 km in Ex-I, compared with approximately 11 km in
Ex-WR. While these radii are small, they are within the range
of values observed. For example, values of Rv max in Australian
region Tropical Cyclones Ada (1970), Tracy (1974) and Kathy
(1984) were 9, 7 and 10 km, respectively (Callaghan and Smith,
1998) and those in Atlantic Hurricanes Allen (1980), Charley

c© 2017 Royal Meteorological Society Q. J. R. Meteorol. Soc. 144: 99–114 (2018)
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(2004) and Ivan (2004) were 10, 13 and 9 km, respectively (Lajoie
and Walsh, 2008). In idealized numerical simulations, the mature
inner-core size of the simulated storm is related, inter alia, to the
initial vortex size (Kilroy and Smith, 2017).

Significantly, the Wmax time series are similar for both
simulations until about 18 h, whereafter there is a short period
(on the order of a few hours) when Wmax is slightly larger in Ex-I.
At about 25 h, Wmax has fallen to almost zero in both experiments,
a reflection of the temporary decline in deep convective activity.
As deep convection redevelops, the time series for Ex-WR shows
a prolonged increase (with fluctuations) from about 30 h to about
85 h. In Ex-I, the prolonged increase begins first after 80 h and
continues until the end of the calculation.

Coincidentally,‡ in Ex-WR, both Rgales and RgalesF appear first at
about 50 h. Thereafter, both increase steadily, with Rgales exceeding
RgalesF. In contrast, in Ex-I, gales occur only after about 115 h.

In the next three subsections, we consider the differences
in evolution between the two control experiments. To begin
with, in section 3.1 we examine the differences when the first
bout of convection forms. Then, in section 3.2, we examine the
differences in the early evolution up to the time at which rapid
intensification occurs in Ex-WR. Finally, in section 3.3, we explain
why intensification is delayed at later times when ice microphysics
is included. A brief summary of the differences is presented in
section 3.4.

3.1. Similarity of warm rain and rain + ice simulations

There is one issue that needs to be investigated first when
comparing the two simulations with and without a representation
of ice microphysics. As found by Kilroy et al. (2014) for the case
of a single convective cell initiated by a prescribed thermal
perturbation, there can be differences in the formulation of the
warm-rain component of an ice microphysics scheme and the
Kessler warm-rain scheme (see the footnote in Kilroy et al. (2014,
p1765)). For example, when using the Gilmore ice scheme, Kilroy
et al. found that the maximum vertical velocity at an altitude
on 2 km was of the order of 20% larger when ice processes were
included, although at that stage no ice had formed at this altitude!
One could anticipate similar differences in updraught strength
between the Morrison scheme used in Ex-I and the Kessler scheme
used in Ex-WR. However, the close similarity between the Wmax

time series in Ex-I and Ex-WR suggests that the differences in this
case may not be significant.

To examine the foregoing issue further, in Figure 2 we compare
horizontal cross-sections of the difference in water-vapour mixing
ratio from its initial value at a height of 1 km in Ex-I and Ex-
WR at 10 h intervals up to 30 h. Each panel includes horizontal
wind vectors to show the circulation and three contours of
vertical velocity: one showing upward motion at a height of
3 km to indicate the location of convective updraughts (at 10 h
the convection is not yet deep), another showing subsidence at a
height of 1 km and one showing the zero contour. Notably, at 10 h
(panels (a) and (b)) all fields are identical, as is Wmax in Figure 1
(the Wmax curves in both experiments remain identical until about
12 h). At this time (10 h), there are no perturbations of water-
vapour mixing ratio at a height of 6 km (just above the freezing
level), indicating that ice has not yet formed (not shown). These
results indicate that the Kessler warm-rain scheme and the warm-
rain component in the Morrison scheme are sufficiently similar
to make comparisons between the two simulations meaningful.

3.2. Interpretation of early differences with and without ice

The reasons for delayed vortex intensification in Ex-I are subtle.
As the flows in the two simulations Ex-I and Ex-WR continue

‡Recall that the definition of RgalesF is based on the total near-surface wind
speed, whereas Rgales is based on the tangential wind component only.

to evolve following the onset of deep convection, the patterns
of water-vapour mixing ratio at a height of 1 km shown in
Figure 2 begin to differ. At 20 h and beyond, the patterns of
convective updraughts at a height of 3 km in the two simulations
are completely different. While the inner-core region of the vortex
in Ex-WR becomes progressively moister (Figures 2(d) and (f)),
that in Ex-I becomes progressively dryer (Figures 2(c) and (e)).

As a first step to pinpoint the reasons for the foregoing
differences in evolution, in Figure 3 we show the early evolution
(up to 24 h) of Wmax together with smoothed time series of
maximum local vertical velocity WTmax, the smoothed height at
which WTmax occurs, ZWTmax , and the smoothed minimum local
vertical velocity WTmin in both simulations. The time smoothing
is accomplished by applying a 1–2–1 filter five times. It is
seen that there is stronger vertical motion in Ex-I, even in an
azimuthally averaged sense, with Wmax larger from 12–16 h and
from 18 h onwards than in Ex-WR. It is reasonable to surmise
that this mostly larger Wmax is due to the additional latent heat
release associated with the formation of ice hydrometeors. Indeed,
Figures 3(b) and (d) show that, at most times from about 12 h
when ice first forms, WTmax and WTmin are largest in magnitude
in Ex-I and the height of WTmax is largest also. The inference from
Figure 3 is that both convective updraughts and downdraughts
tend to be stronger in the presence of ice, consistent with estimates
from parcel calculations when the latent heat of freezing is
included (see e.g. Williams and Renno, 1993; Zipser, 2003).

A possible explanation for the inner-core drying at 1 km in Ex-I
could be the geometric effect of stronger deep convection in Ex-I
forcing a region of mesoscale subsidence about the circulation
axis, which would bring drier air to low levels. Strictly, the
geometric argument would assume that the convection in the
two simulations remains broadly at the same radii. While this
is true at 10 h, it becomes progressively less true at later times.
Nevertheless, the region of drying in Ex-I seen in Figure 2(c) and
(e) does coincide with a broad region of weak subsidence at both
20 and 30 h.

Figure 4 shows the time–height cross-sections of vertical mass
flux averaged over a square column of cross-sectional area
20 × 20 km2 and 60 × 60 km2, centred on the domain centre.
In the 20 × 20 km2 column, there is stronger subsidence below
4 km height in Ex-I during the times shown. In Ex-WR there is
predominantly upward mass flux beyond about 20 h, while in
Ex-I there are periods of alternating upward and downward mass
flux during the first 24 h. Since deep convection remains outside
the 20 × 20 km2 column during the first 20 h in Ex-I (see top
and middle panels of Figure 2), the subsidence in the inner core
cannot be associated with convective downdraughts. It must be
forced subsidence associated with the convection at larger radii.

In the 60 × 60 km2 column, there are small differences between
the vertical mass flux in the two simulations at early times. In
Ex-WR, the mass flux profile in this column becomes positive
after about 17 h, whereas there are periods of net downward
motion in Ex-I until 21 h.

In summary, in both averaging columns, there is stronger
net subsidence in Ex-I immediately after the first bout of
deep convection, especially in the inner core region. This
subsidence and the accompanying drying would act to impede
the development of further deep convection in the inner core.
In Ex-WR, the drying is weaker and deep convection begins to
occur within 20 km of the circulation centre as early as 20 h
(Figure 4(b)).

To understand fully why convection does not occur near the
circulation centre in Ex-I, it is pertinent to examine how the
average inner-core thermodynamic sounding evolves in both
experiments at early times and what role the drying plays in
Ex-I. Figure 5 shows the evolution of the CAPE and CIN
for both simulations. These quantities are calculated from a
thermodynamic sounding averaged over a 20 × 20 km2 column
centred on the circulation centre. Until 18 h, the evolution of
CAPE and CIN in the inner core is essentially the same in

c© 2017 Royal Meteorological Society Q. J. R. Meteorol. Soc. 144: 99–114 (2018)
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Figure 2. Horizontal cross-sections of water-vapour mixing ratio difference from the initial time at a height of 1 km in (a, c, e) Ex-I and (b, d, f) Ex-WR, at 10 h
intervals from 10–30 h. Also shown are three contours of vertical velocity (ascent at a height of 3 km, contour 0.2 m s−1 (solid yellow contour), subsidence at a height
of 1 km, contour −0.1 m s−1 (black dashed contour) and zero motion (thin solid black contour)) and horizontal wind vectors at a height of 1 km. Values for the
shading of water-vapour mixing ratio difference are given in the colour bar, in units of g kg−1. The wind vectors are in relation to the maximum reference vector
(10 m s−1) at the bottom right of each panel.

both experiments. In Ex-WR there is a sharp increase in CAPE
and a decrease in CIN around 18 h, a change that is presumably
associated with inner-core moistening. The subsequent reduction
of CAPE at about 20 h is associated with deep convective cells
forming in this inner core and consuming the CAPE.

In Ex-I, the stronger inner-core subsidence and subsequent
mid-level drying keep the CIN relatively high for longer, although

the CAPE builds up gradually due to surface latent heat fluxes.
Even with high CAPE, which remains large until about 60 h
(Figure 5(b)), the relatively large CIN prevents deep convective
cells from forming near the circulation centre.

Based on Figures 2–5, a schematic of the foregoing differences
in early evolution between Ex-WR and Ex-I is shown in Figure
6. In essence, the vortex evolution in the two simulations is the
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same until ice hydrometeors form at around 12 h. The additional
latent heat released by the formation of ice in Ex-I leads, inter alia,
to stronger convective updraughts. At early times, before deep
convection has formed in the inner core region, the subsidence
there forced by deep convection at larger radii is stronger and
deeper in Ex-I than in Ex-WR. At least when the deep convection

in the two experiments is located at similar radii to those in
Figures 2(a) and (b), the stronger and deeper subsidence at lesser
radii forced by this convection leads to a greater warming and
drying there, preventing the development of deep convection in
that region. In Ex-WR, the drying and warming is sufficiently
weak to allow deep convection to develop near the circulation
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centre within 24 h of the simulation. This development of deep
convection leads to a moistening at these inner radii and thereby
to a reduction of the CIN. Although the CAPE builds up at these
radii in both simulations, the stronger warming and drying in
Ex-I is sufficient to keep the CIN high enough near the circulation
centre to inhibit deep convection forming.

Several recent studies (e.g. Smith et al., 2015a; Kilroy et al.,
2016a; Tang et al., 2016) have highlighted the importance, in
general, of sustained deep convection occurring close to the
centre of an existing circulation for vortex intensification. The
reason is that convection in such a location is most effective
in converging absolute angular momentum above the frictional
boundary layer, where this quantity is approximately materially
conserved, resulting in spin-up of the tangential winds (see
e.g. Smith and Montgomery, 2016a, section 3.2).§ One key
requirement for sustained deep convection to occur near the
circulation centre is the presence of low CIN there. Another
requirement is that any convection that forms has low propensity
to produce strong convective downdraughts that might otherwise
flood the boundary layer with air having relatively low θe.

In the next section, we examine the evolution beyond the initial
30 h, seeking to understand why intensification is delayed until
90 h in Ex-I.

3.3. Why does ice delay intensification further?

In the previous section, we examined the early differences between
the two simulations and explained why deep convection does not
occur in the inner core in Ex-I within the first 24 h of the
simulation. However, in Ex-I, Vmax does not increase appreciably
for a further 66 h (i.e. until after 90 h: see Figure 1(a)), about
the same time as the first significant increase in Wmax. Soon after
(at about 97 h), the radius of maximum winds decreases to near
7 km. In this section, we offer an explanation for why it takes so
much longer for genesis to occur in Ex-I than in Ex-WR.

In Ex-WR, the intensification begin time, as defined in KSM,
is at 45 h, although convection begins to flare continuously near
the circulation centre as early as 30 h (see, for example, figure 8(e)
of KSM). As long as the CIN remains low, deep convection can
continue to occur near the circulation centre and can continue to
draw absolute angular momentum surfaces inwards in the lower
troposphere. Referring again to Figure 5, the CAPE in Ex-WR

§Many earlier studies (see for example Vigh and Schubert (2009) and references
therein) have proposed an alternative explanation, based on the idea that deep
convection in the inertially stable inner core region is in some sense ‘more
efficient’ than that at larger radii. The explanation is based on the idea that,
if a specified diabatic heating distribution is located in a region with high
inertial stability, it will induce a weaker updraught (inhibited by the larger
resistance to radial motion) than if it were located in a region of weak inertial
stability. The weaker updraught will be accompanied by less adiabatic cooling,
thereby leading to a larger net heating of the updraught. The validity of this
idea is questioned by Smith and Montgomery (2016a), who pointed out that,
in reality, a weaker updraught would imply a reduced diabatic heating rate.

increases gradually to 30 h as the boundary layer moistens. Shortly
afterwards it falls dramatically, possibly suggesting that deep
convection has developed near the circulation centre, consuming
much of the CAPE that had been built up. That this does indeed
happen is confirmed in animations of the vertical velocity field
(not shown). The CIN falls to near-zero around this time also.
In the subsequent 12 h of the simulation, the system undergoes a
rapid intensification phase. In Ex-I, however, a dramatic depletion
of CAPE in the inner core (between 60 and 72 h) coincides with a
significant increase in CIN (to about 70 J kg−1 at 72 h). This large
increase in CIN prolongs the genesis time in Ex-I and the next
question is: why does this increase occur?

Based on results of Srivastava (1987), who showed that
convective downdraughts are stronger with the inclusion of ice
microphysics, Simpson et al. (1997) and Montgomery et al.
(2010) suggested that the effect of stronger downdraughts would
lead to a greater flooding of the boundary layer with air with
relatively low equivalent potential temperature, a process that
would delay vortex development. The effect of downdraughts
reducing the boundary layer θe was discussed earlier by Barnes
et al. (1983). Following these ideas, to investigate why the CIN
increases markedly around 72 h in Ex-I, in Figure 7 we show
horizontal cross-sections of the near-surface (at a height of 25 m)
θe difference (shading) from its far-field value in Ex-I at 60 and
72 h. These times correspond with periods of high inner-core
CAPE (panel (a)) and periods where CAPE is rapidly being
consumed and CIN is increasing (panel (b)). Shown also are wind
vectors at a height of 1 km. At 60 h, there is a broadly positive θe

difference in the inner core region, while there are a few patches of
reduced θe due to convective downdraughts, for example centred
at (−29 km, −50 km), (−47 km, −23 km) and (37 km, 20 km).
At 72 h, when the CAPE in the inner core of Ex-I is close to its
lowest value for the 108 h shown, the circulation centre is engulfed
by low θe. There follows a recovery period in the inner core lasting
approximately 8 h, where essentially no deep convection occurs
until the θe differences become positive again (not shown).

Until the intensification begin time (∼100 or 115 h), there are
alternate periods of sporadic convective activity in the inner core,
with a subsequent lowering of low-level θe, followed by intervals
of boundary-layer recovery.

The recovery period following the bout of convection at 72 h
described above coincides with a period of little to no convective
activity that lasts until about 80 h (Figure 1(c)). To illustrate
this behaviour, in Figure 8 we show horizontal cross-sections of
vertical vorticity, wind vectors at a height of 1 km and surface
pressure at 10 h intervals from 80–110 h. Contours of vertical
velocity equal to 1 m s−1 at heights of 2 and 6 km are superimposed
to indicate the location of strong updraughts at these levels. At
80 h, the centre of circulation, as indicated by the velocity vectors,
lies near the centre of the computational grid. At this time (80 h)
there are no convective cells stronger than 1 m s−1 at heights of
2 or 6 km, indicating that there is no deep convection occurring
at this time. Notably, there are hardly any patches of enhanced
vertical vorticity exceeding 1 × 10−3 s−1.

c© 2017 Royal Meteorological Society Q. J. R. Meteorol. Soc. 144: 99–114 (2018)

http://wileyonlinelibrary.com


106 G. Kilroy et al.

Figure 6. Schematic portraying the subtle differences between the genesis process in simulations Ex-WR and Ex-I. In each case, early deep convection develops away
from the axis of the initial weak vortex. The collective effect of this convection, shown schematically as a single cloud in the figure, is to drive an overturning circulation
with subsidence inside and outside the convective region. The release of latent heat of freezing in the Ex-I simulation leads to stronger convection and hence a stronger
overturning circulation with stronger subsidence. The stronger subsidence radially inside the convection in this case leads to increased CIN that tends to inhibit the
development of deep convection in this region. The stronger downdraughts in this case tend to flood the boundary layer with low θe air, again delaying the formation
of deep convection near the centre of circulation. [Colour figure can be viewed at wileyonlinelibrary.com].
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After the inner core θe has recovered and the CIN has reduced
to a value close to zero (Figure 5), deep convection is able to
resume in the inner core. At 90 h (Figure 8(b)), there is a dramatic
change in the vertical velocity and vertical vorticity fields near
the circulation centre from 10 h earlier, with a monopole of
cyclonic vertical vorticity present in the inner core and active deep
convection co-located over the monopole. There is what appears
to be a spiral rain-band feature also, with active deep convection
and vorticity dipoles extending out from the circulation centre.
These vorticity dipoles are the result of the tilting of background
horizontal vorticity into the vertical. At 100 h the rainband has
all but decayed, although there remains a core of strong vertical
vorticity at the circulation centre. There is now persistent deep
convection over the vorticity monopole, which stretches the
cyclonic vorticity there further. At this time there is a lowering
of the surface pressure in the vortex centre, as indicated by the
presence of black contours.

At around 100 h, the cycle of deep convection and recovery
ends and deep convection becomes continuous (subsequently
wmax increases in strength around these times; see Figure 1(c)). At
110 h, there are significant differences evident in vortex structure
from 10 h earlier. While the central pressure has not fallen further,
deep convection has become widespread. There are patches also

of cyclonic vorticity just outside the inner-core monopole that
appear to be wrapping around the monopole. After this time,
Vmax and VTmax begin to increase considerably in strength (see
Figure 1(a)).

3.4. Summary

Summarizing the results of sections 3.2 and 3.3, the reduction
of inner-core CIN in the Ex-WR simulation allows bouts of
convection to occur near to the circulation centre after about a
day. This reduction of CIN results predominantly from enhanced
surface moisture fluxes, but is opposed to a degree by inner-core
subsidence induced by convection at larger radii. In contrast,
in the Ex-I simulation, at early times the induced subsidence
is stronger because deep convection at larger radii is stronger.
As a result, the inner core region becomes drier and has higher
CIN than in the Ex-WR simulation. When deep convection does
occur in the inner core region in the Ex-I simulation, the strong
downdraughts associated with ice processes flood the boundary
layer with low θe air, which is detrimental to the persistence of
convection.

As time proceeds, this low θe air is steadily modified,
predominantly by the persistent surface moisture fluxes, allowing
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subsequent bouts of convection to occur. Successive bouts of deep
convection serve to moisten the middle troposphere in the inner
core and eventually deep convection becomes persistent near the
circulation centre.

4. An azimuthally averaged view of vortex evolution

While the features of the genesis process described above are
intrinsically asymmetric, it is insightful to consider an azimuthally
averaged view of the process. To this end, Figure 9 shows vertical
cross-sections of various azimuthally averaged and 3 h time-
averaged quantities in the Ex-I simulation at 24 h intervals to
120 h, roughly spanning the gestation period prior to genesis.
For comparison, Figure 10 shows similar plots for the Ex-
WR simulation, but at 12 h intervals from 24–60 h, again
approximately spanning the gestation period in this case. The
time averaging is based on 15 min model output centred on the
time indicated. The quantities shown are tangential, 〈v(r, z)〉,
radial, 〈u(r, z)〉, and vertical, 〈w(r, z)〉, velocity components, the
diabatic heating rate, 〈θ̇(r, z)〉, and the contours of absolute
angular momentum 〈M(r, z)〉 (here we use angle brackets 〈〉 to
denote an azimuthal average quantity). The vertical velocity and

diabatic heating rate provide a perspective on the evolution of the
convectively induced secondary circulation in relation to features
in the horizontal flow field.

Even though the time series in Figure 1(a) indicates little
change in Vmax before about 100 h in the Ex-I simulation, there
are considerable changes in the structure of 〈v(r, z)〉 during this
time. In particular, in contrast to the vortex in the Ex-WR
simulation, the strongest tangential winds develop first at middle
tropospheric levels rather than at low levels (e.g. Figures 9(a),
(c) and (e)) and by 120 h there is a band of moderately strong
(> 10 m s−1) tangential winds at mid-levels extending out beyond
a radius of 100 km in Ex-I (Figure 9(i)).

Returning to early times, at 24 h the most prominent diabatic
heating lies in an annulus located mostly outside the tangential
wind-speed maximum, but weak inflow aloft extends across this
band, due presumably in part to the diabatic heating at lesser
radii. The effect of the inflow is manifest in the inward protruding
‘noses’ of the M surfaces, a feature that becomes more prominent
with time (right panels of Figure 9). Some deep convection, as
characterized by either the distribution of vertical motion or
that of diabatic heating rate, becomes progressively focussed in a
central region near the axis of rotation as the vortex intensifies.
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This is, of course, a favourable location for convectively induced
inflow to continually draw in the M surfaces, thereby intensifying
the tangential wind, at least above the frictional boundary
layer. The focusing, itself, must be aided by the strengthening
boundary-layer inflow, which is evident in Figures 9(h)
and (j).

At 96 h (Figure 9(g)), a second maximum in 〈v(r, z)〉 has
begun to form near to the surface, inside a radius of 10 km, and
by 120 h this maximum has grown in intensity to become the
most prominent feature (Figure 9(i)), which explains why Rmax

decreases to less than 10 km (Figure 1(b)). Reasons for Vmax

to occur so close to the surface were anticipated long ago by
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Figure 10. Legend as for Figure 9, except for Ex-WR. [Colour figure can be viewed at wileyonlinelibrary.com].

Anthes (1971). The mechanism by which this spin-up occurs
has become known as the boundary-layer spin-up mechanism.
A concise articulation of the mechanism is given by Smith
and Montgomery (2016b). Although Vmax at 120 h is less than
25 m s−1, the vortex structure has the main features of a tropical
cyclone, at least from an azimuthally averaged perspective. These
include strong low-level inflow, a tangential wind field that
decreases in strength with height, a strong annular core of ascent
with the maximum updraught away from the axis of rotation and
a strong outflow layer in the upper troposphere (Figures 9(i) and
(j)). The strengthening near-surface inflow as the vortex develops
is seen in Figures 9(f), (h) and (j).

The foregoing pattern of evolution is similar in many respects
to that in the Ex-WR simulation, where the genesis process is
much more rapid and the formation of a low-level concentrated
vortex is not preceded by the development of a broad tangential
wind maximum in the middle troposphere (the early tangential
wind maximum seen in Figures 10(a) and (c) is generally located
below a height of about 3 km).

We have already discussed the reasons for the delayed genesis
in the Ex-I simulation and turn now to examine the reasons for
the early formation of a mid-level vortex in the simulation with
ice microphysics.

4.1. Mid-level vortex development with ice microphysics

The occurrence of a mid-level vortex in individual mesoscale
convective systems has been attributed to the vertical structure
of the diabatic heating rate that exists in the extensive stratiform
regions of these systems (e.g. Chen and Frank, 1993; Rogers
and Fritsch, 2001). In these regions, there is heating due to
latent heat release by the condensation of water vapour and the
progressive freezing of liquid water in the weakly ascending anvils,
but cooling in mesoscale downdraughts due to sublimation,
melting and evaporation beneath the anvils (see e.g. Houze,
2014, section 9.6.3). This configuration of upper-tropospheric
heating and lower-tropospheric cooling leads to a maximum
vertical gradient of heating rate in the middle troposphere, rather
than in the lower troposphere, associated with vigorous deep
convective updraughts. Because the heating rate is approximately
proportional to the vertical velocity, this pattern of heating rate
is conducive through mass continuity to producing horizontal
convergence in the middle troposphere rather than the lower
troposphere. Near the freezing level, the convergence may be
reinforced by the divergent stress generated by the melting of
snow crystals just below the freezing level (typically 5.5 km in the
Tropics). Since raindrops have fall speeds many times greater than
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snowflakes, they exert a much larger collective drag on air below
the freezing level than snowflakes exert above the freezing level.
The vertical stress divergence leads to a horizontal convergence
of the flow near the freezing level. In either case, the convergence
will lead to an amplification of any existing vortical circulation
(Haynes and McIntyre, 1987).

It seems plausible that the foregoing processes could account for
the formation of the mid-level vortex seen in the Ex-I simulation.
Moreover, since the mid-level inflow in this simulation is not
just confined to the vicinity of the freezing level, the effect of the
vertical gradient of the diabatic heating rate may be the dominant
one for generating mid-level inflow and thereby for spinning
up a mid-level cyclonic vortex. To explore this idea, we show
in Figure 11 the inflow accompanying the balanced response of
the time-averaged and azimuthally averaged tangential wind field
〈v(r, z)〉 to the time-averaged and azimuthally averaged diabatic
heating rate 〈θ̇(r, z)〉 at selected times in the Ex-I and Ex-WR
simulations. The balance calculations are carried out using the
same methodology as in Smith et al. (2015b). In brief, 〈θ̇(r, z)〉
and 〈v(r, z)〉 are diagnosed from the corresponding output of
the two simulations and then averaged over three-hour time
periods to account in some way for the stochastic nature of deep
convection in the two experiments. The balanced thermodynamic
fields are then obtained from the spatial distribution of 〈v(r, z)〉
and the thermodynamic sounding at some large radius (here
500 km) using the method described by Smith (2006). Finally, the
Sawyer–Eliassen equation is solved for the streamfunction of the
secondary circulation using an open boundary condition at large
radius (in this case 500 km).

The Sawyer–Eliassen equation, which has the same form as eq.
(14) of Bui et al. (2009), is forced solely by the time average of
〈θ̇(r, z)〉 in an effort to isolate the effects of the diabatic heating
alone on the distribution of inflow.¶ The solution method uses
successive over-relaxation and is described in detail by Bui et al.
(2009). In the present calculations,‖ the resolution of 〈v(r, z)〉
and 〈θ̇(r, z)〉 was degraded in the radial direction to facilitate
convergence of the relaxation method in a reasonable time.

Comparison of the top four panels in Figure 11 with the
corresponding panels in the right column of Figure 9 shows
that, despite the degraded resolution,∗∗ the balance theory has
considerable skill in capturing the time-averaged and azimuthally
averaged radial flow obtained directly from the Ex-I simulation
above the boundary layer.†† In particular, the balance solution is
seen to capture the mid-tropospheric inflow well. For example,
beyond 24 h the most prominent inflow forced by 〈θ̇(r, z)〉 in
the Ex-I simulation occurs in a layer between 4 and 9 km. These
results corroborate the findings of Montgomery et al. (2006), who
demonstrated also the ability of balance solutions to capture the
elevated inflow well in their vortex simulation with ice.

Comparison of the two bottom panels in Figure 11 with
the corresponding panels in the right column of Figure 10
shows a similarly good agreement for the radial flow in

¶It is important to note that, despite statements in the literature to the contrary
by Stern et al. (2015), the forcing of the secondary circulation by radial
and vertical gradients of diabatic heating cannot be completely isolated from
forcing by boundary-layer friction, because the boundary layer in the inner-
core region is intrinsically nonlinear (see e.g. Vogl and Smith, 2009; Smith and
Montgomery, 2015; Montgomery and Smith 2017b). Nevertheless, friction by
itself would generate radial outflow above the boundary layer: only diabatic
heating can induce inflow both within and above the boundary layer and only
then at radii outside the heating.
‖It may be worth pointing out that, during the very early phase of system scale
vortex development, while the vortex is relatively weak, almost no regularization
of the Sawyer–Eliassen equation is needed, because only a handful of points
violate the ellipticity condition that guarantees a convergent balanced solution.
∗∗Note that the degradation reduces the radial gradient of 〈θ̇(r, z)〉, which, by
itself, would account for the weaker values of inflow in the balance calculations
above the boundary layer. However, the smoothing leads to a more coherent
forcing, which would tend to have the opposite effect.
††Of course, one cannot expect good agreement in the boundary layer
(approximately the lowest km), as the flow there is typically not close to
balance.

the lower troposphere above the boundary layer between
the balanced calculation and the full solution in the Ex-WR
simulation. In this case, the strongest inflow occurs below a
height of 4 km.

The balance solutions provide strong support for the
interpretation that the occurrence of the mid-level vortex in
the Ex-I simulation is primarily a result of the more elevated
vertical distribution of diabatic heating in this simulation, which
is produced by the additional release of latent heat of freezing in
the upper troposphere and the additional diabatic cooling just
below the freezing level that accompanies melting.

From a vorticity perspective, the enhanced low-level vorticity
near the circulation centre can come about only by a horizontal
flux consisting of an advective and a non-advective component
(Haynes and McIntyre, 1987). From this perspective, genesis is
fundamentally a process involving the layerwise concentration of
vertical vorticity. It then follows that there can be no net downward
transport of vorticity from the middle-level vortex, ruling out
the possibility of genesis being a ‘top-down’ process (Raymond
et al., 2011). In essence, any system-scale subsidence required
to advect the mid-level vortex down would be accompanied by
low-level radial outflow, which would dilute the vertical vorticity
within any fixed circle. Equivalently, from an angular momentum
perspective, the low-level radial outflow would move the M
surfaces outwards, leading to a local spin-down of the tangential
wind. In any case, as shown later in section 5, subsidence does not
occur on the scale of either the mid-level vortex or the low-level
vortex in Ex-I or Ex-WR within 24 h prior to genesis.

The rapid organization of the low-level vorticity between 80
and 90 h seen in Figure 8 strongly resembles that occurring prior
to genesis in the Ex-WR simulation (see KSM, figure 3), suggesting
the non-essential dynamical influence of the mid-level vortex.

4.2. Emerging boundary-layer control

The vertical cross-sections in Figure 9 show that, rather
than the mid-tropospheric tangential wind maximum moving
downwards, the tropical-cyclone vortex develops in situ by
processes similar to those in the warm-rain-only simulation. In
essence, the strengthening boundary-layer inflow seen in Figures
9(f), (h) and (j) is accompanied by a focusing and strengthening
of the distribution of diabatic heating rate within a radius of less
than 30 km and a progressive inward displacement of the M-
surfaces, at least above the shallow boundary layer. The inward
displacement of the averaged M-surfaces at low levels seen in the
right panels of Figure 9 leads to a marked spin-up of the tangential
wind field at low levels, as seen between panels (e), (g) and (i)
of Figure 9. The fact that the maximum tangential wind speed at
120 h lies within the relatively strong inflow layer indicates that
the boundary-layer spin-up mechanism referred to above has
begun to operate.‡‡ The dynamics of formation of the low-level
vortex broadly corroborate the results of earlier studies of the
genesis problem by Montgomery et al. (2006), Nolan (2007) and
Nicholls and Montgomery (2013).

5. A system-averaged view of vortex evolution

For completeness and to provide a comparison with the results in
KSM, we examine briefly a system-averaged view of the genesis
process in Ex-I. Figure 12 shows time–height cross-sections
of system-averaged quantities within a column with horizontal
cross-section 100 km × 100 km, centred at the centre of the
circulation. These include the deviations of temperature and θe

from their respective values at the start of the time series, the
relative humidity (with respect to liquid water) and the vertical

‡‡There is some indication of the boundary-layer spin-up process playing
a slight role as early as 24 h to produce a weak maximum in the low-level
tangential wind speed near a radius of 100 km in Figure 9(a).
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mass flux. Analogous cross-sections for the Ex-WR simulation
are shown in figure 8 of KSM.

As in the Ex-WR simulation, the mid-to-upper troposphere
warms while the lower troposphere cools (Figure 12(a)), but there
is a large difference in the depth of significant cooling between
both experiments. In Ex-I there is marked cooling (greater than
0.5 K difference) below a height of 5 km at most times, whereas
in Ex-WR significant cooling is found only in the lowest 1.5 km
(figure 8(a) of KSM). There is a clear humidification of the middle
troposphere seen in both the relative humidity and perturbation
θe cross-sections well prior to genesis (Figures 12(b) and (c)).
The low to mid levels are drier than in Ex-WR, especially in the
height range of 2–5 km. In particular, there are few occurrences
below 4 km height where the relative humidity is greater than
95%. These differences are reflected in the θe fields also.

It is problematic to compare the relative humidity fields in the
Ex-I and Ex-WR simulations above the freezing level, because
the relative humidity is calculated in both cases with respect to
liquid water. For this reason, values of relative humidity in the
upper troposphere in Figure 12(b) are comparatively low. The
humidification of the mid-troposphere found here prior to genesis
corroborates the findings of Montgomery et al. (2006), Nolan
(2007), Wang (2012) and references cited therein. In particular,
Wang (2012) described the evolution of the pouch centre in her
simulation as ‘characterized by high saturation fraction, small
difference in θe between the surface and the middle troposphere,
and a short incubation time scale’.

The average net mass flux in the 100 km × 100 km column
shows a degree of high-frequency variability to about 80 h. After
this time, the variability diminishes and the magnitude increases,
most notably after 120 h (Figure 12(d)). In this column, there
is no systematic lowering of the height of maximum mass flux
with time as hypothesized by Raymond et al. (2011, 2014) and
discussed in the Introduction. Nevertheless, such a lowering is
seen in a 20 km × 20 km column at later times (Figure 13(a)).
Figure 13 shows similar time–height cross-sections of vertical

mass flux to Figure 4, but from 72–132 h in Ex-I and from
24–84 h in Ex-WR. Also shown is a yellow contour highlighting
the height of the maximum mass flux. This narrower column is
more representative of the scale of the low-level vortex.

In Ex-I, there is a systematic increase in the low-level mass flux
from 84–132 h, although the maximum value remains mostly
above a height of 4 km. In Ex-WR, the mass-flux maximum
lowers to a height of about 500 m during the rapid intensification
phase. The fact that there is a lowering of the height of maximum
mass flux with time in Ex-WR, the simulation with no mid-
level vortex, suggests that the mid-level vortex does not play an
important role in this process. This finding removes a potential
deficiency of the marsupial paradigm of Dunkerton et al. (2009)
by not taking into account the role of a mid-level vortex (see the
Introduction).

6. Sensitivity experiments

Figure 14 shows the evolution of Vmax and Rv max in Ex-I and
the two moisture-perturbed runs. As in KSM, the inclusion of
moisture perturbations in Experiments P1 and P2 leads to small
differences in the onset of the intensification begin time. In P1 the
intensification begin time occurs sooner than in the control (Ex-I)
at about 90 h, whereas in P2 the intensification begin time occurs
a few hours later than in Ex-I. The period of spin-down at about
105 h in Ex-I does not occur in either perturbed simulation.
All three experiments have a similar Rv max by the end of the
calculations (132 h).

Due to the stochastic nature of deep convection, differences
in the details of vortex evolution in the perturbed simulations
are to be expected (e.g. Nguyen et al., 2008; Shin and Smith,
2008). As in the case without ice, a comparison of horizontal
cross-sections of vertical velocity and vertical vorticity in Ex-1, P1
and P2 provides evidence of this stochastic nature (not shown).
There are significant differences in the detailed patterns of deep
convection and relative vorticity fields in the three experiments.
Despite these differences, the intensification begin time in all
three experiments is relatively close, supporting the robustness of
the results presented herein.

As suggested in KSM, this lack of sensitivity might be due
to the addition of moisture perturbations on the fine grid scale
being used, rather than larger scale perturbations (Weckwerth,
2000; Shin and Smith, 2008). A more complete examination of the
dependence of the solution on the scale of moisture perturbations
is a topic that warrants future study.

7. Some remaining issues

We examine now briefly the proposal of Wang (2014) that
tropical cyclone formation can be regarded as a two-stage
process. She describes the first stage as a gradual process
of moisture preconditioning and low-level spin-up, in which
‘cumulus congestus plays a dominant role in moistening the
lower to middle troposphere and spinning up the near-surface
circulation prior to genesis, while deep convection plays a key
role in moistening the upper troposphere and intensifying the
cyclonic circulation over a deep layer’.

While we would agree that cumulus congestus would
contribute to the genesis process in the way that Wang describes,
if it were the dominant process then one would expect to see a
prominent outflow region in the middle troposphere associated
with this convection. In the results we have presented, we do
not find such mid-tropospheric outflow in either the EX-WR
or EX-I simulations. Rather, the system-scale outflow in these
experiments is found in the upper troposphere, reflecting the
dominance of deep convection.

Wang’s second stage of formation ‘commences with the
rapid development of deep convection in the inner pouch
region after the air column is moistened sufficiently, whereupon
the concentrated convective heating near the pouch center
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strengthens the transverse circulation and leads to the
amplification of the cyclonic circulation over a deep layer’.
She invokes ‘the power-law increase of precipitation rate with
column water vapor (CWV) above a critical value’ to explain
‘the rapid development of deep convection’, arguing further that
‘the high CWV near the pouch center thus plays an important
role in convective organization’. Our results presented above
suggest an alternative explanation for the development of deep
convection, namely the steady strengthening of boundary-layer
inflow (and implied convergence) and the progressive control on
deep convection exerted by the boundary layer, both dynamic
and thermodynamic, as articulated by Persing et al. (2013, see
p. 12334) and Kilroy et al. (2016b). A thorough examination
of Wang’s proposed second phase of development is beyond
the scope of the current study and will be a topic of future
investigation.

8. Conclusions

We have extended a recent idealized numerical study of tropical
cyclogenesis to investigate the additional effects of incorporating
ice. When ice processes are included, the gestation time before
genesis occurs is more than twice as long as in the warm-rain-only
simulation. Moreover, this gestation period is characterized by
the formation of a moderate strength system-scale vortex in the
middle troposphere. Reasons for the longer gestation period in
the case with ice were offered.

Axisymmetric balance calculations showed that the spin-up
of the mid-level vortex is related to the larger horizontal and
vertical gradient of diabatic heating rate in the middle troposphere

than in the warm-rain-only simulation. The elevated gradient of
heating rate leads to a system-scale radial influx of absolute
vorticity in the middle troposphere, or equivalently, from an
azimuthally averaged perspective, to an inward displacement of
absolute angular momentum surfaces at these altitudes. In either
perspective, the inflow leads to a spin-up of the tangential wind
at middle levels.

The formation of the tropical-cyclone vortex in the simulation
with ice is similar to that in the warm-rain-only simulation,
with the strengthening frictional boundary layer exerting
a progressively important role in focusing inner-core deep
convection. This vortex develops in situ on a much smaller
scale than the mid-level vortex by processes that are similar to
those in the warm-rain-only simulation, in which no such mid-
level vortex forms. Indeed, there is no evidence that the low-level
vortex forms as a result of the mid-level vortex being somehow
carried downwards.

We pointed out that, from a vorticity perspective, the enhanced
low-level vorticity near the circulation centre can come about only
by a horizontal flux consisting of an advective and a non-advective
component. Accordingly, there can be no net downward transport
of vorticity from the middle-level vortex, ruling out the possibility
of genesis being a ‘top-down’ process.

The rapid organization of the low-level vorticity in the ice
experiment strongly resembles that occurring prior to genesis
in the warm-rain-only simulation, suggesting the non-essential
dynamical influence of the mid-level vortex. The fact that genesis
occurs in a similar way in the five warm-rain simulations, which
do not have a mid-level vortex, suggests to us that the mid-level
vortex does not play an essential thermodynamical role either.
The height of the maximum mass flux in the ice simulation
is not systematically lowered prior to the rapid spin-up of the
low-level circulation. If found to be general, this result would
have implications for the Raymond theory, which invokes the
lowering of the mass flux in association with the development of
a middle-level cyclonic vortex.

Taken together, the results for the warm-rain-only and ice
simulations suggest that the formation of the mid-level vortex
is not a prerequisite for explaining tropical cyclogenesis in a
favourable, moist, pouch-like environment with minimal vertical
shear.
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