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Cooperative Path Following of Multiple Multirotors
Over Time-Varying Networks

Venanzio Cichella, Isaac Kaminer, Vladimir Dobrokhodov, Member, IEEE, Enric Xargay, Ronald Choe,
Naira Hovakimyan, Senior Member, IEEE, A. Pedro Aguiar, Member, IEEE, and António M. Pascoal, Member, IEEE

Abstract—This paper addresses the problem of time-coordina-
tion of a team of cooperating multirotor unmanned aerial vehicles
that exchange information over a supporting time-varying net-
work. A distributed control law is developed to ensure that the
vehicles meet the desired temporal assignments of the mission,
while flying along predefined collision-free paths, even in the pres-
ence of faulty communication networks, temporary link losses,
and switching topologies. In this paper, the coordination task is
solved by reaching consensus on a suitably defined coordination
state. Conditions are derived under which the coordination errors
converge to a neighborhood of zero. Simulation and flight test
results are presented to validate the theoretical findings.

Note to Practitioners—This paper presents an approach which
enables a fleet ofmultirotor UAVs to follow a set of desired trajecto-
ries and coordinate along them, thus satisfying specific spatial and
temporal assignments. The proposed solution can be employed in
applications in which multiple vehicles are tasked to execute coop-
erative, collision-free maneuvers, and accomplish a common goal
in a safely manner. An example is sequential monitoring, in which
the UAVs have to visit and monitor a set of points of interest, while
maintaining a desired temporal separation between each other. In
this paper, we also simulate a scenario in which the vehicles, posi-
tioned in a square room, are required to exchange position with
each other. It is shown that the proposed control algorithm not
only ensures that the UAVs arrive at the final destinations at the
same time, but also guarantees safety, i.e., the vehicles avoid colli-
sion with each other at all times.
Index Terms—Consensus algorithms, networked systems, time-

coordinated path following.

I. INTRODUCTION

C OOPERATION among multiple unmanned vehicles is an
extremely challenging topic from a theoretical and prac-

tical standpoint, with far reaching implications in scientific and
commercial mission scenarios. For this reason, in recent years,
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the topic has been the subject of considerable research and de-
velopment effort, especially in terms of control and communica-
tion technologies. Relevant work includes spacecraft formation
flying [1]–[3], UAV control [4], [5], coordinated control of land
robots [6]–[8], and control of multiple autonomous underwater
vehicles [9], [10]. Research on cooperative flight of multirotor
teams is particularly extensive (see [2], [3], [11]–[16], and ref-
erences therein). In this context, the literature is mainly divided
into two categories: centralized and decentralized cooperative
control. In the first case, each vehicle is driven along its own
predefined time-dependent trajectory, provided by a central unit
(controller). In the latter, each UAV runs its own guidance, navi-
gation, and control algorithms, and is thus able to autonomously
react to the behavior of other vehicles and/or unforeseen events
to safely reach a mutual goal [15]–[20]. In the context of small
multirotor UAVs (often featuring CPUs with relatively small ca-
pabilities), a hybrid (mix of centralized and decentralized) con-
trol can be applied to significantly reduce the exchange of infor-
mation between the central controller and the UAVs.
However, performance of decentralized and hybrid coopera-

tive controllers depends on the ability of the fleet to exchange
information in a timely and reliable manner. Therefore, the
quality-of-service of the supporting communication network
plays a crucial role. As pointed out in [21] and [22], in many
scenarios the flow of information among vehicles may be
severely restricted, either for security reasons or because of
tight bandwidth limitations. As a consequence, no vehicle may
be able to communicate with the entire fleet, and the amount of
information that can be exchanged may be limited.
Motivated by previous results obtained by the same authors

[23], this paper addresses the problem of coordinating a fleet of
multirotor UAVs in the presence of communication constraints.
In particular, the cooperative missions considered require that
each vehicle follow a feasible collision-free path, and that all
vehicles arrive at their respective final destinations at the same
time, or at different times so as to meet a desired intervehicle
schedule. A simple example of coordination between two
quadrotors is shown in Fig. 1, where the vehicles are required
to follow two paths of different lengths, while coordinating
along the axis. In this paper, we aim at providing a solution
which–differently from other works in the literature [2], [3],
[8], [15], [16]–tackles the problem of decentralized cooperative
control with time-varying communication networks through
a Lyapunov-based approach, thus providing rigorous perfor-
mance bounds as a function of the quality-of-service of the
communication network. Moreover, we address the problem
of non-ideal tracking performance of the UAVs, by showing
that the time-coordination guarantees are retained even when
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Fig. 1. Two quadrotors following two trajectories of different lengths while
coordinating along the axis. A video of the flight test is available at https://
www.youtube.com/watch?v=izXmgetsBYw.

the UAV does not converge–but remains close–to the desired
position.
The present paper departs from previous results obtained by

the research group in cooperative path-following control in a
fundamental way. In [23], the authors presented path-following1
and time-coordination algorithms that enable a fleet of fixed-
wing UAVs to follow predefined spatial paths and synchronize
along them. One of the main benefits of this framework lies in
the fact that the speed of the vehicles can be adjusted online
to synchronize the vehicles, as opposed to the coordinated tra-
jectory-tracking approach where the coordination task is solved
offline, and thus the control algorithm cannot adapt to external
disturbances or vehicles’ tracking errors. In [23], the path-fol-
lowing controller is designed so as to align the velocity vector
of the UAV with the local tangent vector of the desired path,
and it relies on the assumption that the speed of the vehicle is
lower bounded by a positive constant [23, Eq. (9)]. On the other
hand, time-coordination is achieved by varying the speed of the
vehicles involved in the mission. One of the key steps in the ap-
proach proposed in [23] lies in the design of the path-following
solution (see [23, Section IV]), which significantly reduces the
complexity of the problem at hand by reducing the coordina-
tion dynamics to simple integrators, where is the number of
UAVs. However, while [23] offers an appealing solution for the
cooperative control of fixed-wing UAVs, it cannot be employed
when dealing with unmanned vehicles that allow the existence
of zero velocity vectors (e.g., UAVswho can hover, such as mul-
tirotors). This limitation motivated us to reformulate the coor-
dination problem in a different way. The goal of this paper is to
provide a new solution to the time-coordination problem which
is more general, and can be applied to a broader set of vehi-
cles with different dynamics. In the approach proposed here, the
path-following and the time-coordination problems are decou-
pled. At the path-following level, we assume that a control law
capable of steering a multirotor along its assigned path is given.
At the time-coordination level, the synchronization problem is

1Path-following: the underlying assumption in the path-following approach
is that the path-following controller enables the vehicle to follow a geometric
path, independently of the temporal assignments of themission. This approach is
thus in contrast to trajectory-tracking control, where the objective is to follow a
predefined trajectory with a given timing law [24]. Therefore, in path-following
control one can exploit the progression of the desired reference along the given
path to achieve other objectives.

Fig. 2. Cooperative path-following of multiple multirotors over time-varying
networks, general framework, control blocks, and interaction between them.

solved by adjusting a new set of suitably defined coordination
variables, thus achieving vehicles’ coordination. It is shown that
the solution to the time-coordination problem exhibits guaran-
teed performance in the presence of time-varying communica-
tion networks, that arise due to temporary loss of communica-
tion links and switching communication topologies.
This paper is organized as follows. In Section II, we intro-

duce the general framework adopted. In Section III, we describe
the time-coordination problem by giving a suitable set of coor-
dination variables and a set of assumptions that the communi-
cation network must satisfy. In Section IV, we formulate the
main results of this paper; simulation results are discussed in
Section V, while flight test results are shown in Section VI. Fi-
nally, in Section VII, the main conclusions are presented.

II. GENERAL FRAMEWORK

In this section, a general framework for cooperative path-fol-
lowing control of multirotors is introduced. The general frame-
work builds on the approach to multivehicle cooperative control
presented in previous work [25].
Given a multivehicle cooperative mission, a trajectory-gen-

eration algorithm produces a set of feasible spatial paths in 3D
space together with a set of feasible speed profiles. A path-fol-
lowing controller allows each vehicle to converge to and follow
its assigned path with the desired speed profile. A time-coordi-
nation control algorithm adjusts (indirectly) the progression of
each vehicle along the path in order to achieve intervehicle coor-
dination. Fig. 2 presents the architecture. As mentioned earlier,
this paper focuses on the problem of time-coordination. How-
ever, for the clarity of presentation, in this section we briefly
describe the trajectory-generation and the path-following prob-
lems. For further details, the reader is referred to [26]–[28],
where the authors tackle the trajectory-generation and path-fol-
lowing problems.

A. Trajectory Generation
At the trajectory-generation level, the objective is to plan a

set of desired collision-free trajectories, which must be tracked
by the vehicles. The algorithm can be summarized in two main
steps.
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a) First, a trajectory-generation algorithm produces a set of
feasible geometric paths together with desired speed profiles.
The problem at hand is to generate a set of 3D time-trajectories
that together minimize a given cost function (e.g., overall energy
spent or time to maneuver), do not violate dynamic constraints
of the vehicles, ensure that the vehicles maintain a predefined
spatial clearance, and satisfy prespecified mission-specific con-
straints. Given a cooperative mission of interest involving
vehicles, the problem of trajectory-generation can be formally
stated as follows.
Problem 1 (Trajectory-Generation Problem): Find a set of

3D time-trajectories , con-
veniently parameterized by a single time-variable

, satisfying
• dynamic constraints

(1a)

(1b)

where and are the desired linear speed and
acceleration at , and and are the dy-
namic constraints of the -th vehicle (minimum and max-
imum speed and maximum absolute value of the accelera-
tion, respectively);

• simultaneous arrival at predefined destinations

(2)

• temporal separation between the paths

(3)

b) Second, given the geometric curve defined above,
and letting the virtual time be

(4)

we express the desired position of the th UAV at time as
. In this formulation, the virtual time is a func-

tion that maps actual (clock) time to mission planning time .
We notice that, if , then the commanded speed coin-
cides with the speed profile chosen at step a) (i.e., implies
that the mission is executed at the desired pace). On the other
hand, implies a faster (slower) execution of the
mission. As will become clear later on, we explicitely control
the dynamics of (actually, its second derivative ) and
use them as an extra degree-of-freedom to achieve time-coordi-
nation. Therefore, since is governed by some control law
(yet to be defined), the dynamic constraints on the speed and
acceleration of the vehicle, as well as the bounds given in (1a)
and (1b) must be considered in order to derive feasibility limits
on and . These limits can be determined by deriving
the following expression:

(5)

where denotes the commanded
speed profile to be tracked by the UAV at time , while

represents the speed profile generated
by the trajectory-generation algorithm [26]. Hence, is
limited to the physical speed constraints of the vehicle

Using (5), these speed constraints result in the following in-
equalities:

(6a)
(6b)

Equations (6a) and (6b) relate the limits of the desired speed
profile to the limits of .
Similar limits can be derived for the acceleration profile

. In fact, differentiating (5), and imposing the following
upper bound on the required acceleration:

we get similar inequalities as (6) for the acceleration and

(7)

Equation (7) relates the limits of the desired speed and accel-
eration profiles and to the limits of and

.

B. 3D Path Following
In what follows, we briefly describe the path-following

problem and define a set of variables and assumptions which
will be used later in Section IV. Let denote an inertial
reference frame, and let be the position of the
center-of-mass of the th multirotor in this inertial frame, re-
solved in . Also, let denote the body frame
with its origin located at the center of mass of the th multirotor;
vector is the normal to the plane defined by the centers of the
rotors–pointing upwards in noninverted flight–while vectors

and lie in this plane, with pointing out the nose and
completing the right-hand system. Recall that is

the desired position of the th vehicle at time . We define the
position error vector as

(8)

and the velocity error vector as

(9)

Additionally, motivated by [29], we define the error

(10)

where is the vee map defined in [29]
mapping the nonzero entries of a skew-symmetric matrix
into a three-dimensional vector; is the rotation
matrix from the body-fixed frame to the inertial frame

represents the desired attitude of the th mul-
tirotor with respect to the inertial frame and is defined as a
function of the position and velocity error vectors, and
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[29]. With the above notation, we define the path-following
generalized error vector:

(11)

The dynamics of the th vehicle's path-following error vector
can be modeled as

(12)

where is a general nonlinear vector map and is the
path-following control input vector. Finally, , and

can be considered as (known) exogenous signals (as will
become clear later, and play a crucial role in
the time-coordination problem, with being the coordina-
tion control input). With this notation, the path-following con-
trol problem can be defined as follows.
Problem 2 (Path-Following Problem): Assume that a given

th multirotor UAV is equipped with a trajectory-generation al-
gorithm that solves Problem 1. Assume that the time derivatives
of (i.e., the desired reference at time ) are bounded
as follows:

(13)

for all . The objective is to determine a control law for
such that the generalized path-following error vector
, with the dynamics described in (12), converges to a

neighborhood of zero.
In [28], the authors formulate path-following control laws

such that the path-following error converges exponentially to
zero. Furthermore, it is proven that, in the presence of non-ideal
performance of an onboard inner-loop autopilot, the controller
exhibits uniformly bounded performance. In other words, the
controller in [28] implies that there exists a positive con-
stant , and for every , there exists such
that

(14)

with [30].
Remark 1: Notice that, in light of the argument made in

Section II-A, the bounds given in (13) are satisfied if inequal-
ities (6) and (7) hold. The latter inequalities depend on the
dynamic constraints imposed on the generated trajectory [i.e.,

and introduced in (1)], as well as on
the dynamics of (recall that will be used later at
the time-coordination level). For this reason, in the Appendix,
we show that the control law, which governs , and its
time integral , are limited within certain bounds, so that
inequalities (6) and (7) are always satisfied.

III. TIME-COORDINATION: PROBLEM FORMULATION

We now address the time-coordination problem of a fleet of
multirotor UAVs. As already mentioned earlier, this problem

will be solved by adjusting–for each vehicle–the second deriva-
tive of the parameterizing variable . In what follows, we
first define the objective of time-coordination; second, we for-
mulate a set of assumptions on the supporting communication

network; finally, we introduce the time-coordination error states
and give a formal statement of the problem at hand.

A. Definition of the Time-Coordination Objective
Recall from Section II that the desired position assigned to

the th vehicle at time is given by , where is
the geometric path produced by the trajectory-generation algo-
rithm, and the path parameter is the virtual time defined in
(4). As it will become clear later, the virtual time and its first time
derivative play a crucial role in the time-coordination problem.
In fact, since the desired path assigned to each vehicle is param-
eterized by , we say that if

(15)

then, at time , all the vehicles are coordinated. Moreover, as
already discussed in Section II, if

(16)

then the desired speed at which the vehicles are required to con-
verge, is equal to the desired speed profile established at the
trajectory-generation level. Thus, (15) and (16) capture the ob-
jective of vehicle coordination, and a control law for must
be formulated to ensure convergence to this equilibrium.

B. Communication Network: Assumptions
To achieve the time-coordination objective, information must

be exchanged among the vehicles over a supporting communi-
cation network. Using tools from algebraic graph theory, we can
model the information flow as well as the constraints imposed
by the communication topology. The reader is referred to [31]
for key concepts and details on algebraic graph theory.
Let be the Laplacian of the graph .

Let be a matrix such that and
, with being a vector in whose com-

ponents are all 1.
Remark 2: We notice that a matrix satisfying

and can be found recursively as follows:

with initial condition . For sim-
plicity, from now on we let , where is the number of
vehicles involved in the cooperative mission.
Finally, define (it can be

shown that has the same spectrum as the Laplacian
without the eigenvalue corresponding to the eigenvector
). Given the above notation, we can formulate the following

assumptions.
Assumption 1: The th UAV communicates only with a

neighboring set of vehicles, denoted by .
Assumption 2: The communication between two UAVs is

bidirectional with no time delays.
Assumption 3: Matrix satisfies the (normalized) persis-

tency of excitation (PE)-like assumption [32]

(17)
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where the parameters and represent a measure
of the level of connectivity of the communication graph. Note
that follows from the fact that [33].
Remark 3: We note that the PE-like condition (17) requires

the communication graph to be connected only in an in-
tegral sense, not pointwise in time. As a matter of fact, the
graph may be disconnected during some interval of time or may
even fail to be connected at all times. In this sense, it is general
enough to capture packet dropouts, loss of communication, and
switching topologies.

C. Time-Coordination Problem
Let , and define the coordination

error vectors as

(18)
(19)

From the definition of it follows that, if , then
. Furthermore, convergence of

to zero implies that the individual coordination variables
evolve at the desired rate 1.

With the above notation, the time-coordination problem can
now be defined as follows.
Problem 3 (Time-Coordination Problem): Consider a set of
multirotor UAVs equipped with a trajectory-generation algo-

rithm that solves Problem 1, and a path-following control law
that solves Problem 2 for any desired reference sat-
isfying (13). Then, the objective of time-coordination is to de-
sign feedback control laws for for all vehicles such that
the time-coordination error vectors and , defined in (18)
and (19), respectively, converge to a neighborhood of zero, and
such that inequalities (6) and (7) are not violated.

IV. MAIN RESULT
To solve the time-coordination problem, we let the evolution

of be given by

where and are positive coordination control gains, while
is defined as

with being a positive design parameter. The dynamics of
can be written in compact form as

(20)

where

Remark 4: The coordination control law given in (20)
comprises of three terms. The contribution given by the first

term (i.e., ) allows the UAVs to converge to the desired
speed profile [convergence to the equilibrium given in (16)].
The second term (i.e., ) ensures that the desired position
of each UAV satisfies the coordination requirement introduced
in (15) (i.e., the UAVs are synchronized at time ). Finally, the
third term (i.e., ) depends on the path-following error.
By virtue of the path-following dependent term, if for example
one vehicle is away from the desired position , then
the other vehicles involved in the cooperative mission adjust
their speeds (slow down or speed up) to maintain coordination.
This point will become clear in Section V, Simulation Results.
The following theorem summarizes the main result of this

paper.
Theorem 1: Consider a set of multirotor UAVs equipped

with a trajectory-generation algorithm that solves Problem 1.
Assume there exists a path-following controller which guaran-
tees that the path-following error satisfies the bound given in
(14) for any desired reference satisfying (13). As-
sume that the vehicles communicate over a network satisfying
the PE-like assumption (17), and let the time-coordination error
vector at time and the path-following
performance bound introduced in Problem 2, satisfy

(21)

where and are some positive constants defined in (34) and
(35). Finally, let be governed by (20). Then, there exist con-
trol gains , and such that the time-coordination is uniformly
bounded. In particular, the time-coordination error satisfies

(22)

with

(23)

Remark 5: Notice that the maximum convergence rate is
obtained when the control gains and satisfy

(24)

Substituting (24) in (23), one obtains

i.e., the rate of convergence depends on the quality of the net-
work only.
Corollary 1: If the path-following error converges exponen-

tially fast to zero with some positive rate of convergence
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Fig. 3. Simulation results with eight quadrotor UAVs. The solid lines indicate
the paths tracked by the UAVs assuming ideal performance of the path-fol-
lowing controller; the dashed lines show the paths tracked by the UAVs when
the path-following controller exhibits non-ideal performance.

then the time-coordination error converges to zero as follows:

(25)

with positive constants and defined in (41).
Proof: The proofs of Theorem 1 and Corollary 1 are given

in the Appendix.
Remark 6: We notice that if the desired trajectories

satisfy the temporal separation requirement, i.e., (3), then the
result given in Theorem 1 ensures intervehicle collision avoid-
ance. In fact, upon knowledge of: i) the quality-of-service of the
communication network [i.e., and in (17)] and ii) the per-
formance of the given path-following controller [see (14)], one
can choose in (3) large enough so as to guarantee that the ve-
hicles will never collide throughout the mission.

V. SIMULATION RESULTS
In this section, we present simulation results for a scenario

in which eight quadrotor UAVs, initially positioned along the
perimeter of a 40 m 40 m square room, have to exchange their
positions while maintaining constant equal height, and arrive
at their final destinations at the same time. Before the mission
starts, a set of trajectories are generated which ensure temporal
deconfliction of the UAVs throughout the mission.
Fig. 3 depicts the 2D projection of these trajectories (solid lines).
In the remainder of this section, we analyze and validate the

theoretical findings through three different simulations. In the
first simulation, we consider the case of ideal all-to-all com-
munication between the vehicles, and assume that the UAVs’
positions coincide with their desired positions for all time, i.e.,

. In the second simulation, we replicate
the experiment with non-ideal communication. In the third sim-
ulation, we add a bounded path-following error. In all the exper-
iments, the control gains are chosen to be

. To illustrate the convergence properties of the solution,
the virtual times are initialized as follows:

.

Fig. 4. Time-coordination in the case of ideal communication and ideal path-
following performance. (a) Convergence of ’s to the same increasing value.
(b) Convergence of ’s to 1. (c) Time coordination control input. (a) Virtual
time. (b) Derivative of virtual time. (c) Control input.

A. Ideal Communication—Ideal Path Following

In this simulation, all the vehicles communicate with each
other for all time, i.e.,

where 's are the entries of the Laplacian matrix .More-
over, we let , i.e., the path-following al-
gorithm exhibits ideal performance.
At time , the vehicles start the mission and follow the

predefined trajectories until they reach their final destination, at
time s. In Fig. 3, the solid lines indicate the trajectories
of each UAV, while IC and FC indicate, respectively, initial
and final position of UAV .
In Fig. 4, the coordination variables are illustrated. At the

beginning, vehicles 1, 4, 6, and 8 speed up, while vehicles 2,
3, 5, and 7 slow down [see Fig. 4(b) and (c)] until, at time
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Fig. 5. Estimate of the quality-of-service computed as
.

s, coordination is achieved. Fig. 4(a) shows convergence of the
virtual times to the same increasing value.

B. Non-Ideal Communication—Ideal Path-Following

The same experiment is repeated, but in this case, to simu-
late switching topologies, we let UAV and UAV communicate
with each other at time only if m.
Fig. 5 depicts an estimate of the quality-of-service of the net-
work computed as

with and s. As can be seen in the figure, the es-
timate of the quality-of-service is highest around
s, when the vehicles are positioned around the center of the
room, thus all close to each other. On the other hand, the value
is smaller at the begin and end of the mission, when the ve-
hicles communicate with only a few neighbors. Fig. 6 depicts
the performance of the time-coordination algorithm. It can be
noted that the time-coordination variables converge to the de-
sired values at time , slower than the case with ideal
communication.

C. Non-Ideal Communication—Non-Ideal Path-Following

In this last experiment, to simulate bounded path-following
error, we implemented the path-following control law described
in [28], and added bounded disturbances at the control input (an-
gular velocities and total thrust). In [28], the authors show that,
in the presence of disturbances at the input, the path-following
error is ultimately bounded ([28] solves Problem 2). The com-
munication topology is the one used in the previous experiment
(Section V-B).
The vehicles start, at , with an initial displacement

from the desired positions, and track the desired paths. In Fig. 3,
the dashed lines indicate the actual trajectories of the UAVs.
Fig. 7 shows the time history of the time-coordination variables.
Fig. 8 depicts the time history of the norm of the time-coordina-
tion error state (green line), and compares it with the
two cases described above (blue and red lines). As expected, the
coordination error converges to a neighborhood of the origin,
and remains bounded.

Fig. 6. Time-coordination in the case of non-ideal communication and ideal
path-following performance. (a) Convergence of ’s to the same increasing
value. (b) Convergence of ’s to 1. (c) Time coordination control input. (a)
Virtual time. (b) Derivative of virtual time. (c) Control input.

Finally, Fig. 9 shows the distance between the vehicles
throughout the mission, which is

(26)

in three different cases: i) blue line–ideal path-following per-
formance; ii) green line–the path-following error is introduced,
and the time-coordination control law given in (20) is employed;
and iii) red line–the path-following error is introduced, and the
coordination law employed does not depend on the path-fol-
lowing error [i.e., (20) without the third term ].While in
case i) temporal separation is guaranteed at the trajectory gen-
eration level, when the UAVs are away from the desired posi-
tion, the time-coordination algorithm must take into account the
path-following error in order to ensure that the actual UAVs’ po-
sitions are separated. As it was pointed out in Remark 4, the third
term in (20) enables the UAVs to maintain coordination even in
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Fig. 7. Time-coordination in the case of non-ideal communication and
non-ideal path-following performance. (a) Convergence of ’s to the same
increasing value. (b) Convergence of ’s to 1. (c) Time coordination control
input. (a) Virtual time. (b) Derivative of virtual time. (c) Control input.

Fig. 8. Time-coordination error vector.

the presence of path-following errors, which in turns imply that
a minimum separation between the vehicles is guaranteed. As
it can be seen from Fig. 7(b) and (c), since UAV8 is initially
displaced by a considerable distance from its desired position,

Fig. 9. Temporal separation between the vehicles.

when the mission starts the virtual time associated with UAV8
(i.e., ) decelerates significantly ( and ) by virtue
of , to allow the vehicle to approach the desired point
faster. As a consequence, also decelerates to coordinate with
, thus allowing the actual vehicles to synchronize with each

other along the paths and maintain a desired separation. In ab-
sence of the term , the virtual times associated with the
vehicles would keep coordinating with each other without ac-
counting for the actual position of the UAVs, thus leading to
potential collisions (red line in Fig. 9).

VI. FLIGHT TEST RESULTS
In this section, we present flight test results2 of two AR.Drone

quadrotors that are tasked to follow circular, planar paths of ra-
dius 2 m at a constant speed, while synchronizing both their
phase-on-orbit and their headings. The trajectory-generation,
path-following, and time-coordination control algorithms run
in MATLAB\Simulink. Path-following commands are sent to
the UAVs at a frequency rate of approximately 30 Hz. Position
and velocity feedback is provided by a Vicon Motion Capture
System at a rate of approximately 100 Hz. The coordination
variables are exchanged among the UAVs at a data transfer rate
of 100 Hz (imposed via Simulink).
We refer to the path-following algorithm described in [27]

and the time-coordination control law proposed in Section IV.
The control gains used in this flight tests are

. Fig. 10 presents the results of this experiment. In par-
ticular, Fig. 10(a) shows the desired orbit (black) and the ac-
tual trajectories of the two quadrotors (blue and red). Since the
two UAVs are tasked to follow the same orbit, a phase-on-orbit
separation is required between the two vehicles to avoid col-
lision. This separation is specified online from the ground sta-
tion, and it varies according to mission requirements. The de-
sired phase-on-orbit separation, along with the actual phase sep-
aration between the two UAVs, is shown in Fig. 10(b). In this
particular scenario, the UAVs are initially required to keep a
180 phase separation; at approximately s, the required
phase separation goes down to 90 ; the two quadrotors keep
this configuration for about 14 s, when the required phase sep-
aration goes back to 180 ; finally, in the last part of the experi-
ment, the UAVs are required to keep a phase separation of 270 .

2For a thorough description of the setup used in these flight tests, as well
as guidelines and implementation details, the reader is referred to http://naira.
mechse.illinois.edu/quadrotor-uavs/.
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Fig. 10. Flight test results with two AR.Drone UAVs. (a) Desired (black circle)
and actual (red and blue lines) orbits. (b) Desired (red line) and actual (blue line)
phase separation. (c) Coordination errors computed as and .

Fig. 10(c) shows the convergence of and to the desired
rate 1, as well as the convergence of the coordination errors to
a neighborhood of zero.3

VII. CONCLUSION
This paper addressed the problem of time coordination

for a fleet of multirotor UAVs along predefined spatial paths
according to mission requirements. With the solution proposed,
cooperative control is achieved in the presence of time-varying
communication networks, as well as stringent temporal con-
straints, such as simultaneous arrival at the desired final
locations. The proposed solution solves the time-coordination
problem under the assumption that the trajectory-generation
and the path-following algorithms–meeting certain stability

3Video available at http://naira.mechse.illinois.edu/quadrotor-uavs/. At http:/
/www.youtube.com/watch?v=OBtLCf1Lfiw, a video of two quadrotors coordi-
nating along with a tango song is presented. In this example, the sound wave
of the song plays the role of a virtual vehicle with which the quadrotors are re-
quired to coordinate (absolute temporal constraints). Further details regarding
this experiment can be found in the description of the video.

conditions–are given. The coordination task is accomplished
by adjusting an appropriately defined coordination variable.
The convergence of the time-coordination error vector to a
neighborhood of zero is demonstrated using Lyapunov analysis.
Simulations and flight test results were presented to validate the
developed algorithms. Future works by the research group will
address directed communication graphs, time-delayed com-
munication, as well as the development of collision-avoidance
algorithms to ensure safety even in the presence of static and
dynamic pop-up obstacles.

APPENDIX A
PROOF OF THEOREM 1

Consider the following system:

(27)

where the matrix satisfies the (PE)-like condition in (17).
Then, using the result reported in [34, Lemma 5], we conclude
that the system in (27) is globally uniformly exponentially stable
(GUES), and that the following bound holds:

with and .
This, together with [34, Lemma 1] or a similar argument as the
one in [30, Th. 4.14], implies that there exists a continuously
differentiable, symmetric, positive definite matrix that sat-
isfies the inequalities

(28)

Next, introducing the vector

the time-coordination states can be redefined as
, with dynamics

(29)

Consider the following Lyapunov candidate function:

(30)

where was introduced above, and

Using (29), the time derivative of (30) can be computed to yield
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which leads to

where we used the fact that [33, Corollary 13.1.4].
Using (28), and after straightforward computations, we obtain

where .
Finally, using , letting , and choosing

, we get

that can be written in matrix form as

with

Next, we note that letting be some variable that satisfies
, we can choose large enough so that the following

matrix inequality holds:

(31)

Thus, the derivative of the Lyapunov function is bounded as
follows:

Using [30, Lemma 4.6], one can conclude that the system (29)
is input to state stable, with input , and the following bound
holds:

(32)

Finally, from the definition

we can conclude that

(33)

with

(34)

(35)

As a last step to complete the proof, we need to demonstrate that
and satisfy the bounds given in (6) and

(7). To this end, notice that

For simplicity, let . Using the bound in (33), and re-
calling the bound on the path-following error in (14), the above
inequality reduces to

Moreover, using the fact that

one can show

Finally, since by assumption inequality (21) holds, then (6)
and (7) are satisfied, and one can show that the bound in (33)
holds .

APPENDIX B
PROOF OF COROLLARY 1

Assume that the given path-following algorithm satisfies

(36)

Now, rewrite inequality (33) as follows:

(37)

where . Apply (37) with to obtain

(38)
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Apply (37) with and replaced by to obtain the
estimate of as

(39)

Combining (38) and (39) we get

(40)

Notice that using (36) we can write

Therefore, combining (40) with the previous two inequalities,
and letting

(41)

we get

thus proving Corollary 1.
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