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SIMTBED: ~raphical test bed for analyzing and reporting the results 
of a statistical sinulation experinent 

P.A.W. Lewis E.J. Orav H.W. Drueg 
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Monterey, California 

93'940 

D.G. LinnebJr 

u.s. Marine Corps 
Washington, D.C. 

ABSTRACT 

L. Uribe 

Conputer 
Applications 
Salinas, CA 

93908 

A graphical test bed in which the results of a sinulation experi
ment can be reported and analyzed is described. The test bed is based 
on the regression adjusted graphics and estimation nethodology devel
oped by Heidelberger and Lewis for regenerative sirn.Jlation. Fran the 
graphics and associated nwrerics, the experirrenter can sunrnarize and 
see si1rultanerusly relative properties, such as bias, nornality and 
standard deviation, of several estinators of a characteristic of a pcp
ulation for up to 8 sanple sizes. The evolution of these prq_Jerties 
with sanple size is also displayed. The graphics is supported on a 
line printer to make it and the program portable. The technique is 
illustrated by two exanples, one concerning the effects of changes in 
data distrib.ltion on the behavior of the estimated lag one serial cor
relation coefficient and the other concerning the relative ptq_Jerties 
of several estimators of a Garnna distribJtion. 
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1.0 Introduction 

SIMI'BED is a graphical display program that can be used via a sinu

lation on a digital conputer to (i) explore the distrib.Jtion of a statis

tical estimator for a given sanple size, (ii) to coopare the properties 

of that distrib.ltion when the estimator is calculated for variws sanple 

sizes, and (iii) to contrast these prq)erties under different estimation 

conditions. These conditions are controlled by the experimenter rut, 

nost cormonly, they will entail conpeting estimation procedures (e.g. 

maxinum likelihood versus methods of m::ments, or jackknifed versus not 

jackknifed). The program is flexible enwgh to accomrodate the imagina

tion of rrost users and, in one of the exanples, we also consider the 

effects of changes in the underlying distrib.ltion of the data. 

One salient feature of the program is that it uses the sane batch of 

sinulated random variables (e.g. Normals) to explore the properties of 

all the estimators at varirus sanple sizes. This is done for econony of 

conp.1ter time and cculd be inportant on slO\' oonputers; the price paid 

is that the analytical analysis provided by SIMl'BED of its graphical 

output is perfoamd on correlated sanples. 

To use the program it is necessary only to define the optional input 

parameters, supply the sinulated random variables, and provide the 

Fortran functions which, when passed the data and sul:::sanple size, 

transform (if desired) the data sul:::sanple and conpute the desired 

statistics. SIMI'BED itself will subdivide and feed the data prq:,erly 

into the functions, produce boxplots and sumnary statistics, and corrpute 

regressions for the nean and variance of each estinator based on inverse 

sul:::sanple size. Up to three estinators can be used with the option to 
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produce equally scaled yraphs for all the statistics. 

The features of the program are rrore easily derronstrated by exanple 

rather than explanation and so we will proceed directly to two applica

tions. The first application refers back to a sinulation study done by 

Cox (1966) looking at the behavior of the estinated first order serial 

correlation coefficient, Fisher's z-transforrn of the estimated correla

tion, and the 2-fold jackknifed estimate of the correlation for i.i.d. 

Normal(0,1),. x2(1) and Lognornal(O,l) data. The jackknife was origi

nally proposed by Quenouille ( 1948) for the purpcse of renoving bias fran 

the correlation estimate. The second application considers the problem of 

estimating the shape paraneters for a highly skewed Garnna(.25) and a 

nearly Normal Gamna(S.O) sanple using m.l.e., nethod of 1rom,mts, 4-fold 

jackknifed m.l.e., and 4-fold jackknifed nethod of norrents as the can

peting estimators. 

Technical details concerning the SIMI'BED software, not essential 

to interpreting and appreciating the output, can be fa..md in Linneb.Jr 

(1982), and an application to the analysis of output in a regenerative 

similation can be fa.md in Heidelberger and Lewis ( 1981). 

2.0 Calculation of the First serial Correlation Coefficient 

It is knom that for an independent sanple frcm a pcpulaticn with 

finite variance, the distrirution of the serial correlation coefficient 

(Anderson and Walker, 1964) is asynptotically Normal with nean zero and 

variances 1/n, where n is the sanple size. If the pq>Ulation is i.i.d 

Normal then the bias is exactly -1/n. Since those asynptotic prcperties 

are frequently used as approximations in tests of significance, it is 

inportant to kno,; ho,; valid the approximation would be in small sanples 
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from a variety of distrib.Jtions. We will look at that question in the 

next two sections and then go on to consider two alternative rreasures of 

correlation, Fisher's z-transform and the 2-fold jackknifed estimate of 

the correlation. Their ability to reduce bias and/or induce Normality 

will be examined against other changes in the distribJtion of the 

estimators, particularly variance inflation. A sinulation study, withoot 

graphics, of sate of these problems was conducted by Cox ( 1966). He did 

not consider the jackknifed estimate. 

2.1 SIMI'B~D Output for serial Correlation 

Figure l(a) sha,..,s the sinulated distribJtion and sanple properties 

of the serial correlation coefficient estimate 

n 
= I 

j=l 

r = 
n 

X./n, 
J 

(n-1) 

for various sub-sanple sizes 

n - 2 L <xJ. - Xa) 
j=l 

n-1 
L XJ./(n-1) , and X

0 
= 

j=l 

n 
I 

j=2 
X./(n-1) 

J 

n=n. • 
l 

This definition matches that 

used by Anderson and Walker ( 1964). We consider first subsanples of 

size n1 = 10, and then of size n2 = 20, n3 = 30, n
4 

= 40, 

n6 = 75, n7 = 100 and n8 = 150, successively. For each subsanple size 

the input sanple of N = 5000 sinulated Normal(O,l) randcm variables is 

divided into as many full subsanples of size n. 
l 

as possible, and the 

serial correlation is corrputed for each of the LN/n~ subsanples of size 
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n. • The entire procedure is then replicated M = 10 tines, eadl tine l 

with a new sinulated sanple of N = 5000 Normal(O,l) variables. 

After all M replications have been run, all the estimates ,c,f serial 

oorrelation for each subsanple size are grooped together and their 

sinulated distrib..ltion is presented via a boxplot and sunmary statistics 

(see e.g. E'ig. l(a)). The ooxplot follo.<1s the standards discussed in 

Mosteller and Tukey (1977) with the rredian denoted by a+ within the box, 

the rrean by a * within the box, the outliers by U 's, and the far outliers 

by * 's beyond the whiskers. The sunmary statistics include the sanple 

mean, sanple standard deviation, estirrated standard deviation of the 

sarcple rrean (i.e. sanple standard deviation/sqrt(MLN/n~), sanp.le sk~

ness and sanple kurtosis of the oorrelation estimates. 

Looking at the ootput, the first (leftrrost) boxplot in the ~raph 1·in 

Figure l(a) sho,,,s the distrib..ltion of 

(# Repli cat icns) x I ( sll,lp'":iela t~wel I • 10 x I s~go I = 10 x 500 = 5000 
~Subsanple Siz:J L J 

estirrates of serial correlation fran independent subsanples of size 

n1 = 10. Sumnary statistics for the boxplot can be found bela.,, the graph 

in the colunn labeled 11Subsanple Size 10", so that the average serial 

oorrelation is -.1074, and the estimated standard deviation is .2996. 

The estimated standard deviation of the serial correlation estimate is 

.2996/✓ (5000) = .00424. Recall that this refers to correlation 

estimates based on subsanples of size 10. 

Since the X-axis of the graph represents subsanple size, the last 

(rightrrost) boxplot sho,.,s the distribJtion of 

10 X 
I _SOOOJ L 150 = 10 x 33 = 330 
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estimates of serial correlation fran independent subsanples of size 

n8 = 150. Altha.igh the 330 estimates are independent of eadl other, they 

are not independent of the 5000 estimates that cortprise the first boxplot 

since the sarre data (divided and processed in different ways) was used for 

both. Sumnary statistics shew that the average correlation has drq_)ped to 

-.007372, indicating the fall off in bias, and the standard deviation has 

dropped to .07822, indicating the greater precision with which the correl

ation can be estimated when 150 points, rather than 10, are available. 

In·order to quantify the changes that are occurring in the nean and 

variance of the distrib.Jtion of the estimator as suhsanple size changes, 

SIMI'BED performs two types of regressions. The first regression is on 

the averages and is done after each replication, using the average serial 

correlation for that replication, r n . 
l 

, as the dependent variable. 

Inverse p<:Mers of the subsarJt>le size serve as the independent variables. 

For Figure l(a) the degree of the regression was chosen to be D=3 so, 

for each replication, the equations we attenpt to fit by least squares 

are: 

r n. 
1 

= a + al 
0 n. 

1 

+ a2 
-2-
n. 

l 

+ a3 
-3-
n. 

1 

for i = 1,1 •••• 8. 

This form anticipates the general asynptotic expansion 
,. 

E (0(n)) = 0 + al + a2 
n 2 

n 

+ •••••• 

which .holds true in the current situation with 0 = 0 and (in the Nornal 

case) a= -1 (see Craner, 1948, for general results of this type). 

Values of a0, a1, a2, and a3 are calculated after each repli

cation, averaged across the M replications to get a0, a1, a2, and a
3

, 

and then the averages are reported below the surmary statistics on the 

line "Mean of Regression on Averages - Coefficients". We find that 
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a0 = -.000272 and a1 = -1.03074, both close to their respective 

theoretical counterparts of zero and -1. 

Because we have 10 replications and therefore 10 independent values 

of each of a0 , a1 , a2, and a3, we can also estimate the variances and 

standard deviations of a0, a1, a2 , and a3 across replications. 

These values are presented on the two lines imnediately belcw the 

coefficients. For instance, the estinated s.d. of the estimate 

ao = -.000272 of ao is .003892. 

The regression line for the mean value of the estimator is presented 

visually in the graph as a dotted curve. The estimated asynptote 

(i.e. a0 ) is printed with a dashed line wherever it does not coincide 

with the regression line. Bias, therefore, can be viewed as the 

difference between those two lines. 

The seoond reyression referred to above is done after all replica

tions have been run and the variances of the estimators at each subsanple 

size have been calculated. (Note that the standard deviaticns, not the 

variances, are presented in the sumnary statistics.) It shruld be 

recalled from previrus diso.Jssion that these variances, as well as all 

neasures in the surnnary statistics, are based on the grooping together of 

the serial correlations from all replications, at each subsanple size. 

This is in contrast to the the procedure for the regression on the neans, 

where average correlations are conputed for each subsanple size for each 

replication. In the case of the variances, we have 8 equations: 

Var(r ) 
ni 

= bu + bl 
n. 3/2 

1 n . 
1 

i = 1,2 ••••• 8, 

which we fit by least squares in order to estimate the coefficients 

132, and a3 in the presumed asynptotic expansion 
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Var 

This expansion holds for the variance of the estinated serial cor

relation coefficient for independent data. Usually it will be 

which we are nnst interested since a
0 

is used in conputing asynptotic 

relative efficiencies of estinators. Por independent data with finite 

variance, we kn0,,1 that a
0
= 1. The conputed values of b

0
, b

1
, b

2
, 

and b
3

, are presented on the line labeled 'Regression on Variance -

Coefficients'. Notice that b0 = .7438 is close to the theoretical 

value of 1. 

The final two nurroers on r'igure l(a), YMIN and YMAX, sinply she,..., 

the scale of the vertical axis. Because the SIMIBED program opticn to 

put Fi9,1res l(a), l(b) and l(c) on the sane scale was in effect, it may 

be that no boxplot in a given Figure (eg. l-'igure l (b)) requires the full 

range of Y-values. 

In order to produce Figure 1 ( b) , the Normal ( 0, 1 ) data that went 

into Figure l(a) was squared to create longer tailed x2 (1) randan 

variables. The output is entirely analogous to that for J:'igure l(a). 

Similarly, for Figure l(c), the Normal(U,l) data was exponentiated in 

order to create LaJnormal(O,l) data and to produce analogous graphical 

output. The indication is that the distrirution of the sanple serial 

correlation is robJst with respect to the population distrib.Jtion. 

The features of the SIMI'BED output will becone clearer when they are 

associated with the varioos prq>erties of the oorrelation estimator. 

First, hcwever, a few technical comrents concerning the regressions are 

necessary. 

2.2 Sate Comrents on the Regressions 

Two types of problems, nunerical and statistical, can occur when 
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attenpting to fit the two sets of regression equations presented in 

Section 2.1. 

First, there is the question of nwmri:cal stability when the 

independent variables, 
-1 -2 -3 {l, n. , n. , n. l or 
l 1 l 

-1 -3/2 -2 -5/2 { n. , n. ,. n·. , n
1
. 1 

l. 1 1 .f 

decrease geonetrically. If we attenpt to form xTx, where X is the 

respective design matrix and xT is the transpose of X, we get values 

8 
that range fran 8 (assuming 8 subsanple sizes} to I -6 n. 

l i=l 

8 8 -s. 
for the regression on the nearis,. and I 

i:=1 
to I ~-

i=l l. 

for the regression- oni the variances. Experience has sham that attenpts 

to solve systems with such extrenes in the xTx matrix produce erronerus 

results. Consequer:ttly,. SIMI'BED scales the design matrices by nultiplying 

each entry of X by Max(n .. )- raised· to the prq1er pcwer so that. no 
1 1 

entry beoorres too small. The· standard Choleski decorrponsiticn (see 

Dahlquist, Bjorack and Anderson, 1974) is· then used to fit the equatioos:, 

and the coefficients are properly rescaled before they are reported. 

This procedure produces nurrerically reliable results. 

The seoond problem concerns the breakcb-ln of statistical assunptions. 

in our regress.ion m:x:Jels. It has already been pointed ou:t in Secian, 2.1 

that the two sets of dependent variables: 

(lJ, 

(2) 

the S(n.) when considering the regression on the rreansi 
1 

Ml:N/n
1
J 

the s 2 ( n ,. ) = E I · 
.1 j=l 

(0 .. (n . ) - G(n .))2/ MfN/n, I, 
J i. i L ~ 

where 0(n.) is the nean across the M replications,. when 
l 

oonsidering. the regression on the variances, 

8 



. 

~!.L!. 
Entries in the table are the esti.nated correlations between the estineted 

variances of the r at different subsanple sizes: Corr (s2 (r ) , s 2 (r ) ) n. n. n. 
1 1 J 

for i=l, ••• ,8, j=l, ••• ,8. 

i 1 2 3 4 5 6 7 8 

l 1.00 .49 .46 -.26 .113 -.17 .14 .01 
2 .49 1.00 .40 .55 .11 .38 .38 -.03 
3 .46 .40 1.00 .23 .23 .44 .21 • 29 
4 -.26 .55 .23 l.OU .42 .86 .57 .35 
5 .18 .11 .23 .42 1.00 • 71 .43 • 59 
6 -.17 .38 .44 .86 • 71 1.00 .45 • 53 
7 .14 .38 .21 .57 .43 .45 1.00 .72 
8 .Ul -.03 .29 .35 .59 .53 .72 LOO 

Recall that rn is the esti.nated serial correlation for a sinulated Nornal(U,l) 

subsanple of size n. Also, the estimated correlations shewn above were com

puted using 10 values (replications) of s 2(r ) and s 2 (r ) for each i and j. n. n. 
1 J 

Table 2 ----
A oorrparison of the estimated variance of s 2 <rn.) with the approximate 

1 

theoretical variance of s 2 (rn.> and with the approximately equivariant scaled 
1 

versions, n~·
5 

s 2 (r ). All entries have been nultiplied by 105 • 
1 ni 

ni = 10 20 30 40 50 75 100 150 

Var ( s 2 Crn. ) ) .177 .150 .204 .079 .047 .031 .049 .022 
l 

Approx. Theoretical 
Var (s2 (rn . )) .400 .200 .133 .100 .OtlO .053 .040 .027 

l 

A - 5 
Var(n. • s 2 (r )) 

l ni 
1.77 2.99 6.12 3.18 2.33 2.33 4.88 3.35 

The estimated variances of s 2 (r ) and ~s2 (r ) were calculated 
ni 1 ni 

using 10 independent replications of s 2 (r0 .). 
1 
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are not independent over i since all are based on the sane silllllated 

data. The extent of the dependence is denonstrated by the .correlation 

matrix in Table l.. Entries in that table shCM the estimated correlatioo 

between s 2 (n. ) and s2 (n.) for all i and j, where the estima-
1 J 

tion was done by repeating the SIMl'BELJ experirrent with 10 di£ ferent 

batches of 50,000 sinulated random variables. Sinoe only 10 values went 

into each correlatioo calculation, the table is only accurate to within 

approximately ± 2//IO = .. 632. We see sane indication of pooitive . 
correlation., especially when i and j are close, bJt the lack of 

independence is not severe encugh to hurt the regression results for 

either the estimated nEans or variances significantly. 

~ second assunption, inplicit in any regression, is that the 

dependent variables have equal variances. This condition holds true for 

the neans, which can be shCMn to satisfy 

independently of i. The estimated variances, hCMever, are not 

equivariant and, if we assurre the 

Normally distribJted so that 

0. (n. ) to be approximately 
J l 

Ml~/nJ ,.. _ 2 
'i (0.(n.)-0(n.}) 
j=l J l l 

is approximately prcportional to a Chi-squared random variable, with 

M LN/nJ - 1 degrees of freedom, we can conpute 

2 
Var (s2(n.)) = ---..,,,2-

1 r.fln . -n. 
l l 

To correct this problem of unequal variances SIMI'BED scales the 

s2 (n.) by In. so that 
l l 
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Var (✓~ s2 (n.)) "' 
l l. 

2 
MN - n. 

l 

2 
MN 

since MN>> n .• The design matrix is scaled accordingly and the values 
1 

b0, b1, b2, and b3 discussed in Section 2.l _are reported. 

Table 2 sho.-,s the effects of the rescaling by presenting first the 

estimated variances of the s 2 (n.), where the estimation is done by 
l 

repeating 8IMrBED for lU batches of 50,0UO sirrulated data points. These 

estimated variances decrease as n. 
l 

increases, closely paralleliny the 

second line of Table 2 which has the approximate theoretical values 

(i.e. 
2 2/(MNn.- n. ) ) • 

1 1 
The final line of Table 2 shews the estimated 

variances of the rescaled s 2 (n.) , i.e. the ✓~ s 2(n.), which, as 
l 1 1 

expected and hcped, sho.,.r a rrore constant variance with i . 

Although future versions of SIMI'BED will include rrore scphisticated 

regression rrutines and the ability to generate independent sanples at 

each subsarrple size, the current version is quick, usable, and accurate 

for nost situations. 

2.3 Interpreting the Serial Correlation Results 

Returning to i-~igure 1 (a) which sho.,.rs the sinulated distrib.ltion of 

the serial correlation coefficient from independent, Normal(U,l) data, 

the following comrents swmarize the no.st striking features: 

(a) The boxplots appear very syrcmatric at all subsanple sizes with nearly 

equal numbers of c:utliers at either tail and with nean and nedian coinci

dental. This observation is confirned by the estima.tes of skewness in the 

surmary statistics. Kurtosis is mildly negative at small subsanple 

sizes rut, overall, asYJlt)totic Normality seel15 to take hold rather 

quickly. Note hcwever, that at n. = 10 there are only 3 outliers in a 
1 
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sanple of size 5000. This is consistent with the estimated kurtosis of 

-0.424, showing that the distribution is quite nonnormal. 

(b) The average serial correlation is negative for small sul::sanples. 

This is denonstrated by the dotted regression curve which starts at 

approxinately -.10 and levels off near O for subsartples greater than 

about 85. The dashed asyrrptote of -.000272 is very close .to the 

theoretical value of u, and the mean values in the su111T1ary table closely 

reflect the bias of - 1/n. 

(c) The standard deviations of the sinulated distributions are very 

close to the asynptotic values of 

in the regression on the variances, 

-o.s ni , althrugh the lead coefficient 

b = .743756, is not as close to 
0 

the theoretical value of 1 as we wruld hq)e. When SIMI'BED is repeated 

10 tines with 10 different batches of si.nulated data, we find an average 

value for b0 to be 1.0604, with a standard deviation for b0 of 

.307. The estimation proce<ilre for b0, therefore, rerrains valid, but 

the estimate itself is highly variable. 

The agreemant between the sinulated and the theoretical, asyrrptotic 

values of the bias and variances was discovered previously by Cox ( 1966) • 

SIMI'BED has now allowed us to autanatically look at a broader range of 

suteanple sizes and to see, thra.agh boxplots and estimates of skewness 

and kurtosis, a fuller picture of any changes in the distribution of the 

estimator. we can be satisfied that estimates of serial correlation do 

lEhave approximately as Normal(-1/n, 1/n) random variables when the 

underlying data is Norrral(0,1). 

If the lea~ terns in the expansions of the nean and variance of the 

estimated correlatioo coefficient (ie. a0, a1, and b0 ) had been 

unknc,,.m, we woold also have a fairly good idea nOtJ of what they were. 
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When the underlying data is Figure l(b) confirms Cox's obset"-

vation that the bias is relatively uneffected but, for small subsarrples, 

the standard deviation is smallet" than the expected n-o.s. Unlike 

Figure l(a), there is a pronounced skewness in the boxplots in r'igure l(b) 

with many more ootliers at the positive end, and with the rrean higher than 

the median at the first fa.ir subsarrple sizes. The problem of suppressed 

variance seems cured at n7 = 100 and n
8 

= 150, rut the skewness t"emains 

and could cause problems in tests of significance. 

Figure l(c), which is based on an underlying batch of sirrulated 

Lognormal(0,1) data, shows a slight exaggeration of the ~ffects in 

Figure l(b). The standard deviation is more suppressed and does not 

attain the theoretical level by n8 = 150. The positive skewness is more 

pronounced and kurtosis does not approach the theoretical value of O. 

Overall, the effects of long-tailed data on the distril:ution of the 

serial correlation coefficient can be sunmarized as follows: 

(i) Bias is not significantly affected and remains at approxi

mately -1/n. 

(ii) The variance of the distrib.Ition of the serial correlation 

coefficient is reduced by longer-tailed data. 

(iii) Positive skewness is created in the distriootion. 

(iv) Kurtosis may beoone positive at large subsanple sizes. 

( v) For long-tailed data ( i.e. Lognormal) , a subsanple size of 

150 is not large ena.igh to insure asynptotic Normality. 

2.4 SIMIBED Output for the z-Transform of the Correlation 

Fisher's z-transform of the estimated correlation coefficient is 

defined by: 
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l + r 
~ __ n_ ,.. 
l - r n 

where L" is the· estimated serial correlation presented in Section 1. .. 1 •. 
n 

The transformation is intended to make the distrirution of the z rrore 
n 

Normal than that of the r 
n 

When the sane. SIMI'BED experinent described 

in Section· 2.1 is run using Z as the estimator instead· of r- ,. we 
n n 

get the results sho,m in Figures, 2(a), Z(b) and 2(c). It shruld be noted· 

that the· scale of the toxplots here has been forced to be· approximately 

conparable to the scale for the boxplots in Section 2 .. 1. This is done 

by· supp:cessing outliers- that are rrore than 1.5 interquartile distances 

beyond' the quartiles of the boxp:lot. If we had allowed- the data to scale 

the· toxplots·,. we would, have: seen a nuch wider range on the vertical axis 

l:ecause• the Z are not restricted to the limits of -1 to +l. and be-
n 

cause there is one· far outlier. at -3 •. 8.. In this type of "reduced 

graphics", we still see the number of rutliers that fall beya,d the· 

allowable range thra.igh the numbers at the· ends of the boxplots, but we 

do not see their actual locations. .. 

Figure 2(a) shews the distritution of the z-transforned· correlation 

coeff.icients• when we use sinulatect· Norn,al(O,l) data. At each subsanple 

size,, the rrean and standard deviation are close to the theoretical 

n-l and' n-l/2 respectively.. The skewness and kurtosis at sutsanple 

size nl. = 10· are far fran the theoretical Normal distribution values 

of o· and O,, reflecting· partly. the one far cutlier at -3.8 and· partly 

the, negative skew in the rerrainder of the Z 's. . n 
l 

For other·subsanple 

sizes.,, there is no strong evidence to contradict the assunptioo, of 

approximahe. Nornaiity. 

The relationship l:etween Figure- 2(b) and 2(a) is· similar to that 

between l(b) and l(a) •. Figure 2(b), which is based on sim.tlated xf 
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data, shCJIN's (a) bias that is the same as for the transforrred correlations 

based on Nornal data, (b) slightly suppressed variances, particularly at 

small suooanple sizes and (c) positive skewness which persists at large 

suooanple sizes. In addition, there are signs of positive kurtosis at 

small suooanple sizes. 

Figure 2(c) is based on Lognormal(O,l) data and shCJIN's high values 

of skewness and kurtosis at alT10st all suooanple sizes. Approximate 

Normality see115 an unwarranted assUITption. In fact, the kurtosis is 

oonverginQ vecy sla,,,ly to its asyrrptotic value of u. 

In general, using the z-transform does not help with Normality 

assunptions, especially when dealing with long-tailed distril:utions. 

2.5 SIMI'BED Output for the 2-Fold Jackknife of the Correlation 

The final Figures, 3(a), 3(b) and 3(c), deal with the 2-fold jack

knife estimate of correlation. Again, the figures are reduced graphics 

with scaling corrparable to that of the boxplots of sections 2.3 and 2.4. 

To define the estimator, we start with a given suooanple of size n, 

oonpute the serial correlation for the first l_:i/2j points and call it 

r 1 (n/2), coopute the serial correlation for the second Ln/2J points and 

call it r 2(n/2) and corrpute the serial correlation for the entire sub

sanple of n points and call it r 0(n). Each conputation follCJIN's the 

fornula in Section 2.1. The three estimators are then corcoined to form 

two pseudo-values, 

and 

and the final jackknife estimator for that suooanple is defined as 
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r *(n) + r *(n) 

r(n) = 
l 2 

2 

Althcugh a jackknife estimator may have many favorable properties, we are 

concerned here primarily with its ability to renove bias, hcpefully 

withoot inflating the variances of the estimator and/or inducin9 

nonnormality. 

Figure 3(a), based on sinulated Normal(O,l) data, sh0,<,1s nearly 

corrplete renoval of bias, even at small subsanple sizes. The cost of 

the bias reduction is reflected in an increase of nearly 50% in the 

standard deviation of the correlation estimate for subsanple size 10, and 

lesser relative increases at larger subsanple sizes. There is also an 

indicatioo of a positive skew for small subsanple sizes, and the problem 

that the jackknife estimator need not fall into the -1 to +l range 

which is desirable for a correlation coefficient estinate. 

When using sinulated xi data as in Figure 3(b) , or sinulated 

Lognormal(O,l) data as in r'igure 3(c), there is again no problem with 

bias. Variance inflation, thoogh it exists at small sutsanple sizes, 

is not as large as when Normal(O,l) data is used. The distrirutions of 

the jackknifed correlations sh0,<,1 very prona.tnced positive skews, h0t1ever, 

as well as positive kurtosis. These two problems are worse for the 

longer-tailed Lognorrral data. 

OVerall, the jackknife estimator is very successful at renoving bias 

but the costs include variance inflation, which can be severe at small 

sutsanple sizes, plus increased positive skewness and kurtosis when the 

estimates are based on data ;rCITI longer-tailed distributions. 

2.6 catparison of the Three Estimates of Correlation 

For Norrcal(O,l) data, the distrirution of the usual correlation 

coefficient displayed in Figure l(a) behaves very nuch as theoretical 
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asynptotic calculations would predict, even at snall subsanple sizes. 

This makes it possible to correct for bias in the estimator and to 

perform tests of significance. Use of Fisher's z-transforrn, as illus

trated in Figure 2(a) does not seem necessary since it does not 

significantly inprove the approxinate Normality of the estinator. The 

jackknife estinator in Figure 3(a) may be valuable if a direct, unbiased 

estinator is needed but the inflated variance of the jackknife estimator 

may limit the usefulness of the estimate as well as nake any tests of 

significance too conservative. 

When the underlying data corres from a longer-tailed distrirution, 

the usual correlation coefficient in Figures l(b) and l(c) retains a 

predictable bias term, althoogh the variance of its distrirution is 

slightly depressed and the skewness and kurtosis beC'OJIES positive, even 

for subsanples as large as 150. This ~ans that it is still possible to 

estimate the correlation accurately, rut tests of significance fall on 

shakey assunptions of Nornality. The z-transfoan in E'igures 2(b) and 

2(c) does little to firm up those assunptions and, in sate cases, makes 

the situation worse. As in the case of Normal data, the 2-fold jack

knifed correlation in Figures 3(b) and 3(c) is bias-free rut follo,,is a 

fairly nonnorrnal distrib.ltion which woold invalidate significance 

testing. 

All of the preceding observations and conclusions fl™ irmediately 

from the nine Figures presented so far. Further studies could easily be 

done throogh SIMTBED, looking at larger subsanple sizes, correlated data, 

i.e. p * 0 and alternative marginal distrirutions. For derronstration 

purposes, tha.igh, it is better to proceed to rur second application. 

3.0 Estimating the Shape Par~ter for a Gamna Distrib.ltion 

As a second application of SIMTBED, we will consider a problem 
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·which jhas oreceived ·llllch !Less statistica!l. attention; asyqptotic resuits 

are sunmarized in Cox .and Lewis (1966, Ch.3) and Jchnson and Kotz 

·(1970, •Ch.:17'). We .want to estimate the shape parameter, K, for a Ganma 

distri.bJtion, -where ·the Galllla density is given by 

K-1 -Kx/µ -x ie 
-Nx) .x ;a. U·; IK > 0;; µ > 0 

== .0 X ( 0 •• 

tNotice 'that the •nean of lthis <ilistrib.ltion is µ, not K/µ as in sore 

;cli::fiferent~y .Paraneterizeci ·versions of 'the Ganma density. ~'or the data 

that will be sinulated -for use in SIMTBED we will use K == 5 anal µ = U. 

and ·K : 0 .. 25 :and µ = ·n... IDhe closer the mean of our estimate .is to .S 

or 0,.:25, rtihe !better (.in tterns ,of ,bias) is oor estinetion procedJre.. 

Other lnactors 'Such as the VM"iance and Nornality of lthe estimator will 

of course ..also .have influence ±n the determination of a pref ered 

testimator;; the :bias .and wrd.1UlC8 1could be carmned into m.s.e • 

.Sect:Ii.on 3...ll. will conpare 'tile cormonly used rraxinum likelihcxxl 

estimator ,wrui!ch ts mildly ldi-fficul't to conpute to the conpeting methoo 

df ,I10Itents estimat0r \Whi!ch .ti.-s vecy sinple to conpute.. Both procedlres 

;result :!i:n a5¥J1PtoticalU.y :Narna:l estimators (Oramer, l948) but the 

m.1,..'.e • .is ;usuaB.y ·prefered .because of i'ts favorable asynptotic relative 

effit::i:ency (Cox and !Lewis J .-9661).. Thrrugh .SIMI'BED, thoogh, we will see 

that tfor small subsaiq,les ;the est:inated variances of the two estimators 

•,Of iK ..are mot :as far ca.,par-.t ,as asynptotic results lead us to believe .. 

Iin a&li'tioo., the bias ,that ,appears in both estimators is srraller :for tthe 

.m::ment •estimator. 

In Section 3 .• 2 we wiil'l use a .fou~fold jackknife of ooth the m.l.e. 

and :m::aents •estimators 'to successfully nmove the bias. What is remark

.able .,is "that unlike ·the jackknifin_g of the serial correlation, there is 
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little or no cost in terms of variance inflation and nonnormality for the 

jackknifed norrent estimator. When K = .25, we will see in Section 3.3 

that the jackknifed m.l.e. dominates the other three estimators at all 

subsarrple sizes when considering the rrean, variance, and Normality of 

the estimator. 

3.1 Maxirrum Likelihood and Moment Estimators of K 

Figure 4(a) is very similar in format to the figures that have 

already been presented for the correlation exarrple except that: 

( 1) The estimator whose distrib.ttion is being displayed is the rnaxinum 

likelihood estimator of K, the shape pararreter of a Ganma(S) popula

tion. We denote the estimator, corrputed fran a sinulated subsanple of 

size n, by K(n) and define it to be the solution of the equation: 

A A n n 
n [ log K(n)- ~(K(n))] = n log l Xi/n - l log Xi , 

i=l i=l 

where the Xi are the sinulated Ganma(S) random variables and ~(.) is the 

diganma function (Cox and Lewis, 1966). 

(2) The eight subsanple sizes which we will be looking at are n
1 

= 33, 

n2 = so, n3 = 71, n4 = 100, n5 = 125, n
6 

= 166, n
7 

= 250 and 

n8 = 500. Note the difference between the n . 's 
l 

in the previoos exanple 

and these n. 1s. Since these are larger we will not see nuch small 
l 

sarrple detail, rut we will see scree of the asynptotic (n = 500) effects 

coming in. 

(3) At each subsanple size we will work with M* = 20 independent 

replications of N* = 2500 sim.J.lat ed Ganma(S) random variables, 

instead of the M = 10 replications of N = 5000 variables used previrusly. 
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The total ~umber of independent si1TUlated random variables across 

replications remains constant at the program rnaxinum of 50,UOO. Hence, 

the ooxplot at subsarrple size 50 in r'igure 4(a) represents the distrib.J

tion of M* LN*/5':] = 1000 estimates of K(SO) just as the ooxplot at 

sulEanple size 50 in Figure l(a) represents the distrib.Jtion of 

M LN/5~ = 1000 estimates of r(50). As long as the product, M x N, 

remains constant, the only effect of changing the number of replica-

tions is, up to roonding in N/n ., to change the results in the 
1 

regression on. the averages. By using M* = 20 and N* = 2500, SIMI'BEO 

reports regression coefficients averaged over 20 replications, b.Jt, 

within each replication, the dependent variables are averages over just 

j!SOO/nJ values of the estimator. 

(4) The ooxplots are presented using the red.iced graphics option. In 

this cption any extrerre ootliers (i.e. those beyond 1.5 interquartile 

distances) are included as a count at the tail of each ooxplot. This 

cption was chosen in order to give nore graphical weight to the tx:x:ly of 

the distributions and the fall-off in the bias. Limited printer resolu

tion makes it inpossible to shew details in the oody and the tails of the 

distrib.Jtions if there are many straggling outliers. In the case of ver:y 

extrerre outliers, no detail woold be seen in the oody of the ooxplot 

withoot the reduced graphics option. 

Figure 4(b) looks at the distribution of the narent estimator of K, 

the shape pararreter of a Garma(K) population: 

n 

n 
K(n) = (n-1) x2 / l (X. - X)2 , 

i=l 1 

where X = l Xi/n , n is the subsarrple size, and the Xi are the 
i=l 

sinulated Ganma(S) random variables. The SIMrBED cptions and para-
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neters nentioned in (2), (3) and (4) preceding are also in effect here. 

The two figures, 4(a) and 4(b), shew a very prona.mced bias in both 

estimation procedures, althoogh the noment estimator is slightly closer 

to the unbiased value of s. As expected, the standard deviation of the 

rn.l.e. is lower than that of the noment estimator althoogh the relative 

difference at small sutsanple sizes, for instance 1.448 versus 1.482 at 

n1 = 33, may not ootweigh the increase in bias with the m.l.e. At larger 

sutsanple sizes, the relative difference is close to the theoretical 

as,Yill)totic relative efficiency of .78 (i.e •• 91 at n
7 

= 250) 

Both estimators also shew distrib..Jtions with positive skewness and 

kurtosis that decrease to the asynptotic O levels as subsanple size 

increases. The asynptotics appear to take hold rrore quickly for the 

m:ment estimator than for the m. I.e. 

In sumnary, 8IMI'BED shews that the m.l.e. is indeed better than 

the noment estimator in terns of variance, rut not as good for small 

sanple sizes as asynptotic results woold lead us to believe. In the 

other areas of bias and asynptotic Normality, the norrent estimator woold 

have to be preferred. 

3.2 4-Fold Jackknifed Estimators of K 

Figures 4(c) and 4(d) shew the distribJtions of the 4-fold jack

knifed m.l.e. of Kand 4-fold jackknifed noment estimator of K, 

respectively. A 4-fold jackknife estimator is similar to the 2-fold 

jackknife estimator descril:::ed in Section 2.5 except that there are 4 

pseudo-values that cone oot of dividing each subsanple into foorths. 

More details can l:::e fa.ind in Mosteller and Tukey (1977). 

The purpose of the jackknife is to renove the conspicuoos bias 
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oooerved in Figures 4{a) and 4(b). This goal is seen to be acconplished 

in Figure 4(c) and 4(d) and we can also note smaller values of skewness 

and kurtosis, indicating a quicker approach to asynptotic Normality. The 

skewness and kurtosis of the jackknifed JTOrrent estimator are the lCMest, 

at small suooanple sizes, aJTOng all estimators. The variance of the 

jackknifed rrornent estinator is also only slightly inflated, as is the 

variance of the jackknifed m.l.e •• 

All told, the jackknifed m:>m:!nt estimator, because of its lack of 

bias, small.variance, and lCM skewness and kurtosis, woold be the nethod 

of choice if estimation of Kor significance testing was the goal. 

3.3 Results for K = 0.25 

In Figures S{a), S(b), S(c) and S(d) we shCM similar results to 

those disrussed above for the case K = 5.0, b.lt using K = 0.2~. The 

fact (Cox and Lewis, 1966, Ch.3) that the m.l.e. estimate is rruch nore 

efficient than the rrornent estinate is graphically illustrated. What is 

new is the effect of jackknifing: bias is reduced withoot the sacrifice 

of variance inflation or nonnormality. 

Further conparisons and interpretations are similar to those done 

for the case K = 5.0, and are left to the reader. 

4.0 Ccnclusions 

Sinply by providing SIMI'BED with the desired estinators, we have 

been able (a) to explore in depth the effects of changes in data distri

bution and of different esti.nation procedures on the calculation of the 

serial correlation coefficient, and (b) to coopare fa.tr different ways to 

estimate the shape pararreter in a highly skewed Ganma population. 
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The yraphics and numerical output combine to let us see and quantify 

distrib.Jtional changes that occur as subsample size yrc,..,s. We can see 

bias fall away, variance shrink, and skewness disappear as the estimator 

approaches asynptotic Normality. Terres in the asynptotic expansion of 

the mean and variance of the estimator are autcrnatically calculated and 

can be used to corrpare different estimators. 

Ease of use and portability, hc:Mever, remain as SIMrHED's nost 

irrportant features, and will hopefully inspire users to try nore di verse 

and extensive sinulation experiments. 

Other graphical displays besides running boxplots can be used; sone 

alternatives are given in Lewis (1972), Heidelberger and Lewis (1981) and 

Devlin, Gnanadesikan and Kettenring (1981). 

5.0 Availability 

SIMrBED is at present only available in a version run on the 

IBM 3033. Hc,..,ever, since the program uses standard FORTRAN and is 

independent of any software packages, conversion shoold be sinple. 

Versions for VAA machines will be tested shortly. 
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Fi gure l(b) 
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SAKPLE SIZE lNtl 5000 NO. OF REPLICATIONS lHll 10 CEGREE Of REGRESSION (Cit 3 
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SUBSAMPLE 
SUE 10 20 30 40 50 75 lOC 150 

"PN --i~98 -,53~8E-Ol - . 3J91E-Ol - . 2851E-Ol -,2317E-Ol -.u,9eE-ol -.1211E-H -,10-'t9E-Of 
S D • 97 .111 0 • l .t, .l33't .1195 .9931 -o ,8528E- ,6686E-O 
STD KEAN .3672E-OZ .318LE-02 ,386'tE-02 .3773E-OZ .3778E-02 .3866E-02 .381'-E-" .3681E-CZ ~~,1~1n 0.340 0,'962 g - 5j9 s-s", 8-581 8:;89 8-5'i7 g ,668 -0.02 7 o. 21o3 .2 0 ... 3 .682 .12c; .901 

KjAN 2F ROjRE~!l~N ?N AVERAi~~ - ,2fFFICIENTS: -.3Aor,n-o~ -1.0~1y~ 1,87581 -20.8023 V RIA CE fl R 55 ON - CO. lCl S: .6 1 2 -o ,1,3 6 E-Ol 22.9't9'i 960.390 
SlO DEV OF REGRESSION - COEFFICIENTS: ,2't5260E-02 .20871" ',,790!:5 30,9902 
REGRESSION ON VARIANCE - COEFFICIENTS: • 563'te5 2,35'955 -10.114c; 12. 1317 

VERTICAL SCALE: YMIN • -0.9~86 
YHAX: o.ezse 

ESTl~ATOR: E!ll~ATES OF THE lAG ONE SFRIAL CORRELAllON COEFFICIENT F~R A LOGNORHALI0,11 SAMPLE 

Figu re l(c) 
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SAHFLE SILE CNJ1 5000 NO. OF REPLICATIONS CHI: 10 CEGREE OF REGRESSION COJ: 3 
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sueSAHPLE 
SIZE 10 20 30 40 50 75 100 150 

HEAN -.1203 -.5408E-Ol -.3592E-Dl 
STD .3391 .2324 .1893 
STD HEAN .4196E-02 .4648E-02 .4646E-02 
SKEWNESS -0.346 -0.044 -0.034 
KURTO~IS 2.547 -0.074 -0.056 

-.2671E-Ol --f0l4E-Ol -, 1459E-Ol -.101,;e-u -, 7'o43E-02 
,1597 • 4 6 • 1156 , 975BE- .78HE-Ol 
,'o5llE-O~ .'o"79E-g2 ,,,so8~0g~ . 43t'oE-H ."33"E-g2 

8·°" o.o 9 -c.o -0•\ b .015 -0.014 -0.155 C ,4'o8 o. ,,,, 
HEAN OF ~EGRESSION ON AVERAGES - r.OEFFICIENTS: 
VARIANCE Of PEGRESSION - COEFFICIENTS: 
STO DEV Of REGRESSION - CCEFFICIENTS: 

-,337710E-03 - 1.02174 - . 54Z52t - 12.t,191> 
• l49923f-04 . l 418 79E-Dl 1.255~1) 364.3l'i 
.387199 -02 • 19113 2.1>93 e 19. C871 

REGRESSION C~ VIRIANCE - COEFFICIENTS: .11Hct 3,47347 -11.67~1 15- 9883 

VfRTICAL SCALE: YHIN ~ -0.9890 
YHAX • n . 7503 

~STIHATORI ESTl~ATES OF THF. L-TRANSFCRH OF THE SERIAL CORRELATION cnEFf!CIENT FOR A NORHALCO,lJ SAHPLE 

F igure 2(a) 



N 
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SAHPLE SIZE CNl1 5000 NO. OF REPLICATIONS (HI: 10 DEGREE OF REGRESSION IOI: 3 
•-------------------------------------------------------------------------------------------------------------------------• • 75 
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- ---- -1----1-1---- - ----. ···············1·1··············1·1································1·1···················· . . . . . . .. . . . .. .. . . . . 
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• --1------1------1------1-----1-------•---------1----------------1----------------------------------1--------------------- • 10 20 30 40 50 75 100 150 

SUBSAHPL E 
SJZE lC 20 30 40 50 75 lOC 

HEAN -.ll03 -,4744E-Cl -.279lE-Ol -,1800E-Ol -.1231E-Ol -,6246E-02 -,24eae-c, 

{
TD .2832 ,2043 ,1713 .1515 ,1361 ,1114 .9663E-il 
TO HEAN .4005E-02 ,4C85E-02 .4204E-02 .4286E-02 ,"303E-02 .4335E-02 ,4321E- ~ 
~EWNESS 0.146 o.561 0.631 o.534 0,497 0,435 0.5 -

~UtTOSIS 0-474 0-327 o.470 0,362 0.100 -0.221 C.2~~ 

HEAN OF REGRESSION ON AVERAGES - COEFFICIENTS1 ,170474E-02 -,955681 -3.68524 
VAPIANCE OF REGRESSION - COEFFICIENTSI .z434~3e-31t .J38909E-Ol 1CL64C' 
STD DEV OF REGRESSION - COEFFJrtFNTS: ,4q 401E- 2 ,117860 3.~62C. 

REGRESSION CH YIRIANCE - COEFFICIENTS: 1,14227 -1,824t2 1,510t? 

VERTICAL SCAlEI YHIN • -0.9890 
VHAX • 0,7503 

ESTIMATOR: E~ll~ATES OF THE Z-TPANSF(PH OF THE SERIAL CORRELATION COEFFICIENT FOR A CHI-SQUIPElll S6~FLE 

Figure 2(b) 

150 

.1s12e-g2 
,B421E- l 
,4635E-02 

0,391t 
o.323 

lit, 3363 
618 .694 
24. 8736 

2,6CJl22 
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SAHPlE SIZE CNt: 5000 NO. OF REPllCATlONS CHI: 10 CECRfE CF REGRESSION IOI : 3 
•----------------------------------------------------------------------------------------------------------------------• .75 
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SUBSAMPLE 
SllE 10 20 30 

HEAN -.1172 -,5411E-Ol -.372.t,E-Ol 
SJO .2849 .1970 ,1619 
STD HEAN • .t,C29E-02 ,3941E-02 .3973£-02 
SKEWNESS 0.:169 0,47.t, 0.556 
KURTOSIS 1.527 0,656 0.611 

HFAN OF REGRESSION ON AVERAGES - COEFFICIENTS: 
VARIANCE OF REGRESSION - COEFFICIENTS: 
STD DEV OF REGRESSION - Ct'EfflCIENTS: 

REGRESSION Ot.' VARIANCE - COEFFICIENT5: 

VFRTICAL SCHF: YNIN,. 
YHAX • 

-0,9890 
(1.7503 

.t,0 

- , 2857E-Ol 
.1362 
.3852E-02 

0,594 
0.819 

- • H22COE-02 
.589428~-05 
,242 782 -C2 

• 545919 

50 75 ll!C 

-.231!,E-Ol -,l695E-Ol -. 12t8E-Cl 
,1216 , lOO't .86C?E-Cl 
,3B46E-02 ,3909E-02 .36"7E-CZ 

0.632 0.600 0.1,1~ 
1.032 0.631 C. 63~ 

-1.03891 l.64581 
.425660E-01 22.1239 
. 206315 4 . 7669t 

2,11325 -ll,212<; 

fSTIHATOR: ESTI,ATES OF THE Z•TAANSFCRH OF THE SERIAL CORRELATION COEFFICIENT FOF A lGGNOR~AlC0,11 SJ,Pl£ 

Figure 2 ( c) 

150 

-. 1046E-Ol 
. 612 3E-Ol 
. 3701E-02 

Q.!,85 
0.995 

-26.7689 
967.803 
31 , 1095 

lb, 7234 
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SAMPLE SILE INI: 5000 ND. OF REPLICATIONS (HJ: l~ OEGREE Of REGRESSION IOI: 3 
•-----------------------------------------------------------------------------------------------------------------------• 1.2 

.'l6 

• 72 

.lt7 

.22 

l ?i 
i ! 
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l i e 
- 0 

I 
O 5 6 

--- ·1 ol ~ ~ - I . 3 

--- --- --- I t 
--- I { i 

.... . ... --- ---
•.23E-Ol- • ----. ----1·1····1·1····1·1···············i·l··············!!!································!!t···················· I 
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I --- --- --- --,- l ! --- I I I 3 -.27 - • 7 

I --- • ; g 
0 2 

• 0 
- 0 2 

I i ~ 
-.52 

-.16 

-1.0 

J • 2 

I .l----,1-----,1-----.1----,1---------------,1--------------,1.-------------------------------,1.-------------------• 
SUBSAMPLE 
SILE 1D 20 30 
~EAN .llt71E-Ol .4979E-C2 .3881E-Olt 
~lB HEAN :11IiE-oz :~~1Xe-oz :!l?!e-oz 
SKEWNESS 0.319 0.190 0.125 
KIJ\TOSIS O.O'l4 o.ooa -0-125 
HEAN Of REGRESSION ON AVERAGES - COEFFICIENTS: 
VARIANCE OF REGRESSION - COEFFICIENTS: 
~TO DEV OF REGRESSION - COEFFICIENTS! 
REGRESSION ON VARIANCE - COEFFICIENTS: 

VERTICAL SCAlE: YHJN = -1.2072 
YHAX • l.2ll't 

40 

-. 93t,2E-03 
·Pf • 9 iE-02 

.130 
-0.031 

• 5t,6557E-O:! 
·!53616~-0to • 92016 -02 
.861t25'1'> 

50 75 100 

.29BOE-02 -.9550£-0? -.3521£-C? 

:Une-02 
.1257 .1028 
,'t892E-Oc .45<;tE-C2 

0.152 o. u,, -0,Cll 
0.059 -o.1ot c.3-.c 

-.131't95 
.906536E-Ol 
.30l081 

5.60890 
89,608't 
9.t,661 l 

1.28888 J,t,8',15 

FSTl~ATOR: ESTl~ATES OF THE Z-FCLC JJCKNIFEO SERIAL CORRELATION COEFFICIENT FOR A NORHALI0,11 SAMPLE 

Figure 3(a) 

150 
-.3150E-C3 

.8l~lf-81 
·"" 9 - 2 -o. 126 

0.01,5 

-28.B't84 
5y54.5i 
1 .095 

-.560686 
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N 

SAHPLE SIZE lNtt 5000 NO. OF REPLICATIONS IHtl 10 CEGREE OF REGRESSION (OJI 3 
•-----------------------------------------------------------------------------------------------------------------------• 1.2 

• 96 

.12 

.41 

• 22 

-
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- 8 I fi 
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J ---

57 
8 31 
• ~ l! 18 

I • ~ 0 I • • 1~ l 5 

I -.z3F-Oll 
-

1

--

1 

-,--, _l_ _l_ _1_ _I_ i 
:1····: .... ' .... ,,,-···1•1···············1•1··············1•1································1•1···················· 

' --- -- --- I --,- T T ! 1 1 i -.21 
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• 8 D 
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l 

-1.'.l 

I & -! 
l . 
•-.i-----2&-----3i-----4t----,&---------------11---------------1&0 -------------------------------1io--------------------• 

SUBSAMPLE 
SUE 10 20 30 
HEAN .2278E-Ol ,9513E-02 ,1008E-Ol 
STD ,40'15 .2680 .2152 
STD MEAN , 5l92E-02 • i;J61E-02 .5282E-02 
SKEWNESS 0.544 0,804 0.813 
KURTOSIS o.138 0,701 o.888 

HEAN OF REGRESSl~N ON AYEPA,ES - CO,FFICIENTS: 
VARIANCE OF REGR SSION - CO FFICIEN St 
STD DEY OF REGRE SION - COE FICIENT : 

REGRESSION ON VARIANCE - COEFFICIENTS: 

VERTICAL SCAlEI YHIN • -1.2012 
YMAX • J.21H 

40 
• 1067E-Ol 
:H~~E-t'Z 

g.683 .424 

.578Jg6E-02 

.210 u-04 
• 5203 -02 
1.11376 

50 15 lOC 
.1150E-Ol .8868E-D2 .7255E .. C2 
·u2e .1324 :tHle-ci • lt9E-02 .5154E-02 

0,69'o 0.72ft C,5E 
0.44'o 0.4'ot c.1n 

,412461 -11.01121o 
.844226E-Ol 98.9~3" .290556 9.94 1 

2.29230 -8.8lo4',t, 

ESTIHATDRI E!Tl~ATES OF THE 2-FCLC JICKNIFED SERIAL CORRELATION CO~FFICIENT FOR A CHI-SQUAREIII SAMPLE 

Figure 3(b) 

150 
.93'o lE-02 
• 919'of-<!1 
.5o6A -02 

.581 
0.665 
86.lt791 
1"62, 96 l,91111 

22.8625 
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SAHPLE Sil~ tNI: 50~0 NO. OF REPLICATIONS (Kl: 10 CEGREE OF REGRESSION (OJ: 3 
•----------------------------------------------------------- -------------·-------------- ----------------------------------- • 1.2 

I 65 
- C 

J ~ 
I 
J 

.% 
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."7 

.22 

"8 
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8 26 21 

•, ~ of is I ~ l? ? 

-.rn-01{ j: :.:.:.:I• 
--- --- --- f I I 

+1····1:l····l:1····1:t···············l*i··············i·i········ ·················· ······!!!················· ··· I --- --- --- I --- --- I l I • 
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SUBSAMPLE 
SIZE 10 20 30 40 50 75 lOC 150 
t!EAN .12see-:n .3t, '.!5E-02 - ,33't3E-02 - • 3821E-02 - , 1695E-OZ -. 5042E-02 -.2255E-C2 -. 398flE-02 
UB HEAN 

.1ooze :~~88e-oz .2ij!1 ,l7i" ·!533 .12p ,10p ,7999E·Ol ,5696E-02 ,,, flE-OZ .48 6E-02 • 8it9E·02 .1tT 9E-O:i: .t,5 9E-C2 .lt403 -oz Sl<EWNESS 0.550 0, 112 0 . l'tl 0.831 0.894 0.819 C,Hlo 0.850 KURT05 I 5 0,352 0,61:2 0.905 1.077 l.602 l,l5C C.6;c; l , lo5l 
MEAN OF REGRESSION ON AVERAGES - COEFFICIENTS: - • 134 54 JE-C2 -.337504 12.0957 -73.3541 VARIANCE OF REGRESSION - COEFFICJENTSr ,l67209E·04 .218834 l51o,B25 7199, 73 STO DEV OF REGRESSION - COEFFICIENTS : .,.oec;12e-c2 , 4677'i7 l2.41o29 Blo.8512 
REGRESSION ON VARIANCE - COEFFICIENTS: .6l 7lo29 5.83375 -t'l.4923 35. 1018 

VERTICAL SCALE: ""I" .. YH X * -1:~YU 
ESTIMATOR: ESTIMATES OF THE 2-FCLC JACl<NIFEO SERIAL CORRELATION COEFFICIENT FOR A LOGNORHALtC,11 SAMPLE 

Figure 3(c) 
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~ 

~AHPLE sue 110: 2!00 NO. OF REPLICATIONS '"': <O O~GREE Of REGQESSl(N IOI I 3 

~-------------------------------------------------------------------------------------------------------------------·-t c;. 1 

8.3 

1.5 

6.T 

~.f 

I· "g 

I ' 
I 

;( 

8 
C • 

l~ 
0 

2 1i 9 

·1 ~ 8 3 I • o 2 

5.c 
:1· o I -1--l --- J _l J_ I . . . .. . . . .. . . ---

- • ---l:l--l•l----.. ,.l···············i:!·························· .. ·· .. ········ ......... !~!··· .. ··············· --,- -r -, l ! 4.2 
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,.~ 

1.1 

• 

i 
C 

0 C 
0 

t 
0 
C 

• • C 
• 0 0 
0 0 
C 

. I • •-3i--!l-1[----1Jo--1i~------1!6 _______________ 2to-------------------------------------------------soo--------------------• 
~Ul!SAltPLf 
HIE ?~ 50 Tl lCO 125 16(: 2~0 500 
l'E.6N ! .ftl7 5.30~ 5 • 202 5.1"5 s.11e s.oe5 ~. O', ~ 5.ou, 
Ht l.lolte 1.13; • e125 • Tfll .6650 • 5622 .r,eo 1 .365', 
Ht l'Ht. • .H38 E-Gl • 35'l ~E-01 .nc;ae-01 • 3"31E-Ol • :?~ 25~- Cl ,:!2t,l>E-Ol ,33qc;e-01 . :ll-54~-Ul SKfMNE CC 1. 211 J. Olli o. 732 0.1112 0,680 o. S25 c. ~5~ o. (:7q 
l<UFiTCS 1! 2 .E 12 ,. lH o. ,;04 o.762 0,h~3 IJ,157 f),'4f o. 1 JQ 

HE.6N Of PEGRE~!JGN Ot. .6~ER.6GES · CCEFFlCle~TSI 4,99635 1?.~12~ l'oc. n1 -20(:?. l 7 
V.6PUNCE OF RE(RESflCN - CC~FFlPENTS: • !\O!iQ6E-02 ~~.q2eo 15 !1094 • .579Q50f • Ofl 
~lt DEV CF REGFE~S C~ - COE FIC ENTS: , ~24~4E-O 1 6.C71'1A'4 3'i1.HC 7615.3? 

FEGPESSJ(N ON ~.6RIANCE - CCEFFlCIENTS: 11 f. 4,;e -l~Bl.Q6 14121.1 -34565, • 

VE~TICAl SCALEI YMlt. z l,o,•4 
YM.6~ • 9,13 : 2 

ESTJHAlC~I M•XJ~UM llKEllHOOU E!TIMAT ~ oF 1Hf SHAPE PAPAMFlEP OF T~E CAMMA OIS1R1PU11C~ K~~. 

f igure '• ( a ) 
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r;. 1 
!A~PLE 51ZE INI: 2500 No. OF REPLICATIOttS IHI: 2C DEGREE er FEGFESStCN ID): 3 
•-------------------------------------------------------------------------------------------------------------------- • 

E.3 

7.5 

t,7 

5.8 

5.0 

".2 

3.1, 

2,5 

I, 7 

I 2i 
i ! 
I 
I ~--
f I! 

I 
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I 
I ~ 

IE 
0 
0 
C 
C 
• 

7 
0 7 
C 0 
C C " 
•, ~ 0 3 

·1 8 1 

--- --- --- _I_ J_ I 
:/:h 1'"1:H: I··· ···1:1- ............ · · l:l--····· ... · ............... · ... ······· .. · ..... · ···Ei··· ...... · ......... · 

TT T T ; 
+ 
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8 

• 
0 
0 
C 

• 0 
0 
0 

0 

1 . 
•-3i--~i--11----1ic--11~------1i6--------------2~0-------------------------------------------------~io--------------------• 

H,fSll'Hf 
•• ~ I ZE 'iO 7l 

n•11 5 .371 5.23' 5 • 1 ~l HO 1.1ie2 1.11 i • q606 STC H!:Al'I • H27E-Cl .3HJE-Cl • ?631E-Ol ~l<Eht-ESS u.e~e c. 702 0.591 ICLPTCSI ~ I,~ 12 t.oos 0.670 
Hlll'I CF FEGRESHCN 0. J\IERll:ES - COEFFICIENTS: 
VARIANCE OF REGPESSJCN - CGEFFl\lE~lS: 
5TC CE\I CF REGFESSIOl'I - COEFFIC ENT5: 

PEr,RESSlCN ON \IIPIANCE - CCEFFICIE~lS: 

\EPllCIL !CALE: Yl'I~ • 
YHA) = 

1,0 5 Lit 

"· 13 :2 

100 

5.113 
,BZfll 
,370:!E-Ol 

C,572 
0,375 

"· r;t 799 
.'lf;!:2B3E-O? 
• ~lO!!'il!:-01 

R l • 71 75 

125 lt:E 250 o;r,o 

s.cec 5. 05" 5,(12 8 i..oa7 
• 7313 .6277 .5268 .3750 
.:?f.'i7E-Ol ,3624E-Ol • 3 725F-O I • ">75'QF-(;J o. szr; 0,429 0,;15', 0 ,lo82 

0,3 7:! -o. l8lo - c. 17.C -o. 135 
l 5,to3t,6 -196,572 1,202.sq 
,,,141104 2~21',. C ,9P9117E+07 2 ,03661 152.~t-l :!Jt,5.01 

-3~l:.B3t, 2162,00 -3'1"0."7 

ESTIHATCP: HO"El'll ESll,-Hllf IRECIPIICCAL 'lf SC\IARFO COEFFICIENT OF VAPIATIOIH IJF THF St'lPE l'lll~AH.-l"P !"I~ f.dl'KA OJ<:Tll[PUTION 1<=5. 

Figure 4(b) 
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!AHPLE !JZE (NI I 2~0C NO. OF REFLICATICNS (l'I: 20 DEGREE C1F REGP.fSc;fCN IOI: 3 
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