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ABSTRACT

In this work, microstructure dependent impact-induced failure of hydroxyl-terminated polybutadiene (HTPB)–cyclo-tetra-methylene-tetra-
nitramine (HMX) energetic material samples is studied using the cohesive finite element method (CFEM). The CFEM model incorporates
experimentally measured viscoplastic constitutive behavior, experimentally measured interface level separation properties, and phenomeno-
logical temperature increase due to mechanical impact based on viscoplastic and frictional energy dissipation. Nanoscale dynamic impact
experiments were used to obtain parameters for a strain-rate dependent power law viscoplastic constitutive model in the case of bulk HTPB
and HMX as well as the HTPB–HMX interfaces. An in situ mechanical Raman spectroscopy (MRS) setup was used to obtain bilinear cohe-
sive zone model parameters to simulate interface separation. During analyses, the impact-induced viscoplastic energy dissipation and the
frictional contact dissipation at the failed HTPB–HMX interfaces is found to have a significant contribution toward local temperature rise.
Microstructures having circular HMX particles show a higher local temperature rise as compared to those with diamond or irregularly
shaped HMX particles with sharp edges indicating that the specific particle surface area has a higher role in temperature rise than particle
shape and sharp edges. Regions within the analyzed microstructures near the HTPB–HMX interfaces with a high-volume fraction of HMX
particles were found to have the maximum temperature increase.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0011264

I. INTRODUCTION

Energetic materials (EM) used as polymer-bonded explosives
(PBXs)1 consist of about 60%–95% solid oxidizer material, embedded
inside a polymeric binder, e.g., cyclo-tetra-methylene-tetra-nitramine
(HMX) embedded in polymer binder [hydroxyl-terminated polybuta-
diene (HTPB)].1 Microstructural inhomogeneities in such materials,
such as particle clustering, voids, matrix–particle interfaces, etc.,
can induce “hot spots” due to external environmental stimuli, such as
impact, temperature change, etc. Hot spots are regions in an
EM’s microstructure that have sufficient size and temperature to start
chemical reactions leading to detonation.1 The complex microstructure

of EMs is a key factor that affects the mechanical and local tempera-
ture behavior under impact loading. Understanding the mechanisms
that cause the local temperature to rise within an EM microstructure
due to impact is an important consideration for the prevention of
hot-spot initiation and detonation. Researchers have attempted to
identify several mechanisms, such as adiabatic compression, void col-
lapse, crack tip heating, frictional heating, etc., that may be responsible
for hot-spot formation.2 Such mechanisms involve energy dissipation
within an EM microstructure due to impact-induced deformation,
crack formation, stress wave propagation in bulk material (e.g., matrix,
particle), interface (e.g., matrix–particle interface) failure, etc. Three
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fundamentally different types of failure mechanisms in an EM micro-
structure can be induced by impact: particle fracture, particle–binder
interfacial failure, and cavitation in the binder. However, often a com-
bination of such failure mechanisms occurs simultaneously.3 In a
typical HTPB–HMX EM, particle size, volume fraction, and the time
span necessary to cause initiation of detonation require a detailed
investigation.2 Rae et al.4 have shown experimentally that debonding
of particle–binder interfaces in EMs starts around large particles and
the resulting crack first propagates along the crystal–binder interfaces.
Palmer et al.5 and Rae et al.6 also observed that the crystal–binder
interface failure is the dominant cause of crack propagation. Fracture
resistance and the strength of EMs have been shown to depend on the
interface chemical composition by Prakash et al.7 Drodge and Proud8

observed that the yield strain of an EM decreases with increase in the
energetic particle size. Studies on particle morphology effects on
mechanical behavior also show a clear dependence of the response of
EMs to particle shape. Work by Liu et al.9 showed that sharper
(rod-like) particles have a higher sensitivity to friction and impact
than smoother (plate-like) particles.

Numerical techniques based on the finite element method as
well as meshfree methods have been used to simulate the failure
behavior of a variety of EMs. Cohesive zone models (CZMs) have
been used to simulate the interface failure in EMs by several
researchers.10–13 The energetic particle size was found to affect the
hardening behavior as well as the debonding behavior by Tan et al.14

Debonding of the interfaces between energetic particle and the binder
matrix was shown to be affected by the applied strain rate.15 Barua
and co-workers10,11,16,17 have used a cohesive finite element method
(CFEM) to study the impact behavior of various idealized microstruc-
ture of PBXs. However, the numerical and experimental techniques
used in literature studies18–21 to study the deformation behavior of
EMs employ experimental property values that are not based on direct
local interface based measurements.22 In this work, experimentally
obtained interface level mechanical and failure properties are used to
investigate the effect of HMX particle shape and volume fraction on
the thermomechanical behavior of HTPB–HMX EM microstructures
(HTPB is the binder). For the purposes of this work, in situ mechanical
Raman spectroscopy (MRS)7,23 and nanoscale impact experiments24

are used to obtain the constitutive properties and the separation prop-
erties. Impact-induced temperature rise is modeled based on an
approach similar to the work of Barua and Zhou.10 In order to observe
the effect of microstructure on the impact-induced failure and the
impact-induced local temperature rise behavior, two-dimensional (2D)
microstructure samples of HTPB–HMX EMs consisting of different
HMX particle shapes and volume fraction are analyzed.

The remaining sections are arranged as follows: Sec. II
describes the experimental procedure used. Section III presents the
numerical method, the corresponding CFEM model, and the ana-
lyzed HTPB–HMX microstructures. Section IV presents results of
the simulated impact-induced failure behavior. Section V presents
summary and conclusions.

II. EXPERIMENTAL METHODS

The viscoplastic stress–strain model and bilinear cohesive
zone model parameters are obtained using experimental methods
explained briefly in this section. These methods have been

established in earlier publications.7,23,25 In order to create samples,
Isophorone Di-Isocyanate (IPDI) is mixed with R-45M liquid poly-
butadiene at an index ratio of 1.05 to create an HTPB polymer
binder. Polycrystalline HMX particles were manually put into the
binder, and the mixture was cured in an oven at 60 °C for 10 days.
When fully cured, the crystal-binder samples of appropriate particle
shapes and sizes were obtained.

A stress–strain-strain-rate power law based constitutive relation
was obtained experimentally. Precise impacts, at any selected location
within a microstructure, especially at the interfaces, is a novel capa-
bility of the nanoscale dynamic impact experimental setup.23,26 The
viscoplastic constitutive model23 is given by a power law

!εvp ¼ χ
_!εvp

_!ε
0

 !m

(!σ)n: (1)

Here, the equivalent stress, !σ, and effective viscoplastic strain, !εvp,
are obtained from the impact experiment. _!ε0 is a reference strain rate
assumed to be 1 s−1. The experimentally measured stress and strain
at different strain rates are then used to obtain the model parameters
χ, m, and n of Eq. (1) for HTPB, HMX, and HTPB–HMX interface,
as shown in Table I.25

A CZM is used to simulate local fracture behavior, and the
HTPB–HMX interface separation model parameters are obtained
using an in situ MRS experiment.7,23 An edge crack tensile speci-
men is loaded, and the crack tip location is tracked under a micro-
scope. MRS is used to obtain the crack tip stress as the crack
propagates. As the crack reaches the interface, the initial stress near
the crack tip is taken to be the interface strength and the energy
under the corresponding load–displacement curve is taken to be
the critical fracture energy. The cohesive zone model parameters
for HMX are used as suggested by Barua et al.16 Parameters for
HTPB and HTPB–HMX interfaces are measured using experiments
reported earlier. Cohesive zone parameters used in this work for
HTPB,23 HMX, and HTPB–HMX interface7 are given in Table II.

TABLE I. Viscoplastic material parameters obtained for HMX, HTPB, and HTPB–
HMX interface. Reproduced with permission from Nano-Energetic Materials
(Springer Singapore, 2019), p. 275. Copyright 2019 Springer Nature Singapore Pte
Ltd.

Parameter χ (MPa)−n m n

HTPB 0.54 −0.18 1.78
HMX 1.08 −0.79 1.58
HTPB–HMX interface 1.59 −0.87 1.88

TABLE II. Cohesive zone parameters for HTPB, HMX, and HTPB–HMX interface.

Material/interface

Cohesive
strength
(MPa)

Critical
displacement

(mm)

Cohesive
energy
(kJ/m2)

HTPB 0.8 0.5 0.2
HMX 100 5 × 10−3 0.25
HTPB–HMX interface 1.6 0.16 0.13
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III. COHESIVE FINITE ELEMENT METHOD

The impact-induced failure behavior of composite
materials,27–29 including energetic materials,10–12,30 has been simu-
lated previously using CFEM.31 In this work, a two-dimensional
CFEM model of analyzed PBX microstructures with intrinsically
specified cohesive surfaces along all bulk finite element boundaries
is used to track complex crack patterns.32 The finite element mesh
for the modeled microstructure was generated using the “cross-
triangle” elements. Cohesive elements were created by considering
all triangle element boundaries as cohesive surfaces, as shown in
Fig. 1(c). The element size of 20 μm with 90 000 triangular ele-
ments was selected to be within required convergence bounds
established by Tomar et al.33 A Newmark β method based time
integration scheme is used. To ensure numerical stability, it is
required that the time step and the cohesive separation increment
are sufficiently small in each numerical step. The average time step
was chosen based on Courant–Freidrichs–Lewy (CFL) criterion as
has been successfully used previously.22,23,33,34

The constitutive behavior is modeled using a large deforma-
tion isotropic viscoplastic flow rule based on Mises criterion, as
detailed in previous works by Prakash et al.22,23 The parameters for
the power law viscoplastic constitutive model, Eq. (1), for HTPB,
HMX, and the HTPB–HMX are given in Table I earlier. In order
to capture the shock behavior, the Mie–Gruneisen equation of state
is used to calculate the pressure p is given as22,35

p ¼ Kfþ Af2 þ Bf3 þ γ(1þ f)e, (2)

where f ¼ ρ
ρ0
# 1.

Here, K is the bulk modulus, A and B are parameters obtained
from fitting a Hugoniot curve,35 γ is the Gruneisen parameter, ρ0 is
the initial density, and e is the internal energy per unit volume.

The values of these parameters are given in Table III for HTPB35

and HMX.36

A penalty based exponential relation between traction and
separation is used to prevent interpenetration23,32 during compres-
sive loading. The temperature increase is calculated by
ΔT = T− Tref, where T is the temperature in the current configura-
tion, obtained from the equation of time rate of change of tempera-
ture given as37

_T ¼
_W
vp þ _W

f

ρcp
, (3)

where Tref is taken to be equal to 298 K, Wvp is the plastic work, Wf

is the heat generated due to friction between HTPB–HMX inter-
faces, and cp is the heat capacity at constant pressure. The value for
heat capacity for HTPB and HMX is taken to be equal to 2.5 kJ/
(kg K)38 and 0.97 kJ/(kg K),39 respectively. The heat generated due
to the frictional forces between bulk element surfaces is given by28

h ¼ T $ [ν], (4)

where h is the rate of heat generation. The surface traction, T, is
acting between the bulk element surfaces, and [ν] is the jump in
the velocity of the corresponding surfaces. The generated heat is
then distributed among the contacting bulk element surfaces using
the method outlined by Camacho and Ortiz.28

IV. RESULTS AND DISCUSSION

In order to observe the effect of microstructure on the failure
properties and local temperature rise in HTPB/HMX based materi-
als, 2D models of different microstructures with varying shapes
and volume fraction of HMX particles were created as shown in

FIG. 1. (a) Digitized microstructure of
PBX (Barua et al.10), (b) corresponding
finite element model and boundary
conditions, and (c) the mesh details of
“cross-triangle,” (d) input velocity profile
(V0 is the input velocity), and (e) cohe-
sive surfaces.

TABLE III. Mie–Gruneisen parameters for HTPB and HMX.

K (102 GPa) A (102 GPa) B (102 GPa) γ ρ0 (g/cm
3) E (MPa) ν

HTPB 0.02 0.294 0.0196 0.7 0.9 2.5 0.45
HMX 0.125 0.22 0.15 1.03 1.9 14240 0.31
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Fig. 2. Earlier research has focused on modeling HMX single crys-
tals accounting for orientation dependent crystal properties.49,50

However, the experimental properties applied to this work were
obtained for polycrystalline particles. Therefore, the HMX particles
are modeled as polycrystalline β-HMX without orientation depen-
dence. Crystal morphology plays a significant role in the behavior
of an EM. Different grades of HMX may display different proper-
ties with respect to particle size and morphology. Detonator grade
HMX has a crystal morphology that displays edges that are sharper
while mil-spec HMX displays more rounded shapes.40 A slight vari-
ation of crystal shape leads to different initiation characteristics,
and the smoothing of material boundaries is known to reduce the
shock sensitivity of the explosive.41 In this work, we model micro-
structure with crystals shapes that represent the possible extremities
in observed crystal morphology. Circular and diamond particles, in
varying degrees of particle density, are generated to model the
behavior of smooth and sharp particles, respectively, Fig. 2. A sepa-
rate microstructure, generated using a combination of both types of
particles with varying sizes, is also included to model the interac-
tion between different particle shapes, Fig. 2(b). The circular parti-
cles had radii varying from 100 μm to 300 μm. The microstructures
with diamond particles had approximately the same range of total
volume fraction of EM particles as those with the circular EM
particles.

Three different volume fractions, 40%, 60%, and 80% of the
total volumes, of HMX particles, were considered. The PBX micro-
structure obtained from the literature is reported to have a 64%
volume fraction of crystals.10 For each microstructure–volume

fraction combination, simulations were also analyzed for different
nominal strain rates. The range of microstructures based on litera-
ture morphology was chosen using methods outlined in earlier
design studies42 to cover a reasonable range. The nominal strain
rate calculated in this work is the ratio of the impact velocity to the
height of the sample. The current simulation framework has been
experimentally validated under different loading conditions as well
as varying strain rates from dynamic tensile to shock behavior of
EMs in recent articles published by the authors.22,23,57 It should be
noted that the simulation framework in this work does not include
frictional interaction after cohesive separation. This work is the first
study on HTPB–HMX EMs with experimentally obtained proper-
ties. A detailed investigation of the deformation and temperature
rise behavior of the HTPB–HMX PBX microstructure under an
impact velocity of 300 m/s is presented in this work. The corre-
sponding nominal strain rate is 100 000 s−1. The impact condition
was introduced by a velocity boundary condition at the top and
bottom boundary as shown in Fig. 1(b) earlier. The left and right
boundaries are kept traction free, as shown in Fig. 1.

A. Application of the framework to the PBX
microstructure reported in the literature by Liu et al.9

For comparison purposes, analyses were first performed on a
digitized PBX microstructure taken from Barua and Zhou.10

Pressure wave propagation in the literature PBX microstructure is
shown through Figs. 3(a)–3(d). It is observed that the pressure
wave does not propagate into the HMX phase and gets localized
onto the HTPB–HMX interfaces, Figs. 3(a) and 3(b). As the value
of the pressure increases, the intensity of the reflection also
increases which creates a highly localized deformation near HTPB–
HMX interfaces, Figs. 3(c) and 3(d). The pressure wave reflection
at the HTPB–HMX interface also creates stress jump between
HTPB and HMX phases leading to possible interface delamination.
The wave velocity is approximately 5 km/s which is very close to
what is reported in experimental studies (based on HTPB
Hugoniot data by Millett et al.43 and single crystal HMX Hugoniot
data by Marsh44 the upper and lower bounds for wave speeds in
HTPB–HMX PBX are 5.977 km/s and 2.34 km/s, respectively).

The compressive stress change as a function of time, shown in
Fig. 4, indicates higher stress concentration near the HTPB–HMX
interfaces as time progresses. Initially, the stress is distributed
throughout the HTPB binder phase, Fig. 4(a), and the HMX parti-
cles experience a lower stress level. However, as the wave propagates
with time, the stress localization around HTPB–HMX interfaces
increases and correspondingly the interaction between neighboring
HMX particles also increases. Such an increase in particle interac-
tion creates a higher concentration of stress at the HTPB–HMX
interface. A further increase in the stress magnitude propagates the
stress wave into the HMX particle. The wave reflects from the
HMX particle boundary at HTPB–HMX interface and creates a
lower level of tensile stress inside the particle.

The impact behavior of HTPB and HMX individually can
be understood by analyzing the time dependent stress profiles
in HTPB and HMX phases, as shown in Fig. 5. As observed in
Figs. 5(a) and 5(d), the stress in the HTPB phase is considerably
higher than that in the HMX phase. However, near the HTPB–HMX

FIG. 2. Simulated microstructures of HTPB–HMX analyzed in this work. (a)
Actual PBX microstructure (generated from work by Zhou et al.10 is first simu-
lated to compare with the literature findings, (b) microstructures with mixed
smooth circular HMX particles and HMX particles with sharp edges, (c) micro-
structures with smooth circular HMX particles (varying densities), and (d) micro-
structures with HMX particles with sharp edges (varying densities).
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interfaces, the stress localization is high, Figs. 5(b) and 5(e).
Although the stress inside large HMX particles remains low, the
smaller HMX particles experience high stress, especially at the posi-
tions where particles are close to each other. This can be attributed
to the relatively small area through which the stress waves travel
before reflecting from the HTPB–HMX interfaces. A high level of
interaction among the smaller HMX particles leads to high-stress
concentration.

HTPB–HMX interface separation in the literature EM micro-
structure generates frictional heat dissipation. Shear stresses
increase the possibility of interface fracture and subsequent fric-
tional dissipation. As has been observed earlier by Needleman and
Ortiz,45 the interface boundary in a composite material acts as a
barrier to shear waves. As shown in Fig. 6, shear stress in the vicin-
ity of the HTPB–HMX interface is high as compared to the bulk
HTPB and HMX phase and remains localized at the HTPB–HMX
interfaces only. This increases the energy dissipation due to friction
at the HTPB–HMX interface, which leads to an increase in temper-
ature near such interfaces.

The viscoplastic dissipation is another factor that contributes
to the increase in temperature. In this work, the viscoplastic dissi-
pation dependent temperature rise is not separately modeled. That

remains a subject of ongoing experimental investigation. The distri-
bution of effective viscoplastic strain within the PBX microstructure
is plotted in Fig. 7 at different time steps to understand the role of
viscoplastic dissipation. The viscoplastic strain in the HTPB phase
is higher initially as compared to that in the HMX particles,
Figs. 7(b) and 7(c), because of the higher stress and deformation
observed in the HTPB phase. However, as time progresses, the vis-
coplastic strain near the HTPB–HMX interfaces increases and gets
localized, Fig. 7(d). Such localization of viscoplastic strain increases
the viscoplastic dissipation in this region that leads to an increase
in the local temperature.

The EM microstructure failure under impact loading generates
cracked surfaces that interact with the bulk phases and increase the
frictional dissipation. In this work, a failure index ICOHE defined
as the ratio of cohesive energy and the critical cohesive energy in a
particular element is used for the understanding of damage propa-
gation, Fig. 8. It is observed that the cohesive energy at the HTPB–
HMX interfaces starts to increase first. This is due to the high-stress
concentration and the stress difference between HTPB and HMX
phases near the HTPB–HMX interface as was observed in Fig. 5
earlier as well. This is followed by HMX particle fracture at a high
HMX volume fraction position due to high-stress concentration

FIG. 3. Pressure distribution in the PBX microstructure at time: (a) 0.2 μs, (b) 0.4 μs, (c) 0.6 μs, and (d) 0.8 μs.
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and higher particle interaction at such regions as shown earlier in
Fig. 4. Such failure behavior generates frictional dissipation that
increases the temperature in these regions.

Figure 9 shows the temperature distribution in the literature
PBX microstructure. The top and bottom boundary, where the
constant velocity is applied, generates high temperature much
earlier than that in the bulk due to the constant increase in pres-
sure. Away from the boundary, a higher temperature is generated at
the HTPB–HMX interface due to friction between particle and
binder as well as between two or more particles. This has been
experimentally observed in a recent article by Olokun et al.46 as
well. The temperature in the HMX phase is greater than the HTPB
due to the higher stress and frictional dissipation due to particle
fracture as was shown in Fig. 8. Temperature near the regions of
high HMX volume fraction is higher than that near low HMX
volume fraction regions. This is because of the increased interaction
among particles as shown in Fig. 5.

In this work, the overall temperature rise behavior is described
by the combined number of elements per unit area in the micro-
structure that reaches a temperature above a threshold value. The
threshold temperature, in this case, is taken to be 400 K as sug-
gested by Yang et al.47 This number density can be taken to be a
measure of hot-spot density. It has been shown by Kim et al.48 that

the hot-spot temperature depends on the diameter of the hot-spot
region selected. Figure 10(a) shows the hot-spot density as a function
of threshold temperature. It can be observed that the hot-spot
density, as well as the time rate of change of hot-spot density,
decreases when the threshold temperature for hot-spot formation is
increased. This means that there are fewer spots with higher tempera-
ture change and the number of such regions increases with time. A
similar plot for the change in hot-spot density with time for increas-
ing strain rate is shown in Fig. 10(b). The increase in strain rate
increases the rate of stress and deformation within the microstructure
which leads to an increase in the rate of change of hot-spot density.

B. Comparison of literature microstructure results with
idealized HMX particle shape based microstructures

The effect of HMX particle volume fraction and shape on the
impact-induced failure behavior and temperature increase under
impact loading is analyzed by understanding impact-induced
failure behavior of idealized microstructures as shown in Fig. 2.

The volume-averaged compressive normal stress–strain behav-
ior as a function of microstructure type (microstructures shown in
Fig. 2) is shown in Fig. 11(a). It can be observed, from Fig. 11(a),
that the microstructure with the diamond-shaped particles has a

FIG. 4. Normal stress distribution in the PBX microstructure at time: (a) 0.2 μs, (b) 0.4 μs, (c) 0.6 μs, and (d) 0.8 μs.
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FIG. 6. Shear stress distribution in the
PBX microstructure at time: (a) 0.2 μs,
(b) 0.4 μs, (c) 0.02 μs, and (d) 0.8 μs.

FIG. 5. Normal stress distribution in HTPB at time: (a) 0.4 μs, (b) 0.6 μs, and (c) 0.8 μs and HMX at time: (d) 0.4 μs, (e) 0.6 μs, and (f ) 0.8 μs.
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FIG. 7. Viscoplastic strain distribution
in the PBX microstructure at time: (a)
0.2 μs, (b) 0.4 μs, (c) 0.6 μs, and (d)
0.8 μs.

FIG. 8. Cohesive failure map in the
PBX microstructure at time: (a) 0.2 μs,
(b) 0.4 μs, (c) 0.6 μs, and (d) 0.8 μs
(ICOHE is the ratio of cohesive energy
and the critical cohesive energy).
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relatively lower stiffness that increases with an increase in particle
volume fraction. This microstructure yields much earlier than the
microstructures with other particle shapes generating a viscoplastic
dissipation in the microstructure. This is expected and shown in
the work of Baer,40 where HMX crystals are modeled as both
spherical and cubic particles. The works showed that the disorder

exhibited by the diamond particles due to orientation dependence
will lead to the material exhibiting lower pressure fluctuations
within the microstructure than the circular particles. It is also
shown in Fig. 11(b) that the energy dissipation in the microstruc-
ture with diamond-shaped HMX particles is lower as compared to
the other shapes. However, energy dissipation increases with an

FIG. 9. Temperature distribution in the
PBX microstructure at time: (a) 0.4 μs,
(b) 0.6 μs, (c) 0.7 μs, and (d) 0.8 μs.

FIG. 10. Hot-spot density history in the PBX microstructure as a function of (a) threshold temperature change and (b) strain rate.
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increase in particle volume fraction. This is expected as higher
volume fraction creates a higher dynamic interaction between parti-
cles that generates higher stress concentration and deformation, as
was observed in Figs. 6 and 7 as well.

In order to understand the effect of HMX shape on local tem-
perature rise, the temperature profiles for the three microstructures
with different shapes of the HMX particle along the centerline of
the simulated sample (X = 1.5 mm) are shown in Fig. 12. The

FIG. 11. (a) Normal stress vs effective strain and (b) total dissipation energy history as a function of HMX particle shape and volume fraction.

FIG. 12. Temperature profiles (top) along the centerline (bottom) of the 80% volume fraction microstructure with (a) diamond shaped, (b) circular shaped, and (c) mixed
shaped HMX particles.
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temperature is plotted as time progresses until the maximum tem-
perature is reached. The progressive rise of temperature is shown at
multiple time stamps with different colored lines. The comparison
shows the areas close to the interfaces of larger HMX particles gen-
erate the highest impact-induced temperature. The maximum tem-
perature in the microstructure with the circular particles is greater
(950 K) than that in the microstructure with diamond-shaped par-
ticles (800 K). The temperature farther from HTPB–HMX inter-
faces and inside particles was relatively lower. This is because the
failure first starts at the HTPB–HMX interface that generates fric-
tional dissipation combined with the higher viscoplastic dissipation.
Higher viscoplastic dissipation is due to higher shear and normal
stress concentration as well as high viscoplastic strain as was
observed in Fig. 7. The maximum temperature rise achieved in this
simulation can be compared to that reported by Kim et al.49 where
the maximum temperature was found to be about 800 K for HMX–
Estane microstructure under moderate impact velocity (∼100 m/s).
However, Kim et al.49,50 used a viscoelastic model for Estane and a
viscoplastic constitutive model for the HMX. In this work, a strain-
rate dependent viscoplastic model was used for both HTPB and
HMX, which leads to an increase in heat dissipation leading to
temperature increase. Higher temperatures around larger circular
particles can be explained based on the size of particles. The circu-
lar particles have a larger surface area that lowers the yield strain8

for interfaces modeled without friction in this work. In addition,
microstructures with circular particles have a larger particle surface
area in comparison to the microstructures with diamond-shaped
particles for the same volume fraction. This feature dependence
inherently gives circular microstructure a higher level of structural
order leading to higher rigidity. Larger rigidity and lower yield
strain combined with frictionless interfaces after separation lead to
higher interaction level within particles in EM microstructures with
circular particles in comparison to the EM microstructures with
diamond-shaped particles. Similar size and shape dependent frac-
ture issues have been observed in earlier studies in different mate-
rial systems.51,52

The yield and failure properties for all analyzed microstruc-
tures (Fig. 2) with varying shapes and respective rigidity volume
fractions are compared in Fig. 13. Figures 13(a) and 13(b) present

the yield and failure strains in descending order and show the
highest volume fraction circular particle EM microstructure and
the lowest volume fraction diamond particle EM microstructure to
have the highest and lowest yield strains, respectively. It is observed
that the highest and the lowest stress is exhibited by the same
microstructure that had the highest and the lowest strains, respec-
tively. A similar trend is shown in Fig. 13(c) for the impact-induced
hot-spot density as a function of microstructure. The microstruc-
ture with higher volume fraction and circular-shaped particles has
a higher affinity to show interface delamination. This increases the
frictional dissipation energy leading to an increase in local temper-
ature resulting in the temperature reaching the threshold tempera-
ture for the hot-spot formation. A similar effect has been
demonstrated earlier using molecular simulations in other poly-
meric and polymer derived systems.53–56

V. CONCLUSIONS

In this work, temperature rise and failure behavior of HTPB–
HMX EM microstructure, under high-velocity impact, with differ-
ent shapes and volume fractions of HMX particles were studied.
The experimentally obtained strain-rate dependent viscoplastic
model and interface separation properties were used to simulate
impact behavior. It was observed that for all particle shapes,
volume fraction, and strain rates, stress concentration at the
HTPB–HMX interface was higher near the higher particle concen-
tration, which increased the possibility of particle fracture in these
regions. It was also observed that the microstructure with diamond-
shaped (sharp corner) HMX had a lower stiffness and energy dissi-
pation while the high-volume fraction microstructure with circular
(smooth) HMX had the highest stiffness and energy dissipation.
Microstructures with circular particles were found to be less resis-
tant to fracture than the diamond-shaped HMX. Temperature
maps showed that the HTPB–HMX interfaces are the critical
regions where initiation may start in the absence of any other
defect within the material. The microstructure with HMX particles
in circular shape has a higher probability of temperature rise and
hot-spot formation than microstructures with other particle shapes.
Frictional heating combined with viscoplastic dissipation is found

FIG. 13. Yield and failure (a) strain and (b) stress as a function of microstructure. (c) Hot-spot density as a function of the microstructure.
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to be mainly responsible for the local temperature rise in the
regions with a high-volume fraction of HMX particles.
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