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A model is presented and confirmed experimentally that explains the anomalous behavior
observed in continuous wave (CW) excitation of thermally isolated optics. Distributed Bragg
Reflector (DBR) high reflective optical thin film coatings of HfO2 and SiO2 were prepared with a
very low absorption, about 7 ppm, measured by photothermal common-path interferometry.
When illuminated with a 17 kW CW laser for 30 s, the coatings survived peak irradiances of
13 MW/cm2, on 500 lm diameter spot cross sections. The temperature profile of the optical surfa-
ces was measured using a calibrated thermal imaging camera for illuminated spot sizes ranging
from 500 lm to 5 mm; about the same peak temperatures were recorded regardless of spot size.
This phenomenon is explained by solving the heat equation for an optic of finite dimensions and
taking into account the non-idealities of the experiment. An analytical result is also derived show-
ing the relationship between millisecond pulse to CW laser operation where (1) the heating is
proportional to the laser irradiance (W/m2) for millisecond pulses, (2) the heating is proportional
to the beam radius (W/m) for CW, and (3) the heating is proportional to W=m ! tan"1ð

ffiffi
t
p
=mÞ in

the transition region between the two. VC 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4896750]

I. INTRODUCTION

The study of laser interactions with materials has pri-
marily developed using ultra-short pulsed lasers.1–4

However, many applications of laser heating involve contin-
uous wave (CW) lasers,5–8 and their corresponding thermal
material damage mechanisms are poorly understood. In pre-
vious research, there have been seeming anomalies in the
temperature distributions seen under CW excitation.5,6,9 In
this paper, a model for high power CW heating of very low
absorption mirrors is developed and tested that explains
these anomalies.

Solutions to the steady state laser heating problem were
developed throughout the 1970s and 80s.6,10–12 This work
modeled nonlinear absorption, reflection, density, specific
heat, and thermal conductivity.6,11 It is our goal to expand
these derivations to include thermal loading into a single
equation covering the time scale from millisecond pulses to
steady state solutions. We are also interested in the general
relationship between incident power, material properties,
and duration of pulse as they affect the temperature rise of
an optic.

II. HEAT EQUATION SOLUTION WITH HEAT
GENERATION TERM

Our motivation for the following derivation was that a
simple and fast 3D numerical model was not available to us
for CW laser illumination on high reflectivity optics. Many
of the simple numerical models required time steps that were

too short to retain stability and simulate for more than a few
milliseconds. In general, the solution to the laser heating
problem comes from solving the partial differential heat
equation with linear thermal properties.

@T

@t
¼ ar2T þ

q r; z; tð Þ
qc

: (1)

T is the temperature profile in cylindrical coordinates.
We will take the laser beam to be cylindrically symmetric,
eliminating the h term. a is the thermal diffusivity, q(r,z,t) is
the generated heat term, q is the density, and c is the specific
heat. To solve this equation, we first solve for a uniform
energy pulse in radius and a delta function in depth (z) and
time (t). This solution is readily available and is given below
for the boundary conditions Tjz¼1¼T0 and dT/dzjz¼0¼ 0
(Refs. 13 and 14)

T z; tð Þ ¼ T0 þ
E=A

qc
ffiffiffiffiffiffiffi
pat
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"z2

4at

" #

DT z; tð Þ
DTC

¼
T z; tð Þ " T0

DTC
¼ 1ffiffiffiffiffiffiffi

pat
p e

"z2

4at

" #
: (2)

Here, DTC ¼ E=ðAqcÞ and is the characteristic tempera-
ture scale, where E=A is the total energy per unit area deliv-
ered in the pulse. In this solution, it is also assumed that the
total energy of the pulse exists in the semi-infinite domain
0 ' z '1 at all times.

Next, we solve for the dissipation of a Gaussian temper-
ature profile in a one dimensional cylinder. We can solve
this problem using separation of variables and Fourier analy-
sis to get the following well-known result:13,14
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DT r; tð Þ
DTC

¼ 1

2pw tð Þ2
e

"r2

2w tð Þ2

$ %

(3a)

wðtÞ2 ¼ w2 þ 2at: (3b)

Now DTC ¼ E=ðLqcÞ, w is half of the laser pulse beam
width, and w(t) represents how the temperature profile
width changes over time assuming a 2D Gaussian laser
profile.

We can find the 3D solution to the heat equation for an
infinitely fast Gaussian laser pulse that is completely
absorbed at the surface ðz ¼ 0Þ by combining the two solu-
tions of Eqs. (2) and (3a) using product solution. In the
final solution, DTC ¼ E=qc and is used to convert the diffu-
sion profiles to temperature from the energy input to the
system

DT r; z; tð Þ ¼
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2p3=2qc
ffiffiffi
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p e
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" #
e
"z2

4at

" #

ffiffi
t
p

w2 þ 2atð Þ ; (4)

where E is the total energy of the laser pulse. Equation (4)
gives a very nice analytical expression for the diffusion of a
Gaussian energy pulse but it is not valid for a CW laser
where the pulse duration is long enough that the tempera-
ture can diffuse while the laser is still on. In the past, the
heat equation (1) has been solved for very long duration
pulses (t ¼1) and very short pulses ðt( w2=2aÞ,8–12

whereas we provide a solution for all times. A first simplifi-
cation is that in a small increment of time, the energy can
be replaced with a power multiplied by time. This power is
the fraction of the power of the laser multiplied by the
absorption of the surface

E ¼ gPLaserDt ¼ PabsorbedDt; (5)

where g is the fraction of laser power that is absorbed at the
surface and Dt is the duration of the pulse. Now plugging 5
into 4 and taking the limit where Dt goes to dt and integrat-
ing over the duration of the pulse we get an expression for
the time-dependent heating of a CW laser.
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where t is the total time the CW laser power is applied to the
optical surface. Equation (6) integrates over all the infinitesi-
mally short pulses and allows them to diffuse for t0 seconds.
At the point where r is zero the maximum power of the laser
is incident on the surface ðz ¼ 0Þ, it is this point where mate-
rial changes and damage will most likely first occur. To
solve this equation analytically, we can take r to be zero and
t to be infinite to get the z dependence at steady state, or r
and z to be 0 to get the time dependence at the location of
maximum temperature. The point of maximum temperature
is of particular interest in laser damage testing as it is likely
the location of damage initiation
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where erf(x) is the error function and is defined as the inte-
gral of the Gaussian distribution from 0 to x with a leading
factor of 2=

ffiffiffi
p
p

, and k is the thermal conductivity. Note that
a ¼ k=cq. Notice that if t( w2=2a signifying a short pulse,
then the tan"1 can be approximated by the small angle theo-
rem and gives the following:

DT 0; 0; tð Þ ffi
Pabsorbed

w2

ffiffiffiffi
at
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kp3=2
: (9)

We can also simplify equation (8) for long duration
pulses (t ¼1)

DT 0; 0;1ð Þ ¼ DTmax ¼
Pabsorbed

w

1

k2
ffiffiffiffiffiffi
2p
p : (10)

Equations (9) and (10) agree with previous publica-
tions8,10–12 and show that for short duration pulses the tem-
perature rise is dependent on irradiance and scales as the
inverse of the beam area (1/m2), and for longer pulses scales
as the inverse of the beam radius (1/m). Equation (8) defines
how the system behaves at all times. The time when Eq. (9)
becomes invalid can be found by using the small angle
approximation of tan"1, to at least 1% accuracy we require
the condition

t < 0:01527
w2

a
: (11)

For SiO2 with a laser beam radius of w¼ 0.5 mm, the
condition is t < 5ms. This shows that for CW laser heating
of low absorption optics, the temperature rise does not
depend on the irradiance of the laser (W/m2) but on the
inverse of the laser beam radius (W/m). To approximate
the tan"1 function to 1% accuracy for large angles requires
that

t > 2026:1
w2

a
: (12)

Another important solution to the laser heating problem
is cooling by self-quenching, where the bulk material is a
heat sink, after the laser is off. To find this solution without
taking into account any convective losses, we need to inte-
grate Eq. (6) from t to tþ tp where tp is the duration of the
pulse

DT r; z; tð Þ ¼
Pabsorbed
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dt0: (13)

Equation (13) integrates over all the infinitesimally
small pulses but allows each pulse to diffuse for an extra
amount of time t. If we take the limit as t! 0, then we
recover Eq. (6). To solve Eq. (13) analytically, we take r
and z to be 0 and get the result below. We have also
replaced t with t" tp and enforced the rule t + tp to give
real results
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III. EXPERIMENT

We confirmed our model experimentally by measuring
the surface temperature of an ultra-low absorbing optical
thin film which was exposed to high power CW laser light.
We measured the optical surface absorption using
Photothermal Common-Path Interferometry (PCI) and
observed an average absorption of 7 ppm for HfO2/SiO2 high
reflectivity Distributed Bragg Reflectors (DBRs) and
<1 ppm for Ta2O5/SiO2 DBRs. The DBRs were tuned to
have a peak reflectivity at a wavelength of 1.064 lm. The
laser was a 17 kW CW Ytterbium doped IPG photonics
YLS-1700 laser. The laser is capable of emitting 0.880 kW
to 15.5 kW reliably and can focus to a spot size ranging
from 0.5 mm to 7.2 mm, resulting in an irradiance range of
6.32 ) 10"4 to 13.3 MW/cm2.

The optic is slightly misaligned so that the beam is
reflected back to an absorbing carbon block. If the optical
coating fails, the laser propagates through the optic into an
integrating sphere automatically shutting down the laser.

Prior to testing each optic, both surfaces were cleaned
on the front and back sides by drag wiping with a lens tissue
using a drop of methanol as the solvent. The tissue was only
used once, and up to three drag wipes were performed on
each side of the optic to be tested.

In cases where the optics did not fail, we measured the
spatial surface temperature distribution using an infrared
camera capable of measuring a temperature range from 0
to 250 ,C at a 30 Hz frame rate. The optics were placed on
a motorized XY stage to automate testing. The optics under
test were SiO2 optical flats, 1 in. in diameter and 0.25 in.
thick, or 1 in. Si wafers. The substrates were coated with
HfO2/SiO2 or Ta2O5/SiO2 DBR coatings. Because the
Ta2O5/SiO2 DBRs had extremely low absorption properties
(<1 ppm), the camera could not reliably measure the
temperature rise during a laser shot, so the data presented
here concentrate on the HfO2/SiO2 coatings. In Figure 1,
the experimental setup of the laser and beam path is
shown.

Each individual optic was tested either to avoid laser
conditioning (the slow strengthening of an optical element
by exposing it to gradually increasing intensities of laser

light) or to intentionally condition the optic. There were 9
testing sites on each optic; at the first site, 10 shots were
completed in succession to condition the optic. As we
moved through the sites fewer successive shots were per-
formed (to vary the level of conditioning) until at the 9th
site, only the highest power density was used. In Figure 2,
the experimental maximum change in temperature versus
time is compared with the analytical result of Eq. (8). The
shot showing a lower thermal rise was conditioned with
one extra shot at 70% power, reducing the average absorp-
tion by 12.9% from 7 ppm to 6.1 ppm. The drop in absorp-
tion was not able to be confirmed by PCI measurements
so we cannot be certain that this change was from condi-
tioning. The thermal properties used in the analytical
result were a volumetric average of the materials within
the film.

We were also able to test multiple laser spot sizes at dif-
ferent locations on the optic. In Figure 3, we show how the
analytical result fits with varying spot sizes. Notice that
although the larger spot size produces less heating, the model
shows that there is more absorption. In the next section, we
discuss non-ideal conditions and see if the absorption results
in Figure 3 were real or due to other effects.

FIG. 1. Experimental setup with beam path added for clarity. The reflective
optic is slightly misaligned to send the reflected beam to an absorbing car-
bon block.

FIG. 2. Laser heating of SiO2 1 in. optical flat with HR HfO2/SiO2

DBR coating. Plaser¼ 15.5 [kW], w¼ .55 [mm], c¼ 522 [J/(kg K)],
q¼ 5710 [kg/m3], k¼ 1.02 [W/(m K)], a¼ 3.43) 10"7 [m2/s]. The thermal
properties are an average of the materials within the film.

FIG. 3. Laser heating comparison of differing spot sizes. For (w¼ 0.55 mm)
absorption¼ 14 ppm, and (w¼ 2.13 mm) absorption¼ 26 ppm.
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IV. NON-IDEAL EFFECTS

The data closely followed the model as shown, but there
are a few experimental non-idealities we would like to
address. First, the optic under laser illumination is not infi-
nite in radius and semi-infinite in z, second, the resolution of
the thermal camera is not infinite, and, third, the optic has
additional thermal losses besides diffusion. Constraining the
diffusion to finite dimensions requires the use of an insulat-
ing boundary condition. Without defining these boundary
conditions, we can solve the problem by using the result
from the infinite case and summing the results offset by
twice the distance to the boundary producing a solution that
satisfies the boundary conditions.13,14 This process can be
thought of the diffusion being reflected at the boundaries so
that nothing diffuses outside of the boundaries
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; e

"p2 ta
L2

" #' (

DT z ¼ 0; tð Þ ¼
E=A

qc
ffiffiffiffiffiffiffi
pat
p #3 0; e

"L2

at

" #$ %
(15)

DT r; tð Þ ¼

E

L
#3

pr

2R
; e

"p2 w2þ2atð Þ
2R2

$ % !

qc2R
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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where #3 is the Jacobi Theta function of the third kind and is
essentially an infinite sum of exponential functions each off-
set from each other by either 2L or 2R. Combining Eqs. (15)
and (16) and integrating over time we get a new expression
for the laser heating response
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ffiffiffi
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#3 0; e

"2R2

w2þ2at

" #$ %

ffiffiffi
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p

w2 þ 2at0ð Þ
dt0:

(17)

This equation no longer has an analytical result and does
not converge to a finite temperature as t!1. However,
Eq. (17) more accurately depicts CW laser heating when
solved numerically compared to Eq. (6) when L is small com-
pared to the diffusion length

ffiffiffiffi
at
p

or R is small compared to
Gaussian width (w2 þ 2at0). It is also important to note that
Eq. (17) will most likely be needed to model the situation
where a suspended film is being illuminated by laser light.

Suspended films should have low laser damage thresholds
(LDTs) because of the relatively rapid (nanoseconds) heating
of the surface, which diffuses almost instantaneously to the
other side of the film. Once this happens, there is nowhere for
the heat to go and the film will indefinitely heat up until dam-
age or another thermal loss mechanism takes over, such as
radiation or conduction through the suspended film supports.
We were able to see a similar situation by illuminating films
deposited on 1 in. diameter and 0.5 mm thick silicon wafers.

The Si wafer has about 2 orders of magnitude higher thermal
conductivity than glass substrates and is much thinner allow-
ing the heat to dissipate to the back side of the optic.

We show in Figure 4 both experimentally and theoreti-
cally that a finite R and L can greatly change the temperature
response at the surface compared to the analytical result of
Eq. (8). The two experimental results are measurements of the
same optic under the same laser illumination and conditioning
state, but at different locations on the optic. Still the only fitting
parameter is the absorption at the surface, and we found that
on Si the films were 2 to 3 times more absorptive. The absorp-
tion of these films could not be directly measured with PCI
due to the interfering effects of the absorptive Si substrate.

In Figure 4, we use the substrate material parameters in
the model rather than a volumetric average of the film as in
Figures 2 and 3. Previously, the substrate was similar to the
film and the thermal conductivity was low so that much of
the thermal energy existed in the film and near the surface,
now with a higher thermal conductivity in the substrate more
of the thermal energy exists within the substrate and thus we
use the substrate material parameters. At shorter illumination
times, from Figure 4, it appears that the experiment showed
less heating than expected and at longer illumination times it
matches the calculations. This could be because we have not
taken into account the much lower thermal conductivity of
the surface film absorbing the laser at short times, and at
larger times the heat is sufficiently diffused into the Si sub-
strate so that the experiment is closer to the modeled case. It
appears that the cooling after the laser is off is also losing
heat more slowly than expected from the model. The maxi-
mum temperature change is much lower on Si substrates
than on SiO2 substrates but Eq. (17) predicts that the absorp-
tion is actually higher for the films on Si substrates. The
higher absorption values are likely due to light leakage
through the high reflective coating into the substrate. The
DBR transmission is approximately 10 to 20 ppm with the

FIG. 4. Laser heating of Si wafer with HR HfO2/SiO2 DBR coating.
Plaser¼ 15.3 [kW], absorption¼ 25 [ppm], w¼ .275 [mm], c¼ 705 [J/(kg K)],
q¼ 2329 [kg/m3], k¼ 149 [W/(m K)], a¼ 9.07 ) 10"5 [m2/s], R¼ 12.7
[mm], L¼ 0.5 [mm]. The analytical curve shows the prediction for a semi-
infinite optic (i.e., one with low thermal conductivity as in Eqs. (8) and (13)
and Figures 2 and 3.).
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remaining power absorbed in the substrate causing the
increase in absorption.

To take into account the resolution of the thermal cam-
era, we can average Eq. (16) over the area of a pixel located
at the center of the laser beam. Noticing r2 ¼ x2 þ y2, we
can easily average over a square pixel area. We also assume
that R- ðw2 þ 2atÞ so that the Jacobi Theta function
reduces back to a Gaussian
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In Eq. (18), Ps is the length of the side of a pixel in the
thermal camera. Substituting Eq. (18) into (17), we will get
our final model for laser heating
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With Eq. (19), we can explain why experiments at spot
sizes below the pixel resolution did not show an increase in
the maximum temperature reading with decreasing spot size.
With a spot size of w¼ 0.15 mm and a laser power of
15.5 kW (an 8 times higher irradiance than that of the shots
in Figure 2, with the same optic), a temperature rise of about
17 K was seen. The thermal camera in this experiment was
placed sufficiently far enough away to produce a pixel size
of Ps¼ 2 mm. From these data, we can see in Figure 5 that
the actual temperature rise of the optic was probably around

85 K, about 5 times hotter than recorded by the thermal cam-
era in all 3 successive shots. The 3 experimental results
shown in Figure 5 are laser shots on the same optic and at
the same laser power with different pulse durations at 3 dif-
ferent locations.

From Figure 5, we can see that having a pixel size
much greater than the laser beam width can result in very
different readings from what actually occurred. The
model also provides a method to extract an accurate
reading of absorption regardless of experimental parame-
ters. The final model of Eq. (17) with all experimental cor-
rections can fit experiments with all spot sizes without
varying absorption as was done in the previous models in
Figures 2, 3, and 4.

V. CONCLUSION

We presented and confirmed an analytical and numerical
model for the thermal heating of low absorption materials
under laser illumination. The model should be correct for
thermal time scales and was tested and confirmed by CW
laser heating experiments. For CW laser heating, the most
important results are Eqs. (8) through (10), showing that
thermal heating is dependent on the inverse of the beam ra-
dius of the laser (W/m) when in the long pulse regime. For
materials with a high thermal diffusivity, the equilibrium
temperature produced by laser heating can be reached in sec-
onds, and for the short pulse regime in milliseconds. When
reporting laser damage thresholds of materials with CW
lasers, this work shows that in many cases, the threshold
should be reported in terms of the laser power scaled by the
inverse of the beam radius rather than in terms of the irradi-
ance of the laser.
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