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Abstract. Manufacturing companies are facing an increasingly turbulent market 
– a market defined by products growing in complexity and shrinking product 
life cycles. This leads to a boost in planning complexity accompanied by higher 
error sensitivity. In practice, IT systems and sensors integrated into the shop 
floor in the context of Industry 4.0 are used to deal with these challenges. 
However, while existing research provides solutions in the field of pattern 
recognition or recommended actions, a combination of the two approaches is 
neglected. This leads to an overwhelming amount of data without contributing 
to an improvement of processes. To address this problem, this study presents a 
new platform-based concept to collect and analyze the high-resolution data with 
the use of self-learning algorithms. Herby, patterns can be identified and 
reproduced, allowing an exact prediction of the future system behavior. 
Artificial intelligence maximizes the automation of the reduction and 
compensation of disruptive factors. 
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1 Introduction 
 

Driven by the Internet of Things and countless initiatives in the context of Industry 
4.0, the shop floor level is steeped by IT. This poses the question as to which extent 
these approaches can be used to reduce and control the increasing production 
complexity. The collection of real-time data and its interpretation with data analytics 
are supposed to enable improved planning decisions. The research project “Intelligent 
Production Control” (iProd) takes exactly this point into account: technologically and 
theoretically the progress towards completion, machine condition and the current flow 
of material can be captured by installing sensor systems and identification technology. 
The difficulty lies in, on the one hand, the connection of heterogeneous data to form 
an overall picture to generate recommended actions [1, 2]. On the other hand, the 
reaction speed of implemented planning and control solutions is limited by the 
detection and evaluation of deviations by the employee [3]. Moreover, current 
algorithms are based on inflexible heuristic optimizations and static analyses. Even 
though, simulation can be based on this kind of information, the reality is still far 
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away from a self-learning production control that, to a certain degree, compensates 
deviations and disturbances independently [4, 5]. 
Therefore, the goal of this project is the application of existing technologies, 
architectures and algorithms from the field of artificial intelligence to the problems of 
production, so that the open loop production control is expanded to an advanced 
closed loop production control. 

Before the project is described in detail, the motivation of this paper is outlined and 
a short outline of the necessary basics and state of the art is given. Additionally, the 
requirements for an intelligent closed loop production control are presented. 
Afterwards, the concept itself is introduced and discussed before a conclusion is given 
and necessary further research is outline 

 
 

2 Motivation 
 

Data analytics is a scientific process of mathematical-logical transformation of data to 
improve decision making [6]. Four stages of the decision-making process exist: 
descriptive, diagnostic, predictive and prescriptive analytics. The decision making 
process assisted by data analytics can be described as a four-stage model. The first 
stage is called descriptive analytics and deals with the question “What happened?”. 
This stage aims at analyzing large amounts of data in order to find out what happened 
in the past. The next stage, called diagnostic analytics, deals with the question “Why 
did it happen?” by analyzing interactions in the first stage. The third and fourth stage 
also allow proactive optimization. Predictive analytics focusses on the question “What 
will happen?” and predicts future behavior by applying methods of  pattern 
recognition as well as the use of statistics. Prescriptive analytics focusses on the 
question “What should I do?”. The assistance of data analytics either serves as a 
support mechanism for the decision process or implements decisions autonomously. 
[7] 

 
 

3 State of the Art 
 

In this chapter, the basic principles deviation management, information modelling, 
Artificial Intelligence, machine learning and their application in production planning 
and control are discussed. 

A multitude of software solutions has been developed in the past in order to 
manage the dynamics of production planning and control with the use of IT. In 
context of production control, especially Enterprise Resource Planning and 
Manufacturing Execution Systems have been used for detailed production planning 
and control [8]. Approaches that focus on closed loop production, i.e. an additional 
feedback loop to regular open loop control, can be found in several dissertations [4, 9, 
10]. However, these are not based on artificially intelligent methods but instead on 
procedures of discrete-event simulation. These require exact models of influencing 
variables, which come along with manual effort. Even the automatic generation of 
models has only been theoretically discussed within this field [11]. 
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Intelligent, self-learning systems are aware of their current performance. They are 
therefore able to evaluate it in comparison to the ideal performance, enabling them to 
develop strategies to improve the solution. Machine learning (ML) methods enable 
intelligent systems to complete tasks in unexpected situations [12]. Learning the 
behavior strategies of a technical system with the use of ML has already been used for 
many purely virtual scenarios and for a few scenarios in robotics. The best-known 
examples for this come from the technology company Google, e.g. the latest 
application example for learning gripping operations [13]. Recently, data-driven ML 
has become progressively more important in the context of Industry 4.0. However, 
significant research results have not yet been presented. 

Research for the application of Artificial Intelligence in the context of Production 
Planning and Control is nothing new. In the 90ies, the application of artificial 
neuronal networks in business has already been researched by Schneider, who 
identified different adequate network types and parameters [14]. Huang analyzed the 
suitability and weaknesses of existing approaches for the application of neuronal 
networks in production systems [15]. In the following years, approaches to build 
groups for flexible manufacturing systems were developed [16] for capacity planning 
and sequencing. Reddy et al. used artificial [17] neuronal networks for pattern 
recognition on the production process level [18]. Scholz-Reiter et al. introduced a 
system with cascaded control loops for a neuronal closed loop production control. 
Implicit knowledge is integrated into the network with the help of case based 
reasoning. The training and selection of the suitable artificial neuronal network 
remains a task for experts [19]. Hamann developed a control concept for production 
systems that is based on “Computational Intelligence”. Neuronal networks control the 
stock of work systems by determining the optimal target stock heuristically. Next, the 
quality of the model is shown with theoretical observations and practical examples. 
The quality can be increased continuously by training the neuronal networks with new 
examples [4]. This approach is suited mainly for bottlenecks due to the high 
implementation complexity and does not represent a universal concept for the entire 
production control. Di Orio et al. discuss a paradigm called Self-Learning Production 
System (SLPS) to ensure the evolvability of industrial systems over time. This is 
achieved with context-awareness and data mining techniques in order to ensure the 
adaption of a system to changing processes. The discussed approach focusses on the  
systemization of technical and theoretical developments to provide a baseline for the 
SLPS solution [20]. 

The State of the Art shows that existing approaches for the rapid elimination of 
disturbances and deviations often focus solely on reproducing interdependencies in 
simulation models or do not offer the feedback of real-time data. The implementation 
and adaption of these models is despite extensive research effort in the context of 
automated model generation linked to manual input [11, 21]. In the framework of 
simulation models, forecasts can be calculated for different scenarios, the exact 
reproduction of real interdependencies in the form of these scenarios is linked to high 
manual effort. Methods of pattern recognition allow the formalization of knowledge. 
Because of increasing computing capacities, promising approaches can be found in 
the field of artificial intelligence – especially in ML. The high requirements for 
reliable and robust processes as well as an efficient use of resources complicate the 
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application of complex trial and error methods parallel to the ongoing production. 
Extended data driven solutions are needed that can be applied purposefully and allow 
efficient learning of new tasks. Here, a combination of ML and model driven 
approaches seems imaginable in order to achieve a broad field of application [22]. 

 
 

4 Requirements 
 

The research project has five requirements in order to achieve an intelligent closed 
loop production control: 1) a real-time capability, 2) a pattern recognition, 3) an 
analysis of deviations, 4) a derivation of response strategies and 5) a feedback. 

Real-time representation of data is required and the essential element for handling 
with deviations. Decisions are based on data and therefore the provision is one of the 
main challenges. The earlier data are available and presented in a useful way the 
better the response time of the system. Furthermore, the real-time representation 
serves to a better overview of the production processes. With the help of data, the 
production is presented in a transparent manner, which leads to a better process 
understanding and can help to stabilize the production processes. 

Another condition is the pattern recognition. Machine learning methods evaluate a 
database to detect anomalies. A basic prerequisite for machine learning methods is the 
reliability and real time availability of data. Through this, machine-learning methods 
are able to discover patterns early and just in time. Pattern recognition support the 
analysis of error causes and error sequences. This draws on specifically designed 
algorithms. If there is a deviation in the production process, the deviation needs to be 
captured completely. 

Afterwards the deviation has to be analyzed, which is the next main requirement 
of the system. It is very important to understand the causes and effects of the 
deviation. The analysis is the fundament of the classification process, in which 
deviations allocated to clusters. 

The next step is to create a link between a type of deviation and a response 
strategy. For this allocation, different response strategies have to be defined. 
According to this, response strategies are another requirement for a working system. 
A distinction is made between automated, semi-automated and manual response 
strategies. One aspect of a response strategy is the development of a morphology with 
characteristic attributes and properties captured by sensors and IT. In order to 
prioritize the reaction strategies, the aspect of time needs to be regarded as well. 

 
 

5 iProd – A Concept for Data Driven Closed-Loop Production 
Control 

 
The research project iProd intends to develop a robust and intelligent closed loop 
production control that continuously reacts to deviations within the production system 
by target-performance comparison. It configures the parameters of the production 
order accordingly, based on model-based forecast scenarios. With a basis of real-time, 
high-resolution data from the direct production environment, the optimization model 
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applies algorithms of artificial intelligence in order to deduce effective recommended 
actions. These recommendations are supposed to contain (partly) autonomous 
decisions, made by a pattern recognition system. The system analyses the 
observations, assesses them with reaction strategies and links them to a course of 
action. A feedback into the control loop rates the result of the measures. The research 
project reproduces the application of a closed loop production control very precisely 
and describes one of the relevant problems of manufacturing companies – the simple 
control and laying-up of the production with regard to a turbulent environment. All of 
the addressed processes are collected on a data platform. The concept is visualized in 
the following Fig. 1. 

 

 

 

Fig. 1: The concept of the research project 
 

The result is an increased capacity of the personnel that allows the search, analysis 
and removal of causes. This leads to a sustainable stabilization of the entire 
production and relieves employees by reducing the amount of short time, highly 
critical decisions. A positive impact on cycle times and work in progress affect 
delivery dates positively. The degree of capacity utilization – for employees and 
machines – is harmonized and sudden surge in workload can be averted. Thus, the 
capacity can be planned better without risking the flexibility of the company. 

The proposed concept is based on four elements: A) the collection and aggregation 
of real-time data, B) the ability to recognize patterns with self-learning algorithms, C) 
the deduction of response strategies and D) the implementation of a data platform for 
production control. 

A) Real-time feedback data: The basis for the concept is the identification and 
virtual representation of real-time data along the material flow. The analysis and 
evaluation of structured and unstructured real-time data enables an optimization of 
complex production systems. The digital shadow of the production is the basis for a 
databased predictability of future situations within a real system and for the 
realization of potentials for innovation and optimization [23]. 

The overarching goal of iProd covers the development and validation of an 
Industry 4.0 suitable solution concept, which exploits technical possibilities in 
digitalization. Therefore, the digital image of a production forms the basis for a 
holistic analysis an evaluation of the automatized captured data. 
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B) Pattern recognition: The collected data in form of a digital shadow allows 

recognizing patterns that would otherwise stay hidden. This is achieved by 
descriptive, predictive or prescriptive analysis of the data. Different methods can be 
applied for data analytics. For example, there classical data mining and machine 
learning tools that can be used on structured data and other tools that can be used for 
unstructured data [24]. In this case, there is only structured data from the production 
environment. Classical tools for the analysis of structured data are, for example, 
Online Analytical Processing (OLAP), querying and reporting [25] and will mainly be 
used in this project. Based on patterns from the production system, the project enables 
the accurate forecast of the future system behavior in consideration of influencing 
disruptive factors. This is the basis for the implementation of an intelligent closed 
loop production control. 

C) Response strategies: The intelligence of the production control results from the 
ability to implement response measures in a systematical and partly autonomous way. 
The goal is a systematic allocation of response strategies, which can be either 
automatic, semi-automatic or manual, in order to react to deviations in production. 
This way, the achievement of the logistical targets can be ensured through the focused 
feedback of measured values and self-learning control units, in spite of dynamic 
influencing factors. Transferred to industry partners participating in the project, this 
means that manufacturing companies from different kinds of industries become 
capable to design their production reactively and efficiently with the implementation 
of machine learning methods. 

D) Data platform: The production control is the fundamental condition for 
capturing and comparing the relevant control variables with the planning guidelines 
(reference variables) continuously and in real-time. For the approximation of the 
control variable, the action alternatives are rated in the data platform of iProd. For the 
determination of the regulating variables, for example work- and machine usage 
plans, the optimal configuration can be defined. This way, adequate measures for the 
parameterization of the order-generation, the order-authorization, the sequencing and 
the capacity-coordination of the production can be derived. 

In summary, iProd intends the substitution of classical control logic, in which for 
example set-up times, process times and transition times are based on average values 
or even on subjective evaluation. Instead of this, iProd allows the forecast of future 
disruptive factors and resulting deviations besides the identification of current 
deviations, to fix the control difference in a proactive way by an optimized parameter 
configuration. 

 
 

6 Conclusion and Further Research 
 

Manufacturing companies are facing an increasingly turbulent market defined by 
products growing in complexity and shrinking product life cycles. This leads to an 
increase in planning complexity and higher error sensitivity. In practice, IT systems 
and sensors integrated into the shop floor in the context of Industry 4.0 are used to 
deal with such challenges. However, while existing research provides solutions in the 
field of pattern recognition or recommended actions, a combination of the two 
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approaches is neglected. This leads to an overwhelming amount of data without 
contributing to an improvement of processes. Therefore, this paper presents a new 
platform-based concept that enables an increased logistical capability. This is 
achieved by collecting and analyzing high-resolution data with the use of self-learning 
algorithms. Thereby, patterns can be identified and reproduced, allowing an exact 
prediction of the future system behavior influenced by interfering factors. The use of 
artificial intelligence maximizes the automation of the reduction and compensation of 
the identified disruptive factors. 

However, the presented paper also has a few shortcomings. First, further research 
is needed to enable and improve the proposed concept. It is necessary to elaborate the 
discussed approach to solve the discussed problem of production control. Moreover, 
the concept still only focusses on the manufacturing industry while other industries 
are neglected. Furthermore, use cases need to be found for a possible application and 
validation of the proposed concept. In addition, it is important to improve the man- 
machine interaction, e.g. visualization, to enable a broad dissemination of the concept. 
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