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Implementing accurate and reliable passenger detection and counting system is an important task
for the correct distribution of available transport system. The aim of this paper is to develop an
accurate computer vision-based system to track and count passengers. The proposed passenger
detection system incorporates the ideas of well-established detection techniques and is optimally
customised for both indoor and outdoor scenarios. The candidate foreground regions (inside an
image) are extracted in the proposed method and are described using the histograms of oriented
gradient descriptor. These features are trained and tested using support vector machine classifier
and the detected passengers are tracked using a filter. The proposed counting system is used to
count passengers automatically when they pass through a virtual line of interest. Accuracies ranging
91.2 percent to 86.24 percent were found for passenger detection using the proposed passenger
detection and counting system whereas relative counting errors varied ten percent to thirteen percent.

Keywords: computer vision; Gaussian mixture model; histogram of oriented gradients; line of
interest; region of interest; detection and counting system.

1.      INTRODUCTION

Passenger counting and detection is an important task for the traffic monitoring and utilisation of
resources for a public transport system. It is important to monitor public traffic efficiently for a
well-organised and cost-effective public transport system. Public transport companies provide
information on the connecting routes which plays an essential role in the traffic monitoring system.
The allocation of public vehicles to the various connection routes during normal and busy hours
is essential for the management of a transport system. These connecting routes vary from time to
time in different places. Statistical tests may require for getting a better estimation of the average
number of vehicles needed for a particular route.

Traffic overload is more significant in the daytime as compared to night. More public vehicles are
required on a route during busy hours. The correct distribution of available resources or vehicles
over different routes is essential for better optimisation and management of a transport network.
This requires continuous monitoring of the transport system such as counting the passengers during
getting off and on the public transport. The analysis of this data to count the passengers can be
carried out using a computer vision-based approach to avoid use of human efforts.



Developing reliable passenger detection and counting system is a critical issue. Counting passengers
under a simple and controlled environment is relatively easy as compared to a complex environment.
This is due to the fact that the density of passengers is high in a complex environment and realistic
environmental conditions (such as high illumination, shadows, occlusions, complex interactions,
lighting fluctuations, darkness, passenger viewpoint changes, environmental changes, and cluttered
environment) may vary.

Two most reliable approaches commonly used for counting people include light and infrared
directional sensor [1] and computer vision-based image and video sensing. The former approach
is used for counting the passengers during �Getting ON and OFF� from the public transport system.
When the passenger crosses the sensor line, the light/infrared beam is broken and indicates the
presence of a person. Counting people by using a sensor is advantageous in respect of resolution
and cost. Other significant advantages include reduced size of network, easy installation and
reliability. Nevertheless, the reliability of the passenger counting system through infrared sensors
decreases in crowded situations due to variations in temperature, dust and smoke, and their high
sensitivity to noise. To overcome this problem, visible light is used for counting purposes because
visible light is less affected by electronic smog and provides good accuracy. One major deficiency
of infrared or light sensors is that they are unable to differentiate between humans and non-humans.
Therefore, a non-human object (such as an opaque body) will also be counted as human it is crosses
the infrared beam. Similarly, these sensors are unable to count a group of people passing together
through the light beam. Moreover, this system cannot easily determine the moving direction of the
passengers while �Getting ON or OFF�. These shortcomings of light or an infrared sensor can be
addressed by analysing visual data using computer vision-based approaches.

Similarly, it will be difficult to detect passages accurately in an occluded environment when two
or more persons cross a line within the same time or when two persons cross a line one after another
without separation. Although a solution to these problems is to reset the time, the accurate selection
of reset time is difficult. A decision in this case is needed on when the next person is to be counted.
Although time depends on the moving velocity of the person, the slow-moving person will be
counted multiple times when the time duration is small. The overlapping problem needs to be
handled by segmentation. Foreground segmentation may give inaccurate results (such as false
positives) due to overlapping and occlusion problems.

A computer vision-based method has been proposed in this paper to detect and count passengers
during getting in and getting out of the train or bus. The PAMELA dataset [2] was used for the
validation of the proposed passenger detection and counting system. This dataset contains real-time
videos having illumination, overlapping, passenger orientation, complex interaction, shadow,
darkness, occlusion and distortion present in images due to the curvature of the camera. The proposed
detection method was compared with a pre-trained classifier trained on histograms of oriented
gradients (HOG) and Haar [3, 4] type features. The results showed that the proposed detection
method performs better as compared to the pre-trained classifiers.

2. BACKGROUND

Several techniques have been in use for counting persons in different environments and scenarios.
These techniques can be divided into the following four categories: (a) edge analysis based techniques;
(b) spatiotemporal techniques; (c) motion detection based techniques; (d) model-based techniques.
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Edge analysis methods [5-7] have been used for tracking and detection of objects. The edge follows
a particular shape. For example, human head corresponds to a circular shape. An edge filter (such
as a Canny edge filter [8]), is applied to the object to extract edge information. Edge detection is
important for the extraction of the skeleton of the silhouette. The main problem related to skeleton
computation is its sensitivity to noise, although the noise from silhouettes can be reduced using
smoothing filters.

Spatiotemporal methods [9, 10] are based on the selection of a line from the region of interest. The
statistical model techniques are applied to estimate the number of passengers crossing the line.
Although these techniques are fast, simple and easy to implement, these algorithms fail (in some
cases) to provide accurate results for passengers counting, as the foreground generated from a
stationary person is considered as multiple detected people in these techniques.

Motion detection-based techniques [11-13] follow two steps. Firstly, moving regions of objects and
humans are detected in a video. Information about the trajectories and direction of a moving person
are provided in the next step. These techniques recognise and count people who cross a virtual line.
Trajectory and clustering algorithms can count passengers. Features of passengers are extracted and
(based on these features) passenger direction and estimations are monitored. Due to complex
environmental conditions (such as overlapping among passengers), the position of trajectories
becomes complex and the accuracy of clustering is affected. The trajectories may include invalid
trajectories, such as pixel motion of background of passengers. The selection and removal of these
types of invalid trajectories is a difficult task. In addition, the detection system counts two persons
as a single person when two or more passengers follow the same trajectory.

Finally, model-based  techniques have implemented by the researchers [14-16] to find the region
of interest of the images using prior knowledge. Prior knowledge is based on training a classifier
or template matching. These types of algorithms require a learning database or a problem of model
generalisation which limit their application. They may also be computationally complex in terms
of time and resources. Passengers may be counted by seat occupation. Seat and passenger model-
based detection and counting algorithms are also implemented in references [16, 17]. The use of
pressure sensors has also been tried to count passengers which is expensive due to high hardware
cost and pressure sensors [18]. This method is not unable to detect passengers if any person or object
presses the seat. Counting people using face detection is another approach to detect passengers. This
is a challenging problem as the face might not be detected if a human face is covered with a mask
or hair. Nevertheless, model-based techniques are reliable and accurate for passenger detection,
provided enough data for training such models are available.

The main problems faced by video processing-based approaches are occlusion, illuminations,
overlapping, and shadow effects. The occlusion problem was minimised by Schousek [19] by using
a fixed camera mounted overhead and looking straight down. Other approaches [21, 22] use stereo
images captured by a pair of cameras to cope with occlusion and overlapping. Kilambi et al. [23]
proposed a rectangular model-based detection in which a single camera is mounted on the ceiling
of the door. A system to detect passengers was proposed by Kim et al. [24] which keeps tracks of
moving passenger directions by tracking a bounding box.

Several pre-processing steps are required for passenger detection and counting systems, such as
foreground/background subtraction. Illumination and colour similarity between the foreground and
background are considered sensitive problems in this respect. If the background does not change
from one video frame to another frame and the foreground is moving, simple frame difference
computes moving foreground objects accurately. However, foreground/background subtraction
algorithms do not give the appropriate result if the foreground objects are static. The adaptive
background model for motion detection has been used in the literature to overcome this problem
[25, 26]. A high frequency of human activity is also problematic for such kind of background
modelling. The adaptive background can be affected by the problem of shadows. Another popular
motion detection technique is recursive background modelling to handle frequent illumination [27,
28]. It works on the running average, although it tends to fail for sudden illumination changes.

The rest of the paper is organised as follows: section 0 presents the technical description of the
proposed analytical techniques and approaches. Section 4 provides details of experimental results
and comparative analysis. Finally, conclusions and recommendations are given in section 0.

3. PROPOSED MODEL

The proposed detection system is based on the existing detection algorithms which are incorporated
to design a robust passenger detection system. The detected passengers are automatically counted



using the system as they pass through a virtual line of interest (LOI). The methodology of the 
proposed method is based on the following four main steps: (a) pre-processing; (b) passenger 
detection; (c) passenger tracking; and (d) passenger counting. The aforementioned steps are shown 
in Figure 1. The detail of each step is provided in the forthcoming sections.

3.1 Pre-processing

Pre-processing is carried out in three steps. Region of interest (ROI) is selected from the input videos 
in the first step. Red, green and blue (RGB) video frames are converted to hue, saturation and value 
(HSV) colour space in the second step. Finally, the contrast of the video frames is enhanced using 
histogram equalisation to improve the visual quality of the frames.

3.1.1 Colour conversion

The input videos are composed of the RGB colour model. Since RGB colour space is the correlation 
of three-colour components, it can be disadvantageous to separate out the colour information. If 
illumination variations affect one layer, then the remaining layers will also be changed which causes 
instability. To overcome this problem of uncertainty that is caused by RGB colour space, HSV 
model is used [29, 30]. Moreover, RGB frames are highly sensitive to shadows which can create 
hurdles for the detection process. Therefore, these input video frames are transformed into HSV 
colour space (Figure 2) to separate the luminosity and chromaticity. This step is important for 
removing the illumination variations from video frames and to distinguish brightness variations 
from chromaticity. Only one grey channel (rich information channel) is supposed after colour 
conversion from RGB to HSV for further processes such as histogram equalisation.

3.1.2Histogram equalisation

Histograms of digital images represent the total distribution of pixel values in images. Histogram 
equalisation is a widely used method in the field of object detection to normalise the illumination. 
The method has been applied in the presented paper for enhancing the contrast of video frames.

Figure 2. Transformation of input video frames: (a) breakdown of hue, saturation and
value layer of HSV frame; (b) hue layer; (c) saturation layer; (d) value layer [28, 29].

(a) (b) (c) (d)

Figure 1. Proposed framework of passenger detection and counting system.



3.2 Passenger Detection

The following three steps were performed for passenger detection in the presented paper: foreground
extraction, feature extraction and classification. The detail of each step is provided in the forthcoming
sections.

3.2.1Foreground extraction

The Gaussian mixture model (GMM) has been used in the presented paper for foreground extraction.
This model plays an important role in managing illumination effects due to its updating capability.
Any change in light (in the static scene) can be tracked by using GMM as Gaussian parameters
strongly depend on the variance and different Gaussian represent different colours. Unlike the study
conducted by Friedman et al. [31], the background components have been determined in the presented
paper by assuming that the background contains B highest probable colours. The probable background
colours stay longer and more static. Each pixel {X1, ...., Xt} is modelled by a mixture of K Gaussian
distributions. The probability of observing the current pixel value is given by Eq. (1)

where K is the distribution; Wi,N  is the weighed factor of ith Gaussian mixture at time N; ui,N is mean
value; and Si,N is the covariance matrix of ith the Gaussian mixture at time N. Gaussian probability
density function (h) is given by Eq. (2)

K is determined by the available memory and computational power. The interpretation of each pixel
in the frames is computationally expensive. Therefore, the covariance pixels are extracted for further
processing from the covariance matrix which is given as Si,N = sk

2I.

The K distributions depend on fitness value (Wk/sk) of what. The B distribution in Eq. (3) is used
to model the background scene.

The threshold (T) of each background pixel is the minimum fraction of the background model. It
is the minimum prior probability that shows that the background is in the scene.

At times segmentation  results are not satisfactory [32] which requires certain operations to be
performed to refine the results. For example, some segmented images may contain degraded edges,
extra regions, discontinuities or uncompleted boundaries which can be corrected by performing a
morphological operation [33]. Morphological operations (opening, closing or filling) [34, 35] and
connected component analysis have been performed in the presented paper to enhance the results
of GMM, as illustrated in Figure 3.

3.2.2Features extraction

HOG [4, 37] is extracted as a descriptor on the detected foreground regions using GMM. HOG
descriptors operate on localised cells and are invariant to geometric and photometric transformations.
It is implemented by using the following characteristics: grey scale without gamma correction;
gradient filter [-1 0 1] without smoothing; 8×8 blocks of pixels of four 4×4 pixel cells (for default
16×16 pixels with four 8×8 cells of pixels); linear-gradient voting for the intervals of 0 deg to 180
deg on nine orientation bins; non-overlapping blocks (for default half of block overlap); L2-norm
is used for normalisation. Each block contains four cells, so four histograms (nine orientation bins)

Figure 3. Video processing steps for passenger detection: (a) red, green and blue video
frames; (b) colour conversion and historgram equalisation; (c) foreground region extraction;

(d) morphological operation applied on extracted region.

(a) (b) (c) (d)

p(XN) = SK
i=1 Wi,N h(XN, ui,N, Si,N) (1)

h(XN, u, S) = 1/(2p)n/2CSC1/2 
k

 -1/2(XN - mN)TS-1(XN - mN) (2)

B = argminb (S
b
j=1 wj > T ) (3)



have been concatenated for each block into a row vector that contains thirty six dimensions. The 
resultant descriptor is created by concatenating the all block histograms into a single row vector 
of the size of 36×total number of blocks in a single image. In the proposed work Each image of 
120×120 pixel is divided into 8×8 pixels blocks in the presented paper and blocks for each image 
were obtained. As a result, the final descriptor has eight thousand one hundred dimensions (225×36).

3.2.3Classification

The successfully extracted features are classified with a reliable classifier [38]. Linear one-versus-one 
support vector machine (SVM) classifier was used in this paper to recognise if the detected region was 
a passenger. SVM [37, 39] is known as supervised learning classifier which is associated with learning 
models that use data for regression and classification. It uses the concept of decision planes which defines 
the boundaries of decisions. HOG features were utilised for training and testing the SVM classifier.

3.3 Passenger Tracking

After the extracted foreground regions are classified into passengers and non-passenger regions, 
these are tracked in consecutive frames. Kalman filter [40-42] was applied for tracking the detected 
passengers. The detected passenger is ROI and its centroid (mean points of  ROI along both x-axis 
and y-axis) is extracted in each frame. The tracking information is concerned with the motion of 
the passenger. The Kalman filter [40-42] estimates coordinate of human points in every frame of 
an image sequence. The input to the Kalman filter is centroids, and the radius of the stated vector 
and measurement vector. Passenger tracking was performed by prediction from the previous frame 
and verification of passenger existence at the predicted location.

3.3.1Passengers counting

A vision-based counting system has been proposed in this paper to count passengers from the video. 
An LOI [40] has been defined to detect the passenger during getting on and/or off the transport 
vehicle. The counter is incremented as the detected passengers cross LOI. LOI can be defined manually 
to be more or less perpendicular to the main direction of motion, as the camera is fixed. The counter 
is incremented by one when the bottom of the bounding box of the detected passenger touches LOI. 
In order to know the direction of the motion of each blob, the algorithm compares the position of 
the bounding box in the current frame with the position of the bounding box in the previous frame.

4. DISCUSSION ON RESULTS

The PAMELA metropolitan train and bus datasets [2] were employed in the presented paper for 
performing the experiments. In the former dataset, the passengers getting in and out of the train 
have been captured from the camera mounted outside the train, whereas the camera is mounted 
inside the bus in the latter dataset (Figure 4). A total of eight videos (1, 2, 3, 4, 9, 10, 11, and 12) 
for getting in and seven videos (5, 6, 7, 8, 13, 14, and 15) for getting out scenarios are available in 
the PAMELA metropolitan train dataset [2]. These videos are in moving picture experts group 
format, with a resolution of 352×288 pixels and with a frame rate of 25 frames/sec. PAMELA bus 
dataset [2] contains three videos (1-3) in which passengers are getting on the bus as shown in 
Figure 4. The experiments were performed on MATLAB using the aforementioned datasets and 
the results from these experiments have been presented in the forthcoming sections.

Figure 4. View of PAMELA dataset [2] where left and middle frames are from PAMELA
metropolitan train dataset during getting on and off, respectively and right frame is

from the PAMELA bus dataset.



4.1 Passenger Detection

The passenger detection was carried out using the steps explained earlier. The input video frames are 
converted into HSV colour space. The visual quality of each input frame was improved by performing 
histogram equalisation and the foreground regions in each frame were extracted using GMM. These 
candidate regions were described using the HOG descriptor to perform the classification. The detected 
passengers (Figure 5) are tracked using a Kalman filter [40-42] and counted as they cross LOI.

The detection results have been summarised in Table 1. The results in Table 1 are compared with 
ground truths (GT), and accuracy, sensitivity and false-negative rate were used as evaluation 
parameters. The SVM classifier was trained using video 8 and 2 and was tested with the remaining 
videos. This process was repeated for training the classifier using videos 8 and 3, 13 and 2, 13 and 
3 iteratively. It is noted in Table 1 indicate that the proposed algorithm achieves higher accuracy 
when the videos from both scenarios (video 13 and 3 for getting on and off, respectively) are used 
for training. The proposed method provided ninety one percent accuracy for passenger detection 
by using the SVM classifier.

4.2 Comparative Analysis of Passenger Detection

A comparison of the proposed detection approach has been made with the following two existing 
three detection approaches: (a) HOG for normal view [2]; (b) Viola-Jones [41, 43]; and (c) HOG with 
a pre-trained classifier [44]. The pre-processing steps are the same for both of these techniques. HOG 
features are extracted from the input videos In HOG with a pre-trained classifier, the latter is classified 
using an SVM classifier that is pre-trained on the INRIA person dataset [45]. The results for the 
passenger detection using this technique are shown in Figure 6. Haar features are extracted from 
input videos for Viola-Jones [41, 43] and testing was performed on a pre-trained cascade classifier 
on the VGG human pose estimation dataset. The camera is mounted at the top of the scene in the 
VGG human pose estimation dataset to overcome the shortcomings of occlusion. Upper body detection 
improves the robustness as well as reduces occlusion which is also a challenging task. The upper 
body detection regions include the head, face and shoulders of passengers as shown in Figure 7.

Figure 5. Video processing steps for passenger detection: (a) red, green and blue video
frames; (b) pre-processing; (c) foreground extraction using Gaussian mixture model;

(d) morphological operations on foreground; (e) detected passenger.

Table 1. Passenger detection percentage accuracy and sensitivity for PAMELA metropolitan
train dataset [2]

Training video

8, 2

8, 3

13, 2

13, 3

Average

Test video scenarios

ON/OFF

ON/OFF

ON/OFF

ON/OFF

ON/OFF

Accuracy

75.62

88.75

78.12

91.21

83.43

Sensitivity

84.2

91.0

86.2

93.0

88.6



Figure 6. Passenger detection results using histograms of oriented gradients with pre-
trained classifier.

Figure 7. Cascade or Viola-Jones [41, 43]algorithm for upper body passenger detection:
(a) red, green and blue frame; (b) preprocessed frame; (c) final passenger detection.

Tables 2 and 3 show that the proposed approach provides better results for human detection in terms
of accuracy and sensitivity as compared to the existing algorithms. HOG with a pre-trained classifier
provides lower accuracy as the classifier is trained with full-body images whereas the PAMELA
dataset [2] contains images of the passengers from the top view. Although HOG with a pre-trained
classifier can detect whole body region, the entire human body region is not cleared due to occlusion
in the PAMELA dataset [2].

4.3 Passengers Counting

It is clear in the above that the proposed passenger detection approach provides accurate results.
The counting of passengers is carried out with the help of LOI. An automated counter is incremented
when a passenger passes through LOI which observes the position of centroid of each detected
passenger. LOI is manually selected as the placement and dimensions of the door are the same for
the chosen dataset [3].

The relative error (h) for the evaluation of passenger counting is given by Eq. (4)

Table 2. Comparisons of proposed passenger detection approach with the other approaches
on PAMELA metropolitan train dataset [2]

Methods

Proposeddetection system

Viola-Jones [41, 43]

HOG+SVM [50]

HOG with a pre-trained classifier

Viola-Jones [41, 43] and HOG (Combined)

Accuracy

91.21

69.00

63.50

58.12

77.60

Sensitivity

93.0

75.4

44.2

43.0

79.8

Table 3. Comparisons of proposed passenger detection approach with existing approaches
on PAMELA bus dataset [2]

Methods

Proposeddetection system

Viola-Jones [41, 43]

HOG+SVM[50]

HOG with pre-trained classifier

Accuracy

86.24

69

68.75

66.73

Sensitivity

80.2

75.4

64.2

52.7

h = CTotal passengers counted - Total passengers in GTC/Total Passengers in GT (4)



h > 0 if the number of passengers is less or greater than GT

Tables 4 and 5 show h for passenger counting results for PAMELA metropolitan train and bus
datasets [2], respectively. Results in Table 4 show that extra passengers are detected and counted.
This is due to the reason that the persons stopping nearby LOI are counted multiple times. As a
result, the number of detected passengers is greater than GT passengers. Figure 8 shows the passenger
detection process. Note that the blue line in Figure 8 represents LOI, the yellow box represents the
boundary box and the integer value is a counter.

False results exist in both detection and counting. False results in counting mostly occur due to multiple
counting or when a passenger is not detected due to occlusion, complex interaction or shadow.
Sometimes the shadow is detected as human as it is moving along with the human body. The opening
of the door gives false detection also as the foreground region is extracted on the motion-based method.
All these reasons lead to false detection results. Figure 9 shows false passenger detection results.

The pose of the passenger during getting on and off is different at times. Therefore, the counter does
not work when detected passengers cross LOI. Similarly, if a passenger takes a long time than usual
(for example the passenger in the second row of Figure 10 who is reading a newspaper while staying
near the door on LOI) before passing through LOI it is counted multiple times.

Table 4. Passenger counting results for PAMELA metropolitan train dataset [2] trained
on videos 3 and 13

Video

1

2

4

5

6

7

8

9

10

11

12

14

15

Scenario

OFF

OFF

OFF

ON

ON

ON

ON

OFF

OFF

OFF

OFF

ON

ON

Ground truth

50

50

50

27

27

27

27

50

51

50

50

27

27

Counted

54

53

55

29

28

28

31

59

59

60

56

33

35

Average h

Relative error (h) (%)

8.0

6.0

10.0

7.4

3.7

3.7

14.8

18.0

15.6

20.0

12.0

22.2

29.6

13.2

Table 5. Passenger counting results for PAMELA bus dataset [2] trained on video 3
Video

1

2

Ground truth

10

10

Counted

11

9

Average h

Relative error (h) (%)

10.0

10.0

10.0

Figure 8. Passenger counting: top row shows counting results for PAMELA [2] metropolitan
train; bottom row shows counting results for PAMELA [2] bus dataset.



Figure 9. False detection results.

Figure 10. False multiple counting.

5. CONCLUSIONS

Computer vision-based passenger detection and counting system has been proposed in this paper.
The passengers are detected under different challenging scenarios such as curved curvature camera
position, illumination, complex interaction, overlapping, occlusion, shadow, darkness and distortion
effects. The proposed algorithm was tested using the existing dataset which provided good results
with an accuracy up to ninety three percent. It was noted that the passengers who are moving toward
or away from the top-mounted camera and changing dimensions of the passenger body size affects
the accuracy of the detection system.

The proposed system can be extended to dynamic environments using moveable cameras. The use of
the proposed detection system can be extended in security applicatins such as activity recognition.
Similarly, the counting system can be used for measuring economic activites such as in a shopping mall.
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