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MORITA THEORY AND SINGULARITY CATEGORIES

J.P.C.GREENLEES AND GREG STEVENSON

Abstract. We propose an analogue of the bounded derived category
for an augmented ring spectrum, defined in terms of a notion of Noether
normalization. In many cases we show this category is independent of the
chosen normalization. Based on this, we define the singularity and cosin-
gularity categories measuring the failure of regularity and coregularity
and prove they are Koszul dual in the style of the BGG correspondence.
Examples of interest include Koszul algebras and Ginzburg DG-algebras,
C∗(BG) for finite groups (or for compact Lie groups with orientable ad-
joint representation), cochains in rational homotopy theory and various
examples from chromatic homotopy theory.
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2 J.P.C.GREENLEES AND GREG STEVENSON

1. Introduction

1.A. Aspiration. The singularity category of a commutative Noetherian
ring R is the Verdier quotient

Dsg(R) =
Db(R)

Dc(R)

of the bounded derived category, which consists of complexes with finitely
generated total cohomology, by the bounded complexes of finitely generated
projectives. When R is regular, every finitely generated module has a finite
resolution by finitely generated projectives, so that Dsg(R) = 0. The converse
is also true, and thus Dsg(R) measures the deviation from regularity.

One would like to have such a measure of ‘regularity’ for rings in other
contexts. The ones we have in mind are differential graded algebras (DGAs),
for instance those coming from rational homotopy theory, and ring spectra,
for example the ring spectra C∗(BG; k) coming from modular representation
theory. Accordingly, our central motivation is to generalize the definition of
singularity category by replacing R with a DGA or a ring spectrum. The
fundamental difficulty is that of giving good notions of ‘finitely generated’
and ‘bounded’.

The test of our success is in the examples we are able to cover: these in-
clude Koszul algebras and Ginzburg DG-algebras, C∗(BG) for finite groups,
cochains in rational homotopy theory and various examples from chromatic
homotopy theory.

1.B. The bounded derived category. Although our motivation was in-
deed through the singularity category, experience teaches us that the bounded
derived category of finitely generated modules is more fundamental.

In particular, Db(R) often has better properties than Dc(R). For instance,
if R is a k-algebra essentially of finite type for some field k then (an en-
hancement of) Dc(R) is homologically smooth over k (i.e. the diagonal is a
small Dc(R)-bimodule) if and only if R is smooth. On the other hand, (an
enhancement of) Db(R) is frequently homologically smooth even when R is
singular (see [21, Theorem 6.3]). In a similar vein, Db(R) is known to be
strongly generated in many cases while Dc(R) can only be strongly generated
if R is regular.

It turns out to be very effective to use this ‘derived smoothness’ or ‘regular-
ity’ even for singular R. Homological smoothness localises: notwithstanding
the terminology, singularity categories are generally smooth. It is helpful
to view this smoothness as a categorical completeness condition; from this
point of view one obtains Db(R) by closing Dc(R) under certain homotopy
colimits (cf. [27, Theorem 0.14] and the preceding discussion). Explicitly,
the projective resolution of a finitely generated module of infinite projective
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dimension can be viewed as the colimit of its brutal truncations, all of which
are bounded complexes of finitely generated projectives and hence small.
One useful consequence of this completeness is an analogue of Brown rep-
resentability which holds for strongly generated triangulated categories and
which is exploited in Section 4.

The bounded derived category also naturally arises in many contexts such
as Grothendieck duality and Koszul duality; being somewhat larger than
Dc(R) in the singular case often makes it a less rigid object.

In view of the importance of the bounded derived category, the fact that
we extend its definition to wider contexts is an important secondary benefit.

1.C. The definition. For the purposes of the introduction, we imagine be-
ginning with a ring spectrum R and a map R −→ k to a field k. We
will recall relevant background in Section 3, but readers wishing to think
concretely may consider an ordinary local ring with residue field k or R =
C∗(BG) −→ k. Numerous other examples are provided in Section 3. The
definition is based upon a choice of “Noether normalization” i.e. a morphism

S
q−→ R such that both R and k are small over S. Then, inspired by com-

mutative algebra, one defines a bounded derived category relative to this
normalization

Dq−b(R) = {M ∈ D(R) |M is small when restricted to S}.

By construction this contains both R and k, and so, being thick, contains
Dc(R) and the objects with finite dimensional homotopy. In particular, it
allows us to define the singularity category as Dq−sg(R) = Dq−b(R)/Dc(R)
and the cosingularity category as Dq−cosg(R) = Dq−b(R)/ thickR(k), which
measures how far R is from having finite dimensional homotopy.

1.D. Proving the definition. In principle we can justify the definition
by showing it is useful, but we will in fact show that this notion of finite
generation is intrinsic in the sense that it does not depend on the choice of
normalization. Our most effective result is Corollary 7.3: if R is complete
then any two relatively Gorenstein normalizations define the same notion of
finite generation and give the same bounded derived category.

This is very striking for R = C∗(BG). It states all normalizations of
C∗(BG) by a ring of the same type give the same notion: a module is finitely
generated if and only if its cohomology is finitely generated over H∗(BG).
In particular, if G is a p-group any C∗(BG)-module with finitely generated
cohomology is small (see Corollary 7.4 and Example 7.5).

In Section 4 we give an approach using representation theoretic meth-
ods: the highlights are Proposition 4.3 and Corollary 4.11. The former
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gives a direct interpretation of Dq−b(R) in terms of finite generation of ho-
motopy groups when the homotopy of S is itself regular. The latter re-
lates Dq−b(R) to another intrinsically defined finiteness condition, phrased
in terms of presheaves on Dc(R), which characterises finite generation with
respect to smooth normalizations with coherent homotopy.

1.E. Koszul duality and the BGG correspondence. The basis of our
attempts to understand Dq−b(R) and its singularity and cosingularity quo-
tients is the theory of Koszul duality.

The classic in this genre is the BGG correspondence which relates the
singularity category of the standard graded exterior algebra Λ(τ0, . . . , τn) to
a well known invariant of its Koszul dual polynomial ring k[x0, . . . , xn]:

Dsg(Λ(τ0, . . . , τn)) =
Db(Λ(τ0, . . . , τn))

Dc(Λ(τ0, . . . , τn))
' Db(k[x0, . . . , xn])

Db
tors(k[x0, . . . , xn])

' Db(Pnk),

where Db
tors(k[x0, . . . , xn]) consists of complexes whose homology is finite di-

mensional as a vector space.

We prove an analogue for sufficiently well-behaved normalizations S
q−→

R. In fact, the above story is a consequence of an equivalence at the level of
bounded derived categories

Db(Λ(τ0, . . . , τn)) ' Db(k[x0, . . . , xn]),

which interchanges the bounded complexes of finitely generated projectives
and the complexes with finite dimensional cohomology. We give a substantial
generalization of this equivalence. In Section 5 we introduce the Koszul
dual of the cofibre sequence arising from a normalization. Under favourable
circumstances, given a normalization S −→ R with cofibre Q = R⊗S k, one
may take derived endomorphisms of k, to obtain a dual cofibre sequence

F = HomS(k, k)←− E = HomR(k, k)←− D = HomQ(k, k)

where the morphismD −→ E is a normalization in the same sense. A number
of nice properties that these cofibre sequences may have are formalized in
Section 6 by the notion of a Symmetric Gorenstein Context. Roughly, it
says that all of the six rings and four morphisms occuring in the two cofibre
sequences are Gorenstein and both sequences arise from taking the cofibre
of a normalization. We show that under completeness hypotheses all these
good properties follow from the requirements on the original normalization
S −→ R.

Our main theorem is as follows.

Theorem (9.1, 9.10). Suppose S
q−→ R is such that R and S are complete,

both R and k are small over S, and we have

HomS(R, S) ' ΣaqR and HomS(k, S) ' ΣaSk
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for some aq, aS ∈ Z. Then

E = HomR(k, k)
i←− D = HomQ(k, k)

is a normalization and if in addition E satisfies HomE(k, E) ' ΣaEk for
some integer aE (as is automatic if R is an augmented k-algebra), there is
an equivalence

Dq−b(R) ' Di−b(E)

interchanging the small objects with thick(k). In particular, there are equiv-
alences

Dq−sg(R) =
Dq−b(R)

Dc(R)
' Di−b(E)

thickD(E)(k)
= Di−cosg(E)

and

Dq−cosg(R) =
Dq−b(R)

thickD(R)(k)
' Di−b(E)

Dc(E)
= Di−sg(E).

1.F. Examples. In Section 10 we conclude by giving a number of concrete
examples to illustrate the theorems. To give just a hint of these: they range
from standard examples of Koszul duality in algebra (Examples 10.1, 10.2)
giving a new point of view on some known equivalences, through rational
homotopy theory (Example 10.4):

Dsg(C∗(X)) ' Dcosg(C∗(ΩX)),

to ring spectra arising from modular representation theory (Examples 10.5
to 10.9) and chromatic homotopy theory (Example 10.10). Two notable
counterparts of the BGG correspondence above are the equivalence (Example
10.5):

Dcosg(C∗(BG)) ' stmod(kG)

for p-groups G relating modules over C∗(BG) to the stable module cate-
gory, and some counterparts in chromatic homotopy theory (Example 10.10),
which we illustrate here with connective real K-theory and its connection
with the subalgebra A(1) of the Steenrod algebra:

Dcosg(ko) ' stmod([A(1)]),

where [A(1)] is a ring spectrum with homotopy A(1).
We recommend the reader glances through Section 10 to understand why

we make an effort to keep the context very general.
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1.G. Contents. We begin in Section 2 by introducing some standard nota-
tion and terminology.

In Section 3 we give our main definitions: the notion of normalization and
the resulting definition of ‘finitely generated’, and the bounded derived cat-
egory. We introduce several examples and describe briefly how this applies.
We also comment on the generality in which normalizations exist.

In Section 4 we give a first study of the dependence of Dq−b(R) on the choice

of normalization S
q−→ R, using techniques from representation theory.

In Section 5 we describe how a normalization gives rise to the Six Ring
Context consisting of two Koszul dual cofibre sequences. In Section 6 we
restrict attention to Symmetric Gorenstein Contexts where all the rings and
maps are Gorenstein and the two cofibre sequences are dual. We show that
in the complete context, the conditions on the original normalization alone
are often sufficient to ensure we have the full Symmetric Gorenstein Context.
We show that this often happens in our examples.

In Section 7 we recall the appropriate derived notions of completion, and
show that in the complete case all Gorenstein normalizations give the same
notion of finite generation and the same bounded derived category.

In Section 8 we show that in the Standard Gorenstein Context, the Morita
equivalences, change of rings and completions are well related, giving eight
valuable commutation relations: four direct and four with dimension shifts.
Finally, having established the formal framework, it is straightforward to
prove our main theorem in Section 9. We illustrate the result in our examples
in Section 10.

We finish, in Section 11, with a glossary; our constructions involve making
a number of definitions and the terminology is collected there, together with
references to where it appears in the article.

Acknowledgements. We thank A.J.Baker for simplifying our argument in
Example 10.10. We are indebted to the referee for their very careful reading
of this manuscript; their comments greatly improved the end result.

2. Sundries

In this section we fix various notation and conventions that will be used
throughout the sequel. In particular, due to the range of examples we treat
there are, somewhat inevitably, challenges involving the terminology which
we address before continuing. An extensive list of terminology can be found
in Section 11.

We will use the term ‘ring’ to mean structured ring spectrum and note
that this encompasses the theory of DG-algebras (see [32] for details). Along
these lines, given a DG-algebra A, for instance a (classical, discrete) ring,
we will tacitly identify A with its Eilenberg-Mac Lane spectrum HA. By
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[31, Theorem 5.1.6] we have D(A) ' D(HA) so this does no harm. To
illustrate this, let us mention that throughout we will generally work over a
field k by which we really mean its Eilenberg-Mac Lane spectrum Hk.

Given a spectrum X we will denote its homotopy groups π∗X by X∗. For
instance, the coefficient ring of a ring spectrum R will be denoted R∗. If the
ring R were HA for some DG-algebra A this would be the same as H∗(A),
the homology of A. We will choose between homological and homotopical
language depending on the context; many of our examples will be rings of
the form C∗(X; k), for some space X, and accordingly π∗C

∗(X; k) is the
cohomology of X, i.e. H∗(X; k) (with upper and lower gradings related by
Mk = M−k as usual).

Now let us fix a ring R and introduce some of the associated notation.
By Mod-R we mean the model category (or stable∞-category) of R-module
spectra with weak equivalences the maps inducing weak equivalences of the
underlying spectra. The homotopy category of Mod-R is D(R) the de-
rived category of R. Given an object X of D(R) we denote by thick(X),
or thickR(X) if the ring needs to be emphasised, the smallest full replete
subcategory of D(R) containing X and closed under suspensions, mapping
cones, and retracts and call it the thick subcategory generated by X. We
denote by Loc(X) the localizing subcategory generated by X which is the
smallest full replete subcategory containing X and closed under arbitrary
coproducts, suspensions, and mapping cones.

If Y ∈ thick(X) we will say X finitely builds Y and write X |= Y , and if
Y ∈ Loc(X) we say X builds Y and write X ` Y . The thick subcategory of
small (more precisely, ℵ0-small) objects of D(R) is

Dc(R) := {X ∈ D(R) | R |= X}

and can also be characterised as consisting of those objects such that the
corresponding corepresentable functor preserves arbitrary coproducts. It is
necessary at this point to say something about the terminology: there are
many synonyms for small. In algebraic settings it is customary to call objects
of Dc(R) perfect and in abstract settings to call them compact. The latter
is reflected in the notation, which is by this point quite standard so we stick
with it. However, we will consistently use the descriptors small or finitely
built by R rather than perfect or compact. We will also be concerned with
a number of other subcategories of D(R) which are defined throughout the
article.

All functors throughout are derived and so we do not indicate this in the
notation. For instance, given R-module spectra X and Y we denote by
HomR(X, Y ) the (derived) mapping spectrum. In a similar vein all tensor
products are derived, by cofibre we mean homotopy cofibre (in the ambient
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category—for instance, here it refers to the homotopy cofibre of a map of
module spectra), and so on.

Given a map of rings S
q−→ R we denote base change and restriction by

q∗ and q∗ respectively. To be completely clear, since we cover many contexts
our notation reflects the variance of the functors and not that of the functors
on the associated geometric objects: throughout we have

q∗ = R⊗S − and q∗ = HomR(SR,−),

where, as noted above, everything is tacitly derived.

3. Regularity, normalization and finite generation

We are working in the context of homotopy invariant commutative-inspired
algebra. We collect here some of the basic definitions, and provide pointers
to the literature. We then introduce the concept of a normalization which is
at the heart of all that follows. Throughout R is some ring spectrum; several
examples of a suitable choice of R will be provided throughout.

3.A. Regularity. We say that R −→ k is g-regular if k is small as an R-
module, i.e. R finitely builds k. By the Auslander-Buchsbaum-Serre theorem
a commutative Noetherian local ring with residue field k is g-regular if and
only if it is regular. We will say that S −→ R is relatively g-regular if R is
small as an S-module.

3.B. Proxy-regularity. Since g-regularity is an extremely strong condition
we use the following much weaker condition as a basic finiteness condition.

Definition 3.1. [12] We say that k is proxy-small if there is an object K
with the following properties

• K is small (R |= K),
• K is finitely built from k (k |= K) and
• k is built from K (K ` k).

In this case we say that R is proxy-regular.

One of the main messages of [12] is that we might use the condition that k is
proxy-small as a substitute for the Noetherian condition in the conventional
setting. This rather weak condition allows one to develop a very useful theory
applicable in a large range of examples.

We can illustrate this by looking at the proxy-small condition in the clas-
sical case.

Example 3.2. (Algebra) When R is a commutative Noetherian local ring
with residue field k, the Auslander-Buchsbaum-Serre theorem states that k is
small if and only if R is a regular local ring. This confirms that the smallness
of k is a very strong condition. On the other hand, k is always proxy-small:
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we may take K to be the Koszul complex for a generating sequence for the
maximal ideal.

We now consider the situation in a number of more complicated contexts;
we take this as an opportunity to set up conventions and notation for ex-
amples that we will refer to throughout, which give life and form to the
abstraction that follows.

Example 3.3. (Rational homotopy theory) We may take R to be a commu-
tative DGA over the rationals. For example, if we insist R is coconnective
and simply coconnected, the category of these is equivalent to that of rational
spaces [29]. We therefore take R = C∗(X;Q) and k = Q.

We see that R is regular if and only if X is a finite product of even
Eilenberg-MacLane spaces K(Q, 2n). Indeed, since X is 1-connected the
Eilenberg-Moore theorem states

E = HomC∗(X)(k, k) ' C∗(ΩX;Q).

We then note that ΩX '
∏

nK(πnX,n − 1), which has finite homology if
and only if the product is finite and the Eilenberg-MacLane spaces are all in
odd degree.

On the other hand, Q is proxy-small whenever H∗(X) is Noetherian. Tak-
ing a usual Noether normalization we see H∗(X) is finite as a module over
a polynomial subring. We may then realize this polynomial subring by a
map X −→

∏
iK(Q, 2ni), with fibre F , and we will denote by S the ring

C∗(
∏

iK(Q, 2ni);Q). We may take K = C∗(F ;Q) as a proxy for Q; this
builds Q since K is a ring, R ' R ⊗S S |= R ⊗S Q ' C∗(F ;Q) = K, and
Q |= C∗(F ;Q) because H∗(X;Q) is finite over the polynomial subring.

Example 3.4. (Representation theory) We could consider a compact Lie
group G, set k = Fp, and take R = C∗(BG;Fp). This example satisfies the
hypotheses of the Eilenberg-Moore theorem so that

E = HomC∗(BG)(k, k) ' C∗(Ω(BG∧p );Fp),

where BG∧p denotes the Bousfield-Kan p-completion of BG.
If G is a finite p-group, BG is already p-complete, so that Ω(BG∧p ) ' G,

and again if G is connected Ω(BG∧p ) ' G∧p , but in general Ω(BG∧p ) will be
infinite dimensional.

In this case R is regular if and only if H∗(Ω(BG∧p );Fp) is finite dimensional
(i.e., Ω(BG∧p ) is a p-compact group in the sense of Dwyer-Wilkerson). We
have already observed that this happens ifG is a finite p-group or a connected
compact Lie group.

It is shown in [12, Subsection 5.7] that C∗(BG) is proxy-regular (i.e. k is
proxy-small) for all compact Lie groups G.
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3.C. Normalization and finitely generated modules. We need a well
behaved notion of finite generation for R-modules M . The most naive notion
is finite generation of the coefficients:

Definition 3.5. We say an R-module M is coefficient-finitely generated if
the module M∗ of homotopy groups is finitely generated over the coefficient
ring R∗. There is a naturally corresponding subcategory

Df (R) = {M |M∗ is finitely generated over R∗}.

Remark 3.6. In other work by the first author this notion is called c-finite
generation and the corresponding notion of regularity is called c-regularity
(see Definition 4.1). Due to the visual conflict with terminology we will intro-
duce, namely the notion of finite generation with respect to a normalization,
we expand the c to coefficient throughout.

It is not clear that this class of objects has good formal properties unless
the coefficient ring R∗ is very nice. Nonetheless we will introduce a better
behaved notion which appears to depend on additional data and some of
our main results will show that in many cases that it agrees with the naive
notion.

The following concept is central to our analysis.

Definition 3.7. A g-normalization of R −→ k is a map q : S −→ R so
that R and k are small as S-modules, i.e. S is g-regular and q is relatively
g-regular.

Since there is no real possibility for confusion we will systematically omit
the ‘g-’ for brevity and refer to q simply as a normalization.

This plays the role of Noether normalization in commutative algebra, and
gives us a method for defining an analogue of the bounded derived category.

Definition 3.8. Given a normalization q as above, an R-module M is said
to be q-finitely generated if q∗M is small over S. We define a corresponding
thick subcategory

Dq−b(R) := D(R =|q∗S) := {M ∈ D(R) | q∗M =|S}.

If R and S are conventional Noetherian rings, then an R-module is q-
finitely generated if and only if its homology is finitely generated in the
conventional sense. Accordingly the category Dq−b(R) is the analogue of the
bounded derived category.

We will discuss the extent to which this depends on q in Section 4 and
then again in Section 7.C.

Remark 3.9. There is an obvious small conflict in terminology between g-
regular (and its relatives) and q-finitely generated. Our approach to this is



MORITA THEORY AND SINGULARITY CATEGORIES 11

to reserve the letter g and only use it in the context of g-regularity and so
on.

For now let us indicate what such normalizations look like in our examples.

Example 3.10. (Algebra) Let (R,m, k) be a commutative Noetherian com-
plete local k-algebra. By [9, Theorem 16] we can find a subring S of R, which
is a power series ring, and over which R is finite. This gives a normalization
of R and the above definition gives the usual bounded derived category of
finitely generated modules.

Example 3.11. (Rational homotopy theory) Returning to Example 3.3, with
R = C∗(X;Q), whenever H∗(X) is finitely generated, it is finite as a module
over a polynomial subring. We may then realize this polynomial subring by
a map X −→

∏
iK(Q, 2ni) which gives a normalization

q : S = C∗(
∏
i

K(Q, 2ni)) −→ R.

We will see in Lemma 4.2 that this implies that an R-module M is q-finitely
generated if and only if it is coefficient-finitely generated (i.e. H∗(M) is
finitely generated over H∗(X)).

Example 3.12. (Representation theory) Returning to Example 3.4, with
R = C∗(BG;Fp), we may choose a faithful representation G −→ U(n).
Then the map S = C∗(BU(n)) −→ C∗(BG) = R is a normalization. In-
deed, H∗(BU(n)) is polynomial and by Venkov’s theorem H∗(BG) is finitely
generated as a module over it. Thus the cohomology of BG has a finite pro-
jective resolution over the cohomology of U(n) and so by Lemma 4.2 C∗(BG)
is finitely built from C∗(BU(n)), and a C∗(BG)-module M is q-finitely gen-
erated if and only if it is coefficient-finitely generated (i.e. if and only if
H∗(M) is finitely generated over H∗(BG)).

3.D. Existence of normalizations. We have just seen that in examples
coming from rational homotopy theory and representation theory that, not
only do normalizations exist, one can find normalizations of the same flavour,
i.e. which occur very naturally through some construction in that area. In
this subsection we work with classical associative DGAs, and indicate how
one can construct normalizations in that context rather generally.

We recall that a graded k-algebra A is finitely presented if it is a quotient of
a finitely generated graded free algebra by a finitely generated homogeneous
ideal, i.e. A has a presentation of the form

A ' k〈x1, . . . , xn〉/I
where k〈x1, . . . , xn〉 denotes the free algebra on the n generators x1, . . . , xn
and I is a finitely generated ideal.
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Theorem 3.13. Let R −→ k be an augmented DG-algebra over k such that
H∗(R) is a finitely presented k-algebra. Choose a presentation

S = k〈x1, . . . , xn〉
π−→ H∗(R).

Then π can be lifted to a normalization q : S −→ R, where S is viewed as a
DG-algebra with trivial differential.

Proof. Let π : S −→ H∗(R) be as in the statement. We can lift π to a map of
DG-algebras q : S −→ R by choosing cocycles zi representing the generators
π(xi) of H∗(R). Indeed, the universal property of the free algebra gives a
ring map S −→ R sending xi to zi, and since the zi are cocycles and S has
trivial differential this is a map of DG-algebras.

It remains to show that q is a normalization, i.e. that R and k are small
over S. By definition H∗(R) is a finitely presented graded S-module and
clearly so is k. It is thus enough to note that any DG-S-module with finitely
presented cohomology is small; this follows from the fact that free algebras
have global dimension 1 (and in particular are coherent). One can prove
this as in Proposition 4.9, which implies the statement for k and whose
proof generalizes to cover R. Alternatively, it is clear for finitely presented
modules, since every ideal of a free algebra is a free module, and the usual
argument shows that every DG-S-module is formal. �

We are not aware of any restrictions imposed by the existence of a normal-
ization in general, although presumably they are not for free. For instance,
if k is not finitely presented over R∗ then it seems very optimistic to expect
a normalization to exist. At the very least this is an obstruction to the ex-
istence of normalizations with coherent homotopy (the relevant terminology
is defined in Section 4).

Proposition 3.14. Suppose that the augmentation R −→ k is surjective on
homotopy and q : S −→ R is a normalization such that S∗ is a coherent ring.
Then k is finitely presented over R∗.

Proof. The first part of the proof of Proposition 4.12 shows that, in this
situation, R∗ is coherent, and the statement of said proposition shows that
k is cohomologically locally finitely presented over R. With this as input
Lemma 4.8 tells us that k is finitely presented over R∗. �

4. Local finite presentation and dependence on normalization

We give a first discussion of how the notions of finite generation and the
bounded derived category depend on the choice of normalization. We show
that in two situations they are independent of this choice. The first, Proposi-
tion 4.3, assumes the coefficient ring S∗ is regular, and the second, Corollary
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4.11, that it is coherent with a well behaved derived category. The arguments
proceed via the homological algebra of cohomological functors.

These are useful criteria, but not sufficient to treat a general g-regular
ring. We will return to this question in Subsection 7.C; we show that in our
principal applications (where we have completeness and Gorenstein condi-
tions) finite generation is independent of the normalization. That argument
is independent of those given here, so some readers may wish to skip this
section.

4.A. Modules over coefficient-regular rings. We begin with a defini-
tion.

Definition 4.1. We say that S is coefficient-regular if the coefficient ring
S∗ is a Noetherian regular ring.

This is a rather strong condition and implies g-regularity provided k is
finitely generated over S∗. In fact, if S is coefficient-regular and N is an
S-module then N is small if and only if N is coefficient-finitely generated,
i.e. N∗ is finitely generated over S∗ (see [17, Lemma 10.2] for a proof).

4.B. Coefficient-regular normalizations. If the normalization S
q−→ R

has the property that S is coefficient-regular then it is easy to understand
when anR-module is finitely generated. In this case we will call q a coefficient-
normalization.

Lemma 4.2. If S
q−→ R is a coefficient-normalization then an R-module

M is q-finitely generated if and only if it is coefficient-finitely generated.

Proof. By definition M is q-finitely generated if and only if q∗M is small.
Since S is coefficient-regular, this happens if and only if q∗M∗ is finitely
generated over S∗ (as noted above). Since R∗ is finitely generated as an S∗-
module, q∗M∗ is a finitely generated S∗-module if and only if M∗ is a finitely
generated R∗-module. �

Proposition 4.3. If S
q−→ R is a coefficient-normalization then

D(R =|q∗S) = Df (R) = {M |M∗ is finitely generated over R∗}.

In particular, the left-hand side is independent of the chosen coefficient-
normalization. �

We will show in Subsection 7.C that the corresponding result holds very
generally for complete Gorenstein normalizations.
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4.C. Locally finitely presented functors. We next compare our defini-
tion to one coming from a more abstract notion of finiteness, namely that of
being locally finitely presented.

We fix a base commutative ring A (for instance Z). Let K be an A-linear
triangulated category and let F be an A-linear functor

F : Kop −→ Mod-A.

Definition 4.4. We say that F is locally finitely generated if for every k ∈ K
there is an l ∈ K (allowed to depend upon k) and a natural transformation

α : K(−, l) −→ F

such that for all i ∈ Z the component

αΣik : K(Σik, l) −→ F (Σik)

is surjective.
We say F is locally finitely presented if it is locally finitely generated and

for any natural transformation K(−, l) −→ F the kernel, taken in the functor
category, is again locally finitely generated.

Following Rouquier [30] it is convenient to formulate being locally finitely
presented in the following slightly more tractable fashion. Given a functor
F and an object k ∈ K we can consider the conditions:

(a) there is an l ∈ K and an α : K(−, l) −→ F such that αΣik is surjective
for all i ∈ Z;

(b) for every β : K(−,m) −→ F there is an f : n −→ m such that
β ◦ K(−, f) = 0 and

K(Σik, n)
K(Σik,f)

// K(Σik,m)
βΣik // F (Σik)

is exact for each i ∈ Z.

It is straightforward to check that F is locally finitely presented if and only
if it satisfies conditions (a) and (b) for every object of K.

Now let us fix a triangulated category T with small coproducts and a gen-
erating set of small objects (i.e. T is compactly generated) and let Tc denote
the thick subcategory of small objects. Our main interest in Definition 4.4
is that it provides a very natural class of objects in T which is intrinsically
defined (via the compact objects).

Definition 4.5. We say an object X of T is cohomologically locally finitely
generated (respectively presented) if the functor it represents when restricted
to Tc is locally finitely generated (respectively presented), i.e. T(−, X)|Tc is
locally finitely generated (presented).
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We denote by Tlfp the full subcategory of cohomologically locally finitely
presented objects and recall from [30, Proposition 4.28] that it is a thick
subcategory of T. Setting T = D(R), this gives another candidate for the
bounded derived category of a ring spectrum (which has the benefit of mak-
ing sense in more abstract contexts).

4.D. Coherent classical generators. In this section we again fix a trian-
gulated category K, over some base ring A, which we assume for simplicity
is idempotent complete. We will assume K has a classical generator g, i.e.
there is an equality

K = thick(g).

Put yet another way we have g |= k for every k ∈ K. We can make the
generation process a bit more explicit as follows. We define 〈g〉1 to be the
closure of {Σig | i ∈ Z} under finite direct sums and summands. We then
inductively define 〈g〉i+1 to be the full subcategory of K consisting of those
objects k for which there is a k′ and a triangle

l −→ k ⊕ k′ −→ m −→ Σl

with l ∈ 〈g〉i and m ∈ 〈g〉1. Thus 〈g〉i+1 consists of those objects which g
builds by taking at most i cones. The above makes sense for any object of
K and the statement that K = thick(g) just says the union of the 〈g〉i is K.

Given objects k and k′ in K we set

K∗(k, k′) =
⊕
i∈Z

K(k,Σik′).

Recall that an additive functor F : Kop −→ Mod-A is cohomological if it
sends triangles to long exact sequences.

Lemma 4.6. Let k be an object of K and suppose that K∗(k, k) is a coherent
graded ring. If l ∈ thick(k) then K∗(k, l) is a finitely presented K∗(k, k)-
module.

Proof. We proceed by induction on the number of cones required to build
l from k. If l ∈ 〈k〉1 then the statement is clear. Suppose then that the
statement holds for objects of 〈k〉i−1 and let l ∈ 〈k〉i. By definition there is
a triangle

m −→ l′ −→ n −→ Σm

with m ∈ 〈k〉i−1, n ∈ 〈k〉1 and l a summand of l′. This triangle gives rise to
an exact sequence of graded modules

K∗(k,Σ−1n) −→ K∗(k,m) −→ K∗(k, l′) −→ K∗(k, n) −→ K∗(k,Σm).

By the induction hypothesis all but the middle term are finitely presented and
it follows, from coherence of K∗(k, k), that K∗(k, l′) is also finitely presented.
It is then clear that K∗(k, l) is also finitely presented as required. �
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Proposition 4.7. Suppose that K = thick(g) as above and that, in addition,
K∗(g, g) is a coherent graded ring. Then a cohomological functor F on K is
locally finitely presented if and only if

⊕
i∈Z F (Σig) is finitely presented over

K∗(g, g).

Proof. Suppose first that F is locally finitely presented. Then by conditions
(a) and (b) at g there are natural transformations

K(−,m) −→ K(−, l) −→ F

such that the sequence of K∗(g, g)-modules

K∗(g,m) −→ K∗(g, l) −→
⊕
i∈Z

F (Σig) −→ 0

is exact. By the previous lemma, using that g classically generates, the first
two terms of this sequence are finitely presented and thus so is the cokernel.

On the other hand, let us suppose that
⊕

i∈Z F (Σig) is a finitely presented
K∗(g, g)-module. By [30, Lemma 4.6] it is enough to check conditions (a)
and (b) at the object g. Condition (a) is clear as we can just pick a finitely
generated graded free module mapping onto

⊕
i∈Z F (Σig) and Yoneda gives

us the desired natural transformation.
Suppose we are given, with a view to verifying (b), a natural transformation

f : K(−,m) −→ F.

Then, since K∗(g, g) is coherent, the module (ker f)|{Σig | i∈Z} is finitely pre-
sented by virtue of being the kernel of a map between finitely presented
modules. Thus using (a) for the kernel we can produce the sequence re-
quired in (b). �

4.E. A criterion for g-regularity. Now let us again return to our standard
setting of a fixed ring spectrum R with an augmentation to a field k. In this
section, which is somewhat of an aside, we give a criterion for R to be
g-regular in terms of strong generation of the full subcategory of small R-
modules. Recall that Dc(R) = D(R =| R). In this context cohomologically
locally finitely presented will always mean with respect to the small modules.
We denote by Dlfp(R) the thick subcategory of cohomologically locally finitely
presented modules.

Throughout this section we will assume the augmentation R −→ k is
surjective on homotopy, i.e. R∗ −→ k is a surjection. We will denote by I
the “augmentation ideal” which is defined by the triangle

I −→ R −→ k −→ ΣI

and has homotopy the usual graded augmentation ideal I∗ = ker(R∗ −→ k).

Lemma 4.8. Suppose that R∗ is coherent. Then the following are equivalent:
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(1) k is cohomologically locally finitely presented in D(R);
(2) k is a finitely presented R∗-module;
(3) I∗ is finitely generated as a R∗-module.

Proof. Since R∗ is coherent and R classically generates Dc(R) the statement
that (1) holds if and only if (2) holds is just Proposition 4.7. That (2) and
(3) are equivalent is just the definition of finite presentation. �

We recall that a triangulated category K is called strongly generated if there
is an object g and an n for which K = 〈g〉n. This is a somewhat restrictive
condition: the finite stable homotopy category is not strongly generated,
and if the category of perfect complexes over a finitely generated k-algebra
A is strongly generated then every finitely generated A-module has finite
projective dimension [28]. On the other hand, the bounded derived category
of a noetherian k-algebra is known to be strongly generated in many examples
[14, 26] and the category of perfect complexes over a homologically smooth
DG-algebra is strongly generated [21, Lemmas 3.5, 3.6].

Proposition 4.9. Suppose that R∗ is coherent and I∗ is a finitely generated
R∗-module. If Dc(R) is strongly generated, then the ring spectrum R is g-
regular.

Proof. By the lemma k is a cohomologically locally finitely presented object
of D(R). As Dc(R) is strongly generated the representability theorem [30,
Theorem 4.16] applies and tells us that in fact k ∈ Dc(R), i.e. we have R |= k;
this is nothing other than the definition of g-regularity of R. �

4.F. Smooth coherent normalizations. We now compare the definition
we have given of the bounded derived category, relative to a normalization,
in Section 3.C to the category of cohomologically locally finitely presented
objects. We prove the following theorem.

Theorem 4.10. Let q : S −→ R be a normalization of R −→ k. If S∗ is
coherent then there is a containment

Dq−b(R) ⊆ Dlfp(R).

Moreover, if Dc(S) is strongly generated this containment is an equality.

As a consequence we obtain, at least under mild assumptions, another
invariance result for our definition of the bounded derived category.

Corollary 4.11. Suppose S
q−→ R and S ′

q′−→ R are normalizations of R
with S∗ and S ′∗ coherent and both Dc(S) and Dc(S ′) strongly generated. Then

Dq−b(R) = Dq′−b(R)

as thick subcategories of D(R).
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We begin by proving the containment that always holds.

Proposition 4.12. Let q : S −→ R be a normalization of R and assume
that S∗ is coherent. If X in D(R) is q-finitely generated, i.e. q∗X is small
over S, then X is cohomologically locally finitely presented over R, i.e.

Dq−b(R) ⊆ Dlfp(R).

Proof. Suppose that q∗X lies in thick(S). Then (q∗X)∗ ∼= X∗ is a finitely
presented S∗-module by Lemma 4.6. In particular, since S −→ R is a nor-
malization, we can take X = R to see that the S∗-module R∗ is finitely
presented. In particular, the ring R∗ is also coherent.

We now prove that X∗ is a finitely presented R∗-module. Since X∗ is
finitely presented over S∗ it follows that X∗ ⊗S∗ R∗ is finitely presented over
R∗. This latter module has X∗ as a quotient and so certainly X∗ is finitely
generated. We conclude by choosing a surjection R⊕n∗ −→ X∗ and noting
that, since S∗ is coherent, the kernel of this surjection is finitely presented
over S∗ and hence finitely generated by the argument we have just given.

Using finite presentation of X∗ and coherence of R∗ we can apply Propo-
sition 4.7 which tells us that X is cohomologically locally finitely presented
in D(R). �

We now prove the reverse containment under the strong generation hy-
pothesis.

Proposition 4.13. Let q : S −→ R be a normalization of R such that S∗ is
coherent and Dc(S) is strongly generated. Then if X ∈ D(R) is cohomologi-
cally locally finitely presented the module q∗X is small over S, i.e.

Dq−b(R) ⊇ Dlfp(R).

Proof. Suppose X ∈ Dlfp(R) as in the statement. As in the proof of the
previous proposition we can use Lemma 4.6 to see thatR∗ is finitely presented
over S∗ and so coherence of S∗ implies coherence of R∗. Thus we can apply
Proposition 4.7 to see that X∗ is finitely presented over R∗.

Using again that R∗ is finitely presented over S∗ this tells us that X∗ is
a finitely presented S∗-module. Given that we have assumed S∗ coherent
we may then apply Proposition 4.7 to deduce that q∗X is cohomologically
locally finitely presented in D(S). The assumption that Dc(S) is strongly
generated then implies, by virtue of [30, Theorem 4.16], that q∗X is actually
small. �

5. The Six Ring Context

The starting point of our analysis is a chosen normalization of a ‘local
ring’ R −→ k. We show here that this gives rise to two Koszul dual cofibre
sequences of rings, which will provide the framework for our further results.
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5.A. The set-up. We suppose we are given maps S
q−→ R −→ k of ring

spectra with k a field. We write Q = R ⊗S k for the cofibre of q. We
will assume from here on that R and k are small as S-modules. Thus S is
g-regular, and q is a normalization of R.

Lemma 5.1. Under the above assumptions, R is proxy-regular, i.e. k is
proxy-small over R, and Q can be taken as a proxy for k.

Proof. Since Q is a ring and k is a module over it we have Q ` k. For the
other two conditions, we use the fact that both k and R are small over S:

(S |= R)⇒ (k ' S ⊗S k |= R⊗S k = Q)

and
(S |= k)⇒ (R ' R⊗S S |= R⊗S k = Q) .

�

5.B. The Koszul dual cofibre sequence. The Koszul duals of the rings

S
q−→ R

p−→ Q

are the rings

F j←− E i←− D
where

F = HomS(k, k), E = HomR(k, k), and D = HomQ(k, k).

Lemma 5.2. The sequence

F ←− E ←− D
is also a cofibre sequence. Moreover, F has finite dimensional homotopy over
k and F is small over E.

Remark 5.3. Topologists may think of the example arising from a fibration

Y ←− X ←− F

with S = C∗(Y ), R = C∗(X), so that provided the Eilenberg-Moore spectral
sequence converges (e.g. if Y is 1-connected [23, Theorem 7.1]), Q = R⊗Sk '
C∗(F ). We see that the condition that R is small over S is equivalent to the
condition that H∗(F ) is finite dimensional.

Continuing the fibre sequence we obtain

Y ←− X ←− F ←− ΩY ←− ΩX ←− ΩF.

Provided the Eilenberg-Moore spectral sequences converge, we find F '
C∗(ΩY ), E ' C∗(ΩX) and D ' C∗(ΩF ). Again, the condition that S is g-
regular is the condition that H∗(ΩY ) is finite dimensional, and the condition
that F is small over E is that H∗(F ) is finite dimensional.
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Proof of Lemma 5.2. First we show that D −→ E −→ F is a cofibre se-
quence, which is to say that

F ' E ⊗D k.
Expanding the definition of the right hand side

E ⊗D k = HomR(k, k)⊗HomQ(k,k) k

' HomQ(k,HomR(Q, k))⊗HomQ(k,k) HomQ(Q, k).

In general, for a Q-module L, composition gives a map

HomQ(k,HomR(Q, k))⊗HomQ(k,k) HomQ(L, k) −→ HomQ(L,HomR(Q, k)),

where the target can be identified with HomR(L, k) by adjunction. This
map is obviously an equivalence when L = k, and hence for any Q-module
L (such as Q) finitely built from k. Taking L = Q, we have

HomQ(k,HomR(Q, k))⊗HomQ(k,k) HomQ(Q, k) ' HomR(Q, k)

= HomR(R⊗S k, k) ' HomS(k, k) = F
as required.

By definition, g-regularity of S means that F = HomS(k, k) is finite di-
mensional. Finally, we show that F is small over E . Clearly

(S |= R)⇒ (k ' S ⊗S k |= R⊗S k) .

Applying HomR(·, k) we find

E = HomR(k, k) |= HomR(R⊗S k, k) ' HomS(k, k) = F .
�

5.C. Another criterion for g-regularity. The following application of
Thomason’s Localization Theorem is straightforward but amusing. The ver-
sion of the Localization Theorem to which we appeal is due to Neeman [24],
but the most convenient version for our purposes is [25, Theorem 2.1].

Lemma 5.4. If F ` E then the completion of R, HomE(k, k), is g-regular.

Proof. We suppose that F ` E . By Lemma 5.2 F is small over E so we
deduce, via Thomason’s Localization Theorem, that in fact F � E . Since S
is g-regular we know F is finite dimensional from which we conclude

k � F � E .
Hence E is also finite dimensional, and applying HomE(·, k) to k |= E we see
the completion of R is g-regular. �

This style of argument will appear again in Proposition 7.2 and the results
following it where we deduce another general invariance statement for our
notion of the bounded derived category.
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6. The Symmetric Gorenstein Context

We continue with the notation and hypotheses of Section 5.A. From the
normalization S −→ R we have produced cofibre sequences

S
q−→ R

p−→ Q and F j←− E i←− D,
the latter being the Koszul dual of the former.

Concentrating on R, there is a functor E from right R-modules to right
E-modules given by

EM = HomR(k,M).

There are similar comparison functors relating modules over S and Q to F
and D respectively. To complete our comparison, we need to be able to
return from the second cofibre sequence to the first. Accordingly, we need
a suitable right E-module structure on k, and we will therefore assume the
Gorenstein condition at various points. We show that this rather elaborate
structure occurs remarkably often and leads to a rich network of related
functors.

6.A. Gorenstein. The usual definition of a commutative Gorenstein local
ring (R,m, k) is that R is of finite injective dimension as a module over
itself, but one then proves that this is equivalent to saying Ext∗R(k,R) is
one dimensional over k. It is the latter condition that we use to extend the
definition to our context [12].

Definition 6.1. A map R −→ k is said to be Gorenstein of shift aR if there
is some weak equivalence HomR(k,R) ' ΣaRk of R-R-bimodules.

More generally, a map q : S −→ R is said to be relatively Gorenstein of
shift aq if HomS(R, S) ' ΣaqR as S-S-bimodules.

6.B. The condition. The basic structure behind our results may be sum-
marized as follows.

Definition 6.2. We say that a cofibre sequence S
q−→ R

p−→ Q and its

Koszul dual F j←− E i←− D form a Symmetric Gorenstein Context if

• all six ring spectra are Gorenstein;
• all four maps p, q, i, and j are relatively Gorenstein;
• the two rings S and D are g-regular;
• all four maps p, q, i, and j are relatively g-regular (see Section 3.A).

Informally, we may say it is 6 + 4 Gorenstein and 2 + 4 g-regular.

6.C. From normalization to the Symmetric Gorenstein Context.
The number of conditions in the definition of a Symmetric Gorenstein Con-
text looks daunting. However, we show that the whole structure can be de-
duced from appropriate conditions on the original normalization q : S −→ R.
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Definition 6.3. A map of augmented ring spectra q : S −→ R is a strongly
Gorenstein normalization if

• S is Gorenstein and S −→ R is relatively Gorenstein and
• S is g-regular and S −→ R is relatively g-regular

Proposition 6.4. Suppose that q : S −→ R is a strongly Gorenstein nor-

malization. Then S
q−→ R

p−→ Q has all the properties required of it in a
Symmetric Gorenstein Context.

Remark 6.5. Informally 1 + 1 Gorenstein and 1 + 1 g-regular implies 3 + 2
Gorenstein and 1 + 2 g-regular.

We will repeatedly use the observation that one has Gorenstein ascent and
descent along relatively Gorenstein maps.

Lemma 6.6. If f : B −→ A is relatively Gorenstein then A is Gorenstein if
and only if B is Gorenstein, and if these hold then aA + af = aB.

Proof. We have the equivalences

HomA(k,A) ' HomA(k,Σ−af HomB(A,B)) ' Σ−af HomB(k,B).

�

Proof of Proposition 6.4. The required regularity statements are that S is
g-regular and the maps q and p are relatively g-regular. The first two are
hypotheses. For the third, since k is S-small Q = R⊗S k is R-small.

The required Gorenstein statements are that S,R and Q are Gorenstein,
and that q and p are relatively Gorenstein. Since q is relatively Gorenstein,
the fact that R is Gorenstein follows by ascent from the fact S is Gorenstein.

For p we make the computation

HomR(Q,R) ' HomR(R⊗S k,R)

' HomS(k,R)

' R⊗S HomS(k, S)

' R⊗S ΣaSk

' ΣaSQ

where the third isomorphism uses that k is small over S and the fourth that
S is Gorenstein (of shift aS). That Q is Gorenstein then follows by ascent
from the fact that R is Gorenstein. �

Let us now consider the corresponding conditions on D, E and F . We make
the additional assumption that at least one of F , E or D is Gorenstein.

Proposition 6.7. Suppose S −→ R is a strongly Gorenstein normalization
and that in addition at least one of D, E or F is Gorenstein, then we have a
Symmetric Gorenstein Context.
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Remark 6.8. Informally 1 + 1 + 1′ Gorenstein and 1 + 1 g-regular implies
6 + 4 Gorenstein and 2 + 4 g-regular.

The additional assumption is often automatic: if R is a k-algebra, proxy-
regular and complete (see Section 7) then E is Gorenstein [12, 8.5].

Corollary 6.9. Suppose S −→ R is a strongly Gorenstein normalization
and that R is a k-algebra, proxy-regular and complete. Then we have a
Symmetric Gorenstein Context.

Remark 6.10. Informally 1+1 Gorenstein and 1+1 g-regular implies 6+4
Gorenstein and 2 + 4 g-regular.

Proof of Proposition 6.7. We saw in Proposition 6.4 that S
q−→ R

p−→ Q has

all the properties required, so we consider the properties of D i−→ E j−→ F .
We begin with the regularity properties. We showed in Lemma 5.2 that F

is small over E . It is easy to see that as D-modules E and k are small: for k
we note that k |= Q and apply HomQ(·, k). For E , we note that Proposition
6.4 proves R |= Q. Applying −⊗R k we see

k |= Q⊗R k.
An application of HomQ(−, k) then yields

D = HomQ(k, k) � HomQ(Q⊗R k, k) ' E .
Finally, we turn to the Gorenstein properties. Since we are assuming that

at least one of D, E or F is Gorenstein, in view of Lemma 6.6 it suffices to
show that i and j are relatively Gorenstein. This is the content of Lem-
mas 6.11 and 6.12.

Lemma 6.11. Suppose that q : S −→ R is a strongly Gorenstein normal-
ization. Then the dual map E −→ F is relatively Gorenstein of shift −aq
i.e.

Σaq HomE(F , E) ' F .

Proof. Let us write E for the functor to E-modules defined by

EM = HomR(k,M).

We first observe that F ' ΣaqE(R⊗S k). Indeed,

F = HomS(k, k) ' HomR(k,HomS(R, k)) = E(HomS(R, k)).

Since R is small over S,

HomS(R, k) ' HomS(R, S)⊗S k ' ΣaqR⊗S k.
Now note that the map

E : HomR(T, k) −→ HomE(ET,Ek)
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is an equivalence for T = k and hence if T is finitely built from k. In
particular, since R is small over S, it applies to T = R⊗S k to give

HomS(k, k) ' HomR(R⊗S k, k) ' HomE(E(R⊗S k), Ek) = Σaq HomE(F , E),

i.e. we have demonstrated the Gorenstein condition Σ−aqF = HomE(F , E).
�

The proof for i is rather similar.

Lemma 6.12. Suppose that q : S −→ R is a strongly Gorenstein normaliza-
tion, so in particular the map p : R −→ Q is also relatively Gorenstein, of
shift ap. The map i : D −→ E, which is dual to p, is relatively Gorenstein of
shift −ap.

Proof. First observe that since Q is R-small we have

HomR(Q, k) ' HomR(Q,R)⊗R k ' ΣapQ⊗R k.

Thus, writing D for the functor to D-modules defined by DL = HomQ(k, L),
we can find

E = HomR(k, k) ' HomQ(k,HomR(Q, k)) = D(HomR(Q, k)) ' D(ΣapQ⊗Rk).

Next we observe that, for T ∈ ModQ, the map

D : HomQ(T, k) −→ HomD(DT,Dk)

is an equivalence for T = k and hence is an equivalence for any T finitely
built from k. Since R � Q we see

k ' R⊗R k � Q⊗R k

so this includes T = Q⊗R k. We may therefore calculate

E = HomR(k, k)

' HomQ(Q⊗R k, k)

' HomD(D(Q⊗R k), Dk)

' HomD(Σ−apE ,D)

' Σap HomD(E ,D).

�

This completes the proof that we have a Symmetric Gorenstein Context.
�
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6.D. Examples from commutative algebra. We could take R to be a
commutative Noetherian complete local k-algebra with residue field k, cf.
Example 3.10. Inside of R we can find a power series ring S, with R a
finitely generated module over S. The ring S is regular and so R is small
over S. Accordingly we have 1 + 1 g-regularity, and S is Gorenstein since it
is an honest commutative regular ring. Finally, we must assume in addition
that S −→ R is relatively Gorenstein.

In fact, it is enough to assume the cofibre Q is Gorenstein. Indeed, if
this is the case then R is Gorenstein by Gorenstein ascent (as in [4, Theo-
rem 4.3.2], see also [12, Proposition 8.6]). It then follows from the Auslander-
Buchsbaum formula, together with the fact that R is Cohen-Macaulay, that
R is free as an S-module. It is an immediate consequence that S −→ R is
relatively Gorenstein. This shows that S −→ R being relatively Gorenstein
is equivalent to Q being Gorenstein as claimed. Since R and S are complete
they are also complete in the sense defined in 7.A by [12, 4.20] and hence
Corollary 6.9 applies to show we have Symmetric Gorenstein Context.

6.E. Examples from Koszul duality. We could take for R = Λ a Goren-
stein Koszul algebra of finite global dimension viewed as a formal DGA.
Since Λ is already regular we can also take S = Λ and then the cofibre Q
is simply k. Clearly the identity map is relatively Gorenstein and so either
by Proposition 6.7 or inspection we get a Symmetric Gorenstein Context
consisting of cofibre sequences

Λ
1−→ Λ −→ k

and

Λ! 1←− Λ! ←− k

where Λ! is the Koszul dual viewed as a formal DGA, and k is a normalization
of Λ! by virtue of the latter being finite dimensional.

6.F. Examples from rational homotopy theory. As in Example 3.3 we
take R = C∗(X;Q) and k = Q. If we suppose that H∗(X;Q) is Noetherian
we may choose a polynomial subring on even generators over which it is
a finitely generated module. Take B to be the corresponding product of
even Eilenberg-MacLane spaces and X −→ B realizing the inclusion of this
polynomial subring, with fibre F . We then set S = C∗(B) and can identify
the cofibre Q with C∗(F ), which has finite homology. This gives 1 + 1 g-
regular, and that S is Gorenstein. We also see that C∗(X) and C∗(B) are
complete since X and B are simply connected.

To obtain a Symmetric Gorenstein Context we may now assume any one
of the three equivalent conditions (i) X is Gorenstein, (ii) F is Gorenstein
or (iii) S −→ R is relatively Gorenstein.
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To see they are equivalent note that (i) and (ii) are equivalent by [10, 8.6].
We have already noted that (iii) implies (i) in Lemma 6.6. It remains to show
that (i) implies (iii). This follows from local duality as in [17, 19.5]. Indeed,
C∗(B) is formal, so C∗(B) ' P where P = k[x1, x2, . . . , xr] with xi of degree
di < 0, and we may let m = (x1, x2, . . . , xr) denote the maximal ideal and
the Gorenstein shift is aB = −d − r where d = d1 + · · · + dr. Accordingly
local duality for any small P -module M states that there is an equivalence

Hom(M,P ) ' Σd+r(ΓmM)∨,

where Γm is local cohomology at m and (−)∨ is the k-dual. If M is an R-
module viewed as a P -module via a ring map P −→ R with R small over P
then the equivalence may be taken to be one of R-modules by taking a model
of R which is P -free. Now take M = R = C∗(X); by (i) this is Gorenstein,
of shift aX say. Since X is simply connected C∗(X) automatically enjoys
Gorenstein duality (since C∗(ΩX) is connected and therefore has a unique
action on k), so that

Γm(C∗(X)) ' ΣaXC∗(X).

Hence
HomC∗(B)(C

∗(X), C∗(B)) ' ΣaX−aBC∗(B)

as required.
The final conclusion is that if X is any Gorenstein space, we can construct

a normalization giving a Symmetric Gorenstein Context.

6.G. An example from compact Lie groups. Once again we take R =
C∗(BG) and we suppose G is a subgroup of a connected compact Lie group U
(for example by taking a faithful represenation of G in U(n) and U = U(n)).
We also assume that the adjoint representation of G is orientable over k (for
example if G is finite or connected or if k is of characteristic 2).

This gives the fibration

BU ←− BG←− U/G

and the cofibration

C∗(BU) −→ C∗(BG) −→ C∗(U/G)

of algebras since connectedness of U means the Eilenberg-Moore spectral
sequence converges.

Accordingly, we take S = C∗(BU), R = C∗(BG). This gives a Symmetric
Gorenstein Context. First, we find Q = C∗(U/G). Since U is connected,
S is regular and since Q is finite, R∗ is finitely generated over S∗. If S∗ is
regular, it follows that R is small over S. Thus we again have 1+1 g-regular,
and that S is Gorenstein.

Finally
HomC∗(BU)(C

∗(BG), C∗(BU)) ' C∗(BG−L)
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where L is the tangent representation at eG in U/G, see [5, Theorem 6.8]
(with the proof completed in [18]). Since U is connected and ad(G) is ori-
entable, L is orientable and S −→ R is relatively Gorenstein. Thus, we
conclude F ' C∗(U) is Gorenstein.

7. Completions

The notion of completeness occurs very naturally when passing between
derived endomorphism algebras. Thus, unsurprisingly, it will play a key role
in formulating a precise relationship between R and E . As a quick reminder
we recall the context from [10,11].

7.A. Cellularization and completion. We have already used the functor
EM = HomR(k,M) from right R-modules to right E-modules. Naturally k
is a left E-module, so E has a left adjoint TX := X ⊗E k. The counit of the
adjunction

TEM = HomR(k,M)⊗E k −→M

is evaluation and, provided k is proxy-small, this is also the k-cellularization
[10,11].

Writing k#R = ER = HomR(k,R), we have TER = k#R ⊗E k and the
associated completion functor is

ΛkM := HomR(TER,M) ' HomE(ER,EM) = HomE(k
#R, EM).

This has a universal property on R-modules, and in the setting of classical
commutative rings, the homotopy groups of ΛkM are given by the left derived
functors of completion at the augmentation ideal [16, Theorem 2.5].

We take from this the importance of the functor E defined by

EX = HomE(k
#R, X),

which is naturally a module over

HomE(k
#R, k#R) ' HomR(TER,R) = Λk(R),

the completion of R. In this notation

EEM = HomE(ER,EM) ' HomR(TER,M) = ΛkM,

the completion of M .
If R is Gorenstein then k#R is a shift of k, and so

Λk(R) ' HomE(k, k).

Thus, if R is Gorenstein and complete, R and E play interchangeable roles.
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7.B. The six Morita functors. We apply the discussion of the previous
section to all three rings S,R,Q, using alphabetical mass-production. For
the record, this gives functors

D : Mod-Q −→ Mod-D, E : Mod-R −→ Mod-E and F : Mod-S −→ Mod-F
defined by

D(L) = HomQ(k, L), E(M) = HomR(k,M) and F (N) = HomS(k,N).

These three functors are right adjoints; their left adjoints are given by suit-
able tensor products with the left module k, but we will not introduce special
notation for these functors.

For brevity, we write

Q̂ = HomD(k#Q, k#Q), R̂ = HomE(k
#R, k#R) and Ŝ = HomF(k#R, k#R)

for the completions of Q,R and S, so that we have maps

Q −→ Q̂, R −→ R̂ and S −→ Ŝ.

We then define functors

D : Mod-D −→ Mod-Q̂, E : Mod-E −→ Mod-R̂ and F : Mod-F −→ Mod-Ŝ

by

D(W ) = HomD(k#Q,W ), E(X) = HomE(k
#R, X) and F (Y ) = HomF(k#S, Y ).

Again, these three functors are right adjoints, but we will not need to discuss
their adjoint partners.

Remark 7.1. When R is small over S, as we always assume, the completion
of an R-module agrees with its completion as an S-module (or more precisely
the natural map gives an isomorphism ΛSq∗M ' q∗ΛRM). Accordingly, we
will simplify the notation and use Λ in both cases.

7.C. Finite generation is independent of complete Gorenstein nor-
malization. We show in this section that finite generation is independent
of the chosen Symmetric Gorenstein Context provided our rings are com-
plete. This considerably extends the results of Section 4 in our main case of
interest.

Proposition 7.2. Suppose we are given q : S −→ R with R small over S,
and both R and S g-regular and complete. Provided S −→ R is relatively
Gorenstein, an R-module M is R-small if and only if q∗M is S-small.

Proof. We have assumed R is g-regular. Thus k |= E . Since k is an F -
module, F ` k over F , and hence over E by restriction. Hence j∗F ` E so,
since F and E are small over E , we see j∗F |= E by Thomason’s Localisation
Theorem [25, Theorem 2.1].
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Now consider an R-module M . Since S |= R, it is clear that if R |= M
(over R and hence over S by restriction) then S |= q∗M .

On the other hand, suppose S |= q∗M . We then see that as F -modules

FS |= Fq∗M ' j∗EM = F ⊗E EM,

where the first equality is via Lemma 8.3 below. This then remains true
after applying j∗, and since j∗F |= E ,

j∗F ⊗E EM |= E ⊗E EM ' EM.

In fact

j∗FS = j∗HomS(k, S) ' HomR(k,HomS(R, S)) = E HomS(R, S).

Thus
E HomS(R, S) |= EM,

and we may apply E to see

Λ HomS(R, S) = EE HomS(R, S) |= EEM = ΛM,

so that in the relatively Gorenstein case, the completion of R finitely builds
the completion of M . Since S is complete by hypothesis and q∗M is small,
q∗M is complete over S and hence M is complete over R which is, by as-
sumption, itself complete. Thus R builds M as claimed. �

Corollary 7.3. If R is complete, any relatively Gorenstein normalization
q : S −→ R, such that S is complete, defines the same notion of finite gen-
eration.

Proof. Suppose we have two such relatively Gorenstein normalizations S1 −→
R and S2 −→ R. We have a commutative diagram

S1 × S2

��

// S1

��
S2

// R

of ring spectra. Given an R-module M , this is small over S1 if and only if
it is small over S1 × S2 by Proposition 7.2, and similarly it is small over S2

if and only if it is small over S1 × S2. Accordingly it is small over S1 if and
only if it is small over S2 as required. �

This permits us to understand small objects over g-regular rings in con-
siderable generality.

Corollary 7.4. Let S be a complete and g-regular augmented ring spectrum.
Suppose that S admits a relatively Gorenstein normalization T −→ S such
that T is complete and coefficient-regular. Then an S-module N is small if
and only if N∗ is finitely generated over S∗.
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Accordingly, if q : S −→ R is normalization of a ring spectrum R then

Dq−b(R) = Df (R) = {M |M∗ is finitely generated over R∗}.

Proof. Let us choose T −→ S a complete coefficient-regular normalization
as in the statement, and recall that by definition (see 4.A) T∗ is noetherian.
Since S is small over T it follows that S∗ is a finitely generated T∗-module
and hence S∗ is itself noetherian. Thus if N is small over S the homotopy
N∗ is finitely generated over S∗.

On the other hand we suppose N∗ is finitely generated over S∗. Then since
S∗ is finitely generated over T∗, the module N∗ is finitely generated over T∗,
and as observed in Subsection 4.A N is small over T . By Proposition 7.2
the S-module N is also small. �

It is worth making one special case explicit.

Example 7.5. If G is a finite p-group then a C∗(BG)-module M is small
if and only if M∗ is finitely generated over H∗(BG). This follows from
Corollary 7.4 applied to the normalization discussed in Section 6.G, i.e. the
map C∗(BU(n)) −→ C∗(BG) induced by a faithful representation G −→
U(n).

8. Commutation relations

Assuming a Symmetric Gorenstein Context, as in Definition 6.2 whose
notation we follow, we have defined, in Section 7.B, six functors D,E, F
D,E, F relating a number of module categories. These satisfy a large num-
ber of commutation relations, that we describe in this section. As these
commutativity relations might be of interest in more general situations we
are precise about exactly what is used at each step.

Theorem 8.1. Given a Symmetric Gorenstein Context, we have eight com-
mutation relations between our functors, summarized by the fact that the
eight squares in the following diagrams commute.

Mod-S
F // Mod-F F // Mod-Ŝ

Mod-R
E //

q∗

OO

Mod-E E //

j∗

OO

Mod-R̂

q̂∗

OO

Mod-Q
D //

p∗

OO

Mod-D D //

i∗

OO

Mod-Q̂

p̂∗

OO
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Mod-S
Σ−aSF//

q∗

��

Mod-F ΣaSF //

j∗

��

Mod-Ŝ

q̂∗
��

Mod-R
Σ−aRE//

p∗

��

Mod-E ΣaRE //

i∗

��

Mod-R̂

p̂∗
��

Mod-Q
Σ
−aQD// Mod-D Σ

aQD // Mod-Q̂

We recall that R̂ is the completion of R, and so on for the other ring
spectra, and q̂ : Ŝ −→ R̂ is the map induced on completions by q : S −→ R,
and so on for the other maps.

Remark 8.2. We note that there are no suspensions in the top diagram,
and that in the lower diagram each of the functors has a shift equal to plus or
minus the Gorenstein shift of the two rings in the relevant row. For instance,
this corresponds to the fact that we have aq = aS − aR.

The strategy of proof is to prove that the upper two squares in the first
and second diagram commute. The commutation of the lower two will then
follow by using the symmetry of the Symmetric Gorenstein Context.

The arguments for commutation of the two squares are similar for the first
and second diagrams, but in view of the suspensions, some differences are
inevitable.

8.A. The diagram without suspensions. We will show that the top two
squares in the top diagram commute (i.e., those involving q∗ and j∗ and the
Morita functors).

We remark that the two horizontal composites are completion by the dis-
cussion in Section 7, and by Remark 7.1 the two completions are compatible
under restriction, i.e. the outer rectangle commutes.

8.B. The top left hand square.

Lemma 8.3. The top left hand square commutes in the sense that for any
R-module M we have a natural equivalence

j∗EM
'−→ F (q∗M).

Proof. We have

j∗EM = HomR(k,M)⊗E HomS(k, k) ' HomR(k,M)⊗E HomR(R⊗S k, k),

and there is a natural evaluation map to

HomR(R⊗S k,M).
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Indeed, we have a map

HomR(k,M)⊗E HomR(T, k) −→ HomR(T,M)

for any R-module T . It is evidently an isomorphism when T = k and hence
for any module finitely built from k. In particular this applies to T =
R⊗S k, which is finitely built by k as in the proof of Lemma 5.1, to give an
isomorphism

j∗EM ' HomR(k,M)⊗E HomR(R⊗S k, k) ' HomR(R⊗S k,M).

It then just remains to note that HomR(R ⊗S k,M) ' HomS(k, q∗M) =
F (q∗M). �

8.C. The top right square. For the right hand square one needs to use a
little more. Of course, the conditions we require hold in the case of principal
interest i.e. the Symmetric Gorenstein Context.

Proposition 8.4. Suppose R and S are Gorenstein and S −→ R is relatively
Gorenstein. For an E-module X there is a natural equivalence

q̂∗EX
'−→ Fj∗X.

Proof. We begin by noting that if HomS(R, S) ' ΣaqR then

k#R ' HomR(k,Σ−aq HomS(R, S)) ' Σ−aq HomS(k, S) = Σ−aqk#S.

Thus in particular, the E-module k#R is the restriction of the F -module
Σ−aqk#S.

We have

Fj∗X = HomF(k#S, X ⊗E F),

and

q̂∗EX = q̂∗HomE(k
#R, X) ' HomF(Σ−aqk#S,HomE(F , X)).

Now, we have a natural equivalence

ΣaqX ⊗E HomE(F , E)
'−→ Σaq HomE(F , X),

where the equivalence uses the fact (Lemma 5.2) that F is small over E . Fi-
nally, Σaq HomE(F , E) ' F , since j is relatively Gorenstein and the claimed
identification follows. �

8.D. The diagram with suspensions. The first row of the second diagram
relates q∗ and j∗, and by contrast with the first, this one involves suspensions.

The functors E and F include implicit restrictions Mod-R̂ −→ Mod-R,
Mod-Ŝ −→ Mod-S, which are the identity if we assume R and S are com-
plete.

We first deal with the composites.
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Lemma 8.5. We have a natural isomorphism

FFY ' Y

for F-modules Y and a natural equivalence

EEX ' HomE(k
#R ⊗R k,X)

for E-modules X. When k#R ' k#E this is completion.

Proof. We calculate directly that

EEX = HomR(k,HomE(k
#R, X)) ' HomE(k

#R ⊗R k,X),

and similarly for FFY . We note that there is always a natural map

k#R ⊗R k = HomR(k,R)⊗R k −→ HomR(k, k) = E ,

but we only know it is an equivalence if k is small over R. Since S is g-regular,
the corresponding map is an equivalence for S which shows FFY ' Y . �

8.E. The top left square. The next relation is straightforward.

Lemma 8.6. Assume that R and S are Gorenstein and S −→ R is relatively
Gorenstein of shift aq.

For any S-module N we have a natural equivalence

j∗FN ' ΣaqEq∗N.

Proof. We have

Eq∗N = HomR(k,R⊗S N).

On the other hand

j∗FN = j∗HomS(k,N) ' HomR(k,HomS(R,N)).

The relation then follows since R is small over S, so that

HomS(R,N) ' HomS(R, S)⊗S N ' ΣaqR⊗S N.

�

8.F. The top right square. The final square is a little trickier.

Lemma 8.7. Assume that R and S are Gorenstein and S −→ R is relatively
Gorenstein of shift aq.

For any F-module Y we have a natural equivalence

q̂∗FY
'−→ Σ−aqE(j∗Y ).
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Proof. First, we note that since q is relatively Gorenstein, j∗k#S ' Σaqk#R:

k#S = HomS(k, S) ' HomR(k,HomS(R, S)) ' Σaqk#R.

In particular

R̂ = HomE(k
#R, k#R) ' HomE(j

∗k#S, j∗k#S).

Thus, we find

q̂∗FY = HomE(j
∗k#S, j∗k#S)⊗Ŝ HomF(k#S, Y )

' HomF(j∗k#S ⊗E F , k#S)⊗Ŝ HomF(k#S, Y ).

There is a natural evaluation map to

HomF(j∗k#S ⊗E F , Y ) ' HomE(Σ
aqk#R, j∗Y ) ' Σ−aqEj∗Y.

As in the proof of Lemma 8.3 it suffices to show that k#S |= k#R ⊗E F .
Since k#S = FS it suffices to show that k#R ⊗E F is the image of a small
S-module under F , and in fact we show it is F (R).

For this (recalling from Lemma 5.1 that k |= R⊗S k for the third equiva-
lence), we compute that

k#R ⊗E F = HomR(k,R)⊗E HomS(k, k)
' HomR(k,R)⊗E HomR(R⊗S k, k)
' HomR(R⊗S k,R)
' HomS(k,R)
= F (R).

�

8.G. The symmetric counterparts. We have so far shown that the top
two squares in the two diagrams commute. In other words, we have estab-
lished four relations:

Fq∗M ' j∗EM

Fj∗Y ' q̂∗EY

Ej∗Z ' ΣaS−aR q̂∗FZ

j∗FN ' ΣaS−aREq∗N

In the symmetric context we obtain some more by replacing S −→ R by
D −→ E (and hence F ←− E by Q←− R).

In giving the symmetric relations, we need to bear in mind that EM =
HomR(k,M) corresponds to

E
′
Y = HomE(k, Y ) ' ΣaR HomE(k

#R, Y ) = ΣaREY
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and EY = HomE(k
#R, Y ) corresponds to

E ′M = HomR(k#E ,M) ' Σ−aE HomR(k,M) = Σ−aEEM.

This allows us to establish the commutation of the lower two squares in the
two diagrams, expressed as equations in the following lemma.

Lemma 8.8. In a Symmetric Gorenstein Context, there are natural isomor-
phisms for X ∈ Mod E, Y ∈ ModQ, M ∈ ModR, and N ∈ ModD

ΣaDDi∗X ' ΣaE p̂∗EX

Σ−aDDp∗M ' Σ−aE i∗EM

Ep∗L ' i∗DL

p̂∗DN ' Ei∗N

Proof. Applying Lemma 8.3, Proposition 8.4, Lemma 8.7 and Lemma 8.6 to
the Morita counterparts, we obtain

D
′
i∗X ' p̂∗E

′
X

D′p∗M ' i∗E ′M

E ′p∗L ' ΣaD−aE i∗D
′L

p̂∗D
′
N ' ΣaD−aEE

′
i∗N

Inserting appropriate suspensions, recalling that Morita counterparts have
the same shift (i.e., aR = aE etc), and that Gorenstein ascent gives aR =
aS + aQ, we obtain the stated results. �

9. Morita equivalences and singularity categories

We have now introduced all the apparatus necessary to prove our main
result, which gives an equivalence of the bounded derived categories of Morita
counterparts occuring in a Symmetric Gorenstein Context. As a consequence
we can describe how singularity categories behave under Morita equivalence
(or Koszul duality if the reader prefers).

9.A. An equivalence of bounded derived categories. Let us suppose
we are given a Symmetric Gorenstein Context (see Definition 6.2, and see
Section 7.B for the relevant functors) consisting of cofibre sequences

S
q−→ R

p−→ Q

and

F j←− E i←− D
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where R, S, E , and D are assumed complete. We have defined analogues of
the bounded derived category for R and E , namely

Dq−b(R) = D(R =|q∗S) and Di−b(E) = D(E =|i∗D)

and seen in Corollary 7.3 that in fact under mild hypotheses (see Proposi-
tion 7.2) these subcategories do not depend on the chosen normalizations.

In this section we prove our main theorem:

Theorem 9.1. Suppose we are given a Symmetric Gorenstein Context as
above with R, S,D and E complete. Then

E = HomR(k,−) : Mod-R −→ Mod-E
and

E = HomE(k
#R,−) : Mod-E −→ Mod-R

restrict to quasi-inverse equivalences

Dq−b(R) = D(R =|q∗S) ' D(E =|i∗D) = Di−b(E).

The first matter of business is to check that E and E both restrict to
functors between the bounded derived categories. We will state the necessary
lemmas for both cofibre sequences, but we will only prove them for the one
involving S,R, and Q; in all cases the proofs are, mutatis mutandis, the
same.

Lemma 9.2. Let M be an R-module such that q∗M is small over S. Then
p∗M is finitely built by k. Similarly if X is an E-module such that i∗X is
small over D, then j∗X is finitely built by k.

Proof. Suppose M is as given. Then we have

(S � q∗M)⇒ (k ' k ⊗S S � k ⊗S q∗M ' Q⊗RM = p∗M).

�

Lemma 9.3. Let M be an R-module such that p∗M is finitely built by k.
Then i∗EM is small over D. Similarly, if X is an E-module such that j∗X
is finitely built by k then q∗EX is small over S.

Proof. Let M be as in the statement. Then we have

(k � p∗M)⇒ (D = Dk � Dp∗M ' i∗EM)

(up to suspensions which are irrelevant for statements about building), where
the last isomorphism above is via Theorem 8.1. �

Thus E and E restrict to functors

D(R =|q∗S)
E //oo
E

D(E =|i∗D) .

It just remains to check they are inverse to one another on these categories.
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Proof of Theorem 9.1. Since R is complete, the composite EE is the identity
on R-modules M with q∗M small over S. Indeed, if

(S |= q∗M)⇒
(
ΛS = FFS |= FFq∗M ' q∗EEM

)
.

Since S is complete FFS = ΛS ' S, so the above yields that q∗EEM is
finitely built by S. Completeness of S also tells us that FF is equivalent
to the identity on small S-modules. It follows that if we apply q∗ to the
completion M −→ EEM = ΛM then it is an equivalence. However q∗

reflects isomorphisms so M ' EEM as required.
On the other hand suppose X is an E-module with i∗X small over D. In

ModD we have

DD(D) = D(HomD(k#Q,D))

' Σ−aQD(k#D)

' Σ−aQ+aDD(k)

' D

where we have used aQ = aD. Thus DD is the identity on objects finitely
built by D. By the analogue of Remark 7.1(i) or using the relations from
Theorem 8.1 we see that restriction and completion commute for X and so

i∗EEX −→ i∗X

is an isomorphism. Since i∗ reflects isomorphisms this shows EEX −→ X is
already an isomorphism. Thus EE is isomorphic to the identity on D(E =
|i∗D) and so we have the claimed equivalence

D(R =|q∗S) ' D(E =|i∗D).

�

9.B. Singularity and cosingularity categories. Let us now formally in-
troduce singularity and cosingularity categories and record the consequence
of our theorem for their behaviour under Morita equivalence.

The singularity category of an ordinary ring R is designed to measure how
far R is from being regular. It is defined as the Verdier quotient of the
bounded derived category by the complexes finitely built by R:

Dsg(R) :=
Db(R)

Dc(R)
.

Definition 9.4. Accordingly, for a potentially more exotic ring R together

with a normalization S
q−→ R, we define

Dq−sg(R) :=
Dq−b(R)

Dc(R)
=

D(R =|q∗S)

D(R =| R)
.
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Again this provides a measure of how far R is from being g-regular, al-
though this is made more subtle by the involvement of normalizations.

Lemma 9.5. If there exists a normalization S
q−→ R such that we have

Dq−sg(R) ' 0 then R is g-regular. On the other hand, if R is g-regular and

complete then for every relatively Gorenstein normalization S
q−→ R, such

that S is complete, we have Dq−sg(R) ' 0.

Proof. First suppose there exists an S
q−→ R such that Dq−sg(R) ' 0. Then,

since k is small over S, it certainly lies in D(R =|q∗S) and thus must be killed
upon the passage to the singularity category. This says precisely that k is
small over R i.e. R is regular.

The second statement is a direct consequence of Proposition 7.2. �

Given that we work with augmented ring spectra it is natural to introduce
the dual notion.

Definition 9.6. We say R is coregular if it is finitely built from k in the
sense that

R ∈ thick(k) ⊆ D(R).

We then define the cosingularity category to measure how far R is from
being coregular.

Definition 9.7. The cosingularity category of R with respect to the nor-
malization q is

Dq−cosg(R) :=
Dq−b(R)

D(R =| k)
=

D(R =|q∗S)

D(R =| k)
.

Again this idea of measuring can be made somewhat precise.

Lemma 9.8. If there exists a normalization S
q−→ R such that we have

Dq−cosg(R) ' 0 then R is coregular.

Proof. If the cosingularity category vanishes then, since R is an object of
D(R =|q∗S), we see k |= R i.e. R is coregular. �

Remark 9.9. Inspired by noncommutative algebraic geometry, the cosingu-
larity category could also be viewed as an analogue of the bounded derived
category of coherent sheaves on the “projective scheme” associated to R, i.e.
we might think in terms of an equation Db(Proj(R)) := Dcosg(R).

Again, in view of Corollary 7.3, amongst normalizations q : S −→ R giving
a Symmetric Gorenstein Context with both rings complete, these categories
are both independent of q, and we simply write Dsg(R), Dcosg(R) in this case.



MORITA THEORY AND SINGULARITY CATEGORIES 39

9.C. Morita functors and singularity categories. As one might expect
from Koszul duality, taking Morita counterparts switches the roles of the
singularity and cosingularity categories.

Theorem 9.10. Suppose R, S, E, and D are complete Gorenstein, R and

k are small over S and S
q−→ R is relatively Gorenstein. Then E and E

induce equivalences

Dq−sg(R) =
D(R =|q∗S)

D(R =| R)
' D(E =|i∗D)

D(E =| k)
= Di−cosg(E)

and

Dq−cosg(R) =
D(R =|q∗S)

D(R =| k)
' D(E =|i∗D)

D(E =| E)
= Di−sg(E).

Proof. Given the equivalence of Theorem 9.1 this comes down to checking
the thick subcategories we wish to take quotients by are identified. We first
note that since R and k are small over S, and E and k are small over D,
both expressions make sense. It then just remains to note that

E(R) ' ΣaRk E(k) ' E
E(k) ' Σ−aRR E(E) ' k.

�

10. Examples

This section gives a number of examples illustrating the main theorem
in the various contexts we have kept in mind throughout. First of all, we
begin with the situation that R is itself regular. In that case we can take
S = R and so our Symmetric Gorenstein context is R −→ R −→ k and
E ←− E ←− k. Of course, in this situation

Dsg(R) ' 0 ' Dcosg(E).

However, we do obtain non-trivial equivalences

Db(R) ' Db(E) and Dcosg(R) ' Dsg(E).

Despite the strong assumption on R there are several important examples.

Example 10.1. (Koszul duality) Returning to Example 6.E we could take
R = Λ a Gorenstein Koszul algebra of finite global dimension viewed as a
DG-algebra with trivial differential. In this case E ' Λ! is also formal and
we recover Koszul duality in this setting:

Db(Λ) ' Db(Λ!) and Dcosg(Λ) ' Dsg(Λ!).
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There are many concrete examples: for instance we could take for R =
k[x0, . . . , xn] a graded polynomial ring and then get for E an exterior alge-
bra Λ(τ0, . . . , τn), as in the classical BGG correspondence, or we could take
R = k〈a1, . . . , an〉/(a2

1 + a2
2 + · · · + a2

n) where k〈a1, . . . , an〉 denotes the free
algebra on the ai with the standard grading, which is also Koszul of finite
global dimension, and find that E is quasi-isomorphic to the graded ring
k[x1, . . . , xn]/(xixj, x

2
i − x2

j | i 6= j) viewed as a DG-algebra.

Example 10.2. (Ginzburg DGAs) We could fix a quiver with potential
(Q,w) and take forR the smooth DG-algebra Γ(Q,w), known as the Ginzburg
DGA. We refer to [20] for further details and the fact that Γ(Q,w) is bimod-
ule Calabi-Yau and hence Gorenstein. In this case, the cosingularity category
of Γ(Q,w) is called the (generalised) cluster category C(Q,w) associated to our
quiver with potential [3, Definition 3.5]. Theorem 9.10, slightly generalized
by replacing k by a semisimple ring, gives an alternative description of the
generalized cluster category:

C(Q,w) ' Dcosg(Γ(Q,w)) ' Dsg(E).

Example 10.3. We may take R to be a complete discrete valuation ring
with residue field Fp and function field K. This gives E with E∗ = ΛFp(τ−1)
(as shown in [13] this gives all such E up to quasi-isomorphism). We then
find

Dsg(E) ' Dcosg(R) =
Db(R)

thick(Fp)
' Db(K),

where thick(Fp) = Db(R =|Fp) can also be described as the full subcategory
consisting of objects supported just at the maximal ideal of R.

Example 10.4. (Rational spaces) We may take R = C∗(X;Q), k = Q for
any Gorenstein rational space X (in this context, R being Gorenstein coin-
cides with the definition of [15] ). As in Example 3.3, the Eilenberg-Moore
theorem gives E ' C∗(ΩX;Q). By Noether normalization, H∗(X) is finite
over a polynomial subring and we may choose a map X −→ B with B a
product of even Eilenberg-MacLane spaces with finite fibre F , and this gives
a Symmetric Gorenstein Context. As C∗(B) is coefficient-regular we know,
from Proposition 4.3, that

Df(C∗(X)) = {M ∈ D(C∗(X)) | H∗(M) is finitely generated over H∗(X)}
= D(C∗(X) =|C∗(B))

We then find

Dsg(C∗(X)) =
Df(C∗(X))

Dc(C∗(X))
' D(C∗(ΩX) =|C∗(ΩF ))

thick(Q)
= Dcosg(C∗(ΩX)).
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Dcosg(C∗(X)) =
Df(C∗(X))

thick(Q)
' D(C∗(ΩX) =|C∗(ΩF )))

Dc(C∗(ΩX))
= Dsg(C∗(ΩX)).

Example 10.5. (Representation theory) We may take R = C∗(BG) for G a
p-group, since we have observed this is g-regular. We note that E ' kG and
Dsg(kG) = Db(kG)/Dc(kG) is the stable module category, so our theorem
shows

Dcosg(C∗(BG)) ' stmod(kG).

It may be worth displaying here the correpondences amongst categories
of C∗(BG)-modules and kG-modules. Here Dtors(C

∗(BG)) denotes the full
subcategory consisting of C∗(BG)-modules with homotopy that is torsion
with respect to the ideal H>0(BG). Our equivalence of bounded derived
categories is the final row, whereas the top equivalence is proved in [6, 7.4]
and the middle equivalence follows easily.

LocC∗(BG)(k) Dtors(C
∗(BG)) oo

' // D(kG) LockG(kG)

thickC∗(BG)(k) Db
tors(C

∗(BG))
?�

OO

� _

��

oo ' // Dc(kG)
?�

OO

� _

��

thickkG(kG)

thickC∗(BG)(C
∗(BG)) Db(C∗(BG)) oo

' // Db(kG) thickkG(k)

To see this makes sense, note that since G is a p-group k |= kG and
C∗(BG) |= k. In particular, Db(C∗(BG)) = Dc(C∗(BG)).

We next consider more general finite groups; in this case C∗(BG) is gen-
erally not g-regular.

Example 10.6. We may consider R = C∗(BG) even if G is not a p-group,
and this gives a large class of examples which formed a major motivation for
our work. In this case we may use the normalization arising from a faithful
representation G −→ U(n) (cf. Example 3.12). Since H∗(BU(n)) is polyno-
mial, we see from Lemma 4.2 that a C∗(BG)-module is finitely generated if
and only if H∗(M) is finitely generated over H∗(BG). As in Example 10.4
we denote the full subcategory of such modules by Df(C∗(BG)).

However the ring E ' C∗(Ω(BG∧p )) (see Example 3.4) is usually not finite
dimensional. In any case the counterpart of the previous example is

Dcosg(C∗(BG)) =
Df(C∗(BG))

Df
tors(C

∗(BG))
' Dsg(E),

where Df
tors(C

∗(BG)) denotes the full subcategory consisting of modules with
finitely generated torsion homology. The right hand side may perhaps de-
serve the name stmod(E).
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Now that C∗(BG) is usually not g-regular, the equivalence

Dsg(C∗(BG)) =
Df(C∗(BG))

Dc(C∗(BG))
' Dcosg(E)

is also of potential interest.

Example 10.7. We could look at the very simple example of a finite cyclic
group C of order n. Embedding C in the circle group T we obtain a fibration

BT←− BC ←− T/C ←− T←− C ←− Ω(T/C)←− ΩT.
If we suppose C is a p-group, i.e. a cyclic group of prime power order, this
is also a p-adic fibration (i.e., a fibration after p-adic completion).

Thus, taking k of characteristic p and S = C∗(BT) as normalization of
R = C∗(BC) we find Q = C∗(T/C) and

F ←− E ←− D
is

C∗(T)←− C∗(C)←− C∗(ΩT/C),

or algebraically

Λ[τ ]←− k[t, t−1]/(tn − 1)←− k[t, t−1].

We thus see the singularity and cosingularity categories are completely alge-
braic:

Dsg(C∗(BC)) ' Dcosg(k[t, t−1]/(tn − 1)) =
Db(k[t, t−1]/(tn − 1))

thick(k)

and

Dcosg(C∗(BC)) ' Dsg(k[t, t−1]/(tn − 1)) =
Db(k[t, t−1]/(tn − 1))

Dc(k[t, t−1]/(tn − 1))
.

Since k[t, t−1]/(tn−1) is a finite dimensional algebra, it is coregular, and the
first of these is trivial. However it is not regular, so the second is not.

Example 10.8. As a more complicated variant, we pick an odd prime p
and suppose q is such that q|(p − 1) (q need not be prime). We may then
form the semi-direct product G = Cp o Cq and take k = Fp. In this case a
generator of Cq acts onH1(BCp) = Hom(Cp, k) (and hence also on H2(BCp))
as multiplication by a primitive qth root of 1. Thus

H∗(BG) = H∗(BCp)
Cq = [k[x2]⊗ Λk(τ1)]Cq = k[X2q]⊗ Λk(T2q−1)

where X = xq and T = xq−1τ .
If q = 2 then G = D2p is a dihedral group and has a faithful representation

ρ in U(2). This does not map into SU(2), but if we complete at p then the
map

BG −→ BU(2)
Bdet−→ BU(1)
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is null since BG is p-adically (2q−2)-connected, and hence we obtain a map
BG −→ BSU(2). Here the second Chern class c2 maps non-trivially since
H∗(BG) is finite over H∗(BU(2)) and hence we have a p-adic fibration

S3 −→ BD2p −→ BSU(2).

More generally we start with the natural map BCp −→ BU(1) and take
homotopy Cq fixed points to obtian

BG = (BCp)
hCq −→ BU(1)hCq = BS2q−1

where S2q−1 is the p-adic sphere considered as an H-space. In cohomology
this is

k[X]⊗ Λk(T )←− k[X]

so we have a p-adic fibration

S2q−1 −→ BG −→ BS2q−1.

Taking cochains we obtain

Q←− R←− S,

and notice it satisfies the hypotheses of Proposition 6.7 to get a Symmetric
Gorenstein Context.

The Eilenberg-Moore theorem shows immediately that

H∗(D) = H∗(ΩS
2q−1) = Fp[Y2q−2],

H∗(E) = H∗(Ω(BG∧p )) = Fp[Y2q−2]⊗ Λ(U2q−1),

H∗(F) = H∗(S
2q−1) = Λ(U2q−1).

In particular both R and E have polynomial normalizations, so that finitely
generated modules are those whose homology is finitely generated over the
coefficients. We learn from Theorem 9.10 that

Dsg(C∗(BG)) ' Dcosg(C∗(Ω(BG∧p )))

and

Dcosg(C∗(BG)) ' Dsg(C∗(Ω(BG∧p ))).

We will describe the actual category elsewhere.

The above examples all have periodic cohomology. We turn to a related
rank 2 example.

Example 10.9. We take the faithful representation of A4 in SO(3), and
note that it gives a 2-adic fibration

BSO(3)←− BA4 ←− S3
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(the notable thing is Poincaré’s result that the fibre is a 2-adic sphere; for this
and more details of the calculation, see [7, Example 13.3]). Taking cochains
to get

S −→ R −→ Q

this corresponds to a hypersurface.
The Eilenberg-Moore spectral sequence converges, so

F ←− E ←− D
is obtained by taking chains of

SO(3)←− X ←− ΩS3

where
X = Ω((BA4)∧2 ).

We have
H∗(SO(3)) = Λ(τ1, τ2),

H∗(ΩS
3) = k[x2]

and
H∗(X) = Λ(σ1)⊗ k〈α2, β2〉/(α2, β2).

We see that the spectral sequence of the fibration collapses and so the map

H∗(ΩS
3) −→ H∗(X)

is non-trivial and by symmetry x maps to α + β.
We conclude

Dsg(C∗(BA4)) ' D(C∗(X) =|i∗C∗(ΩS3))

Df(C∗(X))
.

Example 10.10. There is another family of examples along the lines of Ex-
ample 10.5, which give a partial answer to a question of A.J.Baker (private
communication). This involves certain important objects of homotopy the-
ory. We will not attempt a full introduction, but give references to where
the reader can find further background. From the point of view of this pa-
per, these are just connective commutative ring spectra whose homology
and cohomology are as described below in terms of subalgebras of the mod
2 Steenrod algebra A.

We take k = F2 and work in a 2-complete setting so that Z denotes the
2-adic integers and R is the 2-completion of one of the ring spectra

• ku, connective complex K-theory, with coefficients ku∗ = Z[v] where
v is the Bott element of degree 2
• ko, connective real K-theory
• tmf1(3) topological modular forms with level structure (also known

as BP 〈2〉). This has coefficients tmf1(3)∗ = Z[v1, v2] where v1 is of
degree 2 and v2 is of degree 6.
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• tmf , topological modular forms

Beyond the coeffients of ku and tmf1(3) we will use two significant facts.

• There is a ring map ko −→ ku and there is an equivalence of ko-
modules ku ' ko ∧ (S0 ∪η e2). (Connective version of Wood’s Theo-
rem, [8, Lemma 4.1.2]).
• There is a ring map tmf −→ tmf1(3) and there is an equivalence of

tmf -modules tmf1(3) ' tmf ∧ DA(1). where DA(1) is a self-dual
8-cell complex with cells in dimensions 0, 2, 4, 6, 6, 8, 10, 12. (Hopkins-
Mahowald [22])

Using these facts we see all four rings R are regular. This is obvious
for ku and tmf1(3), from their coefficients. For ko we use regularity of
ku and Wood’s Theorem. For tmf we use regularity of tmf1(3) and the
Hopkins-Mahowald theorem. All four spectra R are bounded below and
each homotopy group is finitely generated as a Z-module, and hence each
spectrum R has a locally finite mod 2 Adams resolution. We deduce that R
and E are equal to their double centralizers in the sense of [10, 4.16].

The interest for us comes from the fact that, E = HomR(F2,F2) has homo-
topy given by the appropriate finite dimensional Hopf subalgebra B of the
mod 2 Steenrod algebra A, namely

E(1) = Λ(Q0, Q1), A(1) = 〈Sq1, Sq2〉,
E(2) = Λ(Q0, Q1, Q2), A(2) = 〈Sq1, Sq2, Sq4〉

respectively. We will explain how to deduce this from well-known calcula-
tions.

In each case the mod 2 cohomology k∗(R) = HomS(R, k)∗ is known to be
a quotient algebra of k∗(k) = HomS(k, k)∗, since k∗R = A⊗B k:

• H∗(ku;F2) = A⊗E(1) F2 [1]
• H∗(ko;F2) = A⊗A(1) F2 [2, Part III, 6.6]
• H∗(BP 〈2〉;F2) = A⊗E(2) F2 [33, Proposition 1.7]
• H∗(tmf ;F2) = A⊗A(2) F2 [19, 22]

We use these calculations to deduce that E∗ = B. First note that HomR(k, k) '
Homk⊗R(k ⊗ k, k), and hence there is a spectral sequence

Ext∗,∗k∗R(k∗k, k)⇒ π∗(HomR(k, k)).

Since k∗R −→ k∗k is injective by the quoted calculations, and a map of
commutative Hopf algebras, k∗k = A∗ is free over k∗R and the spectral
sequence collapses to show

E∗ = π∗(HomR(k, k)) = Homk∗R(A∗, k) = B.

The following more general structural statement helps make sense of this.
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Lemma 10.11. If R −→ k is proxy-regular and R is bounded below then
there is a cofibre sequence

HomR(k, k) −→ HomS(k, k) −→ HomS(R, k)

of algebras augmented over k.

Proof. First we note HomS(k, k) = HomR(k,HomS(R, k)). Next, we note
R −→ k is proxy regular and hence by [10, 6.10] there is an equivalence

HomR(k,HomS(R, k))⊗HomR(k,k) k ' Cellk HomS(R, k) ' HomS(R, k),

where the k-cellularity of HomS(R, k) comes from the fact that it is locally
finite and bounded above. �

Remark 10.12. We see that in our case the homotopy of the cofibre se-
quence in Lemma 10.11 is the multiplicative short exact sequence

B −→ A −→ A⊗B k.

It would be nice to reverse the argument we have given: the map HomS(k, k) −→
HomS(R, k) is surjective in homotopy since k∗R = A ⊗B k, and hence the
spectral sequence of the cofibre sequence in Lemma 10.11 collapses. Hence
HomR(k, k) −→ HomS(k, k) is injective and E∗ ∼= B as required. However
the relevant properties of the spectral sequence are not documented.

We may now observe that in this case, Theorem 9.10 states

Dcosg(R) ' Dsg(E),

where Dsg(E) can be viewed as a lifting of stmod(E∗).

Remark 10.13. It seems to be an interesting problem to give criteria weaker
than formality for an equivalence Dsg(A) ' Dsg(H∗(A)). This is probably
fairly rare. For example if A = C∗(BG) for a p-group G then Dsg(A) ' 0
but the cohomology ring H∗(BG) is usually not regular so Dsg(H∗(A)) 6' 0
(the smallest examples are the dihedral and quaternion groups of order 8).

11. Glossary

This section contains a sorted list of key terminology, together with refer-
ences to the appropriate definitions within the text. Entries appear, under
each category, in the order they are defined in the text.
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11.A. Properties of ring spectra and maps. When they are defined in
the same place the relative version of a property is not listed separately.

• g-regular: Section 3.A
• proxy-regular : Definition 3.1
• normalization: Definition 3.7
• coefficient-regular : Definition 4.1
• coefficient-normalization: Section 4.B
• Gorenstein: Definition 6.1
• strongly Gorenstein normalization: Definition 6.3
• complete: Section 7.A
• coregular : Definition 9.6

11.B. Finiteness properties for modules.

• coefficient-finitely generated : Definition 3.5
• q-finitely generated : Definition 3.8
• locally finitely generated/presented : Definition 4.4
• cohomologically locally finitely generated/presented : Definition 4.5

11.C. The fundamental setup and categories.

• Symmetric Gorenstein Context : Definition 6.2
• Dq−b(R): Definition 3.8
• Dq−sg(R): Definition 9.4
• Dq−cosg(R): Definition 9.7
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