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Abstract

Nitrocellulose (NC) is the base component for many modern day propellants and explosives,

as well as for everyday items such as printing inks, paint and lacquer coatings. Despite its

early beginnings as the first man-made plastic, the decomposition pathways from the bulk

material to the products observed from its ambient ageing are still not fully understood.

Knowledge of these processes are of critical importance when considering the conservation

of NC artefacts, refinement of product formulations, predictions of shelf life and safety

improvements.

In this study, the dominant degradation pathways of NC were investigated using

quantum mechanics (QM) methods to probe the mechanisms leading to the initial cleav-

age of nitrate groups from the cellulosic backbone. The NC structure was truncated from

a polymer chain to monomer, dimer and trimer units. Density functional theory methods

(DFT) were used to study the mechanistic detail at individual nitrate sites. Comparison of

differently sized units using the quantum theory of atoms in molecules (QTAIM), analysis

of the electrostatic potential (ESP) surface and partial charges showed that the most suitable

approximation for study of the decomposition reactions was the β-glucopyranose monomer,

bi-capped with methoxy groups.

The primary thermolytic and hydrolytic denitration routes were explored using

transition state (TS) searches and potential energy surface (PES) scans. It was found that

the thermolytic behaviour of the NC denitration step matched that of a well studied nitrate

ester, pentaerythritol tetranitrate (PETN). The hydrolytic scheme for nitrate cleavage was

studied, finding that protonation at the bridging oxygen site was the most likely to lead to

denitration. It was not possible to isolate a TS for the hydrolytic reaction, though a number

of coordination schemes were tested.

Key secondary processes beyond nitrate cleavage were examined to determine the fate

of nitrogen in the system and the cause of the transition from a first order reaction rate
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to autocatalytic decomposition. The energies of reactions in three different decomposition

schemes proposed in literature were compared. Ethyl nitrate was used as a test system

before extension to the NC monomer. New reaction pathways for decomposition were

constructed using the reactions posed in the literature studies. The new schemes revealed

that •NO2 was the most likely cause for the experimentally observed autocatalytic rate of

degradation.



Impact Statement

This study examines the degradation properties of NC, shedding light on the mechanistic

details of decomposition that are yet currently either unknown, or are unclear in existing

literature. NC is used in an extensive variety of products, with utilisation in household,

industrial, military and medicinal applications. Improved understanding of the fundamental

chemistry in the degradation of NC could benefit the following key impact areas:

Knowledge & collective benefit

• Broaden understanding and depth of knowledge in the area of NC degradation, with

the view to validate or deconflict competing schemes in literature.

• Improve conservation practices for existing and legacy NC products of cultural value,

such as cinematographic film, artworks and historical munitions with better informa-

tion on environmental conditions most impacting the decomposition pathways.

Environmental

• Inform improved NC disposal methods, avoiding existing harsh chemical and incin-

eration treatments, with opportunity to feed back into other manufacture streams such

as the production of fertiliser.

• Facilitate the design of next generation NC products with lower environmental im-

pact, in terms of durability and recycle-ability, with cleaner industrial processes.

Safety

• Refine guidelines on safety and usage, based on detailed knowledge of the degrada-

tion mechanisms, improving upon current practices based on aggregate experimental

observations.
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Industrial & commercial

• Improve versatility and adaptability in NC production and its product formulations,

in view of varying cellulose feedstock sources due to supply chain fluctuation.

• Streamline industrial processes to specific reactivity requirements, based on detailed

mechanistic considerations regarding shelf life and interaction with other compo-

nents, leading to cost saving and better performance of final product.

Innovation

• Allow the design of new NC products, not limited by crude understanding about the

material shelf life and reactivity, leading to novel applications.
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Chapter 1

Introduction

1.1 A brief history of nitrocellulose

Cellulose is the primary component of plant cell walls and the most abundant polymer in

nature (1, 2). An example is cotton, which is almost entirely comprised of cellulose (3).

It can be considered an almost inexhaustible ingredient in manufacturing. As environmen-

tal concerns drive the shift towards renewable raw materials and carbon neutral industrial

processes, interest and innovation in the use of bio-materials has also skyrocketed (4–6).

Bio-plastic products utilising thin films made of cellulose derivativeshave emerged in the

consumer market offering attractive replacements to traditional crude-oil plastics. These

alternatives provide biodegradable food packing films (4, 7), 3D printing elements (8–11),

wound dressings (12–15) and film-blown plastics, spanning almost the full range of current

applications. Whilst the durability of cellulose-based products may not yet meet that of their

plastic counterparts, they come with the key advantage of compostability. This facilitates

their secondary use as an organic feedstock, such as in fertiliser for agricultural applications,

fostering a circular carbon economy (16, 17).

NC, cellulose nitrate, or “guncotton” is a nitrated cellulose derivative (figure 1.1) that

has been widely used in the manufacture of plastics, inks, propellant formulations and thin

films since its discovery in 1833 by Henri Braconnot (18, 19).

Figure 1.1: The structure of nitrocellulose.
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It was found by Braconnot that when fibres of cellulose in the form of sawdust, cotton,

linen and paper were treated with nitric acid, the product burned rapidly and in the absence

of the thick black smoke that was characteristic of gunpowder of the era (20). He named

this material xyloidine (21). In his Berlin laboratory in 1845, Dr. Schönbein serendipitously

discovered that acid-treated cotton wool burned violently and was the first to obtain a stable

product using a mixture of nitric and sulfuric acids (22). He was granted a U.S. patent the

following year, and variations of his technique are currently still used in the commercial

manufacture of NC (23, 24).

Subsequent progress on the synthesis of stable NC products followed this discovery; key

milestones are given in the timeline:

1855 George Audemars pulls a NC filament from solution of ether and alcohol (23).

1864 Baron Lenk patents a method for producing “improved guncotton” (25), ahead

of fellow Austrian engineer Julian John Revy (26).

1866 British chemist Frederick Abel patents another method for manufacturing NC,

this time removing impurities and generating a more stable product, establish-

ing its commercial importance (27).

1868 John Wesley Hyatt combines NC with camphor to produce one of the first plas-

tics, celluloid. This is later used to make billiard balls, which were previously

made from ivory (23).

1883 Whilst working on an early version of the lightbulb, Joseph Swan develops a

method of extruding nitrocellulose into filaments (23).

1884 Paul Vielle invents the first NC-based smokeless gunpowder (21).

1.1.1 Applications

NC is commonly found in adhesives, paints and lacquer coatings (28, 29). Since

Schönbein’s day, NC has seen applications in dynamite, artificial silks, printing inks and

even in theatre, as the flash paper used in magicians’ shows (30). Reels of historical cine-

matographic film made from NC were notoriously flammable, banned on public transport,

and permitted storage and use only within fire-proof projection boxes (31, 32). Conserva-

tion efforts attempted to preserve these materials via cold storage or duplication onto more

stable cellulose triacetate or polyester films. For heavily deteriorated film, destruction was
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recommended due to fire and safety hazards (31, 33). Today, the information on NC films

is preserved by digitisation (34).

Colloidin, a solution of 6% NC in 70% ether and 24% ethanol (35), is used both in

surgical dressings and in theatrical make-up. To create special effects, a non-flexible variety

of colloidin is applied to skin, which puckers as the solvent evaporates, effectively creating

the appearance of scarred tissue. NC thin films also perform an essential role in research.

Tonkinson and Stillman produced a review on the merits of NC film in blotting practices,

utilised as a microporous membranes in genomic experiments for decades (36, 37). Finding

that it could bind DNA-RNA duplexes in solution, the first application of NC in molecular

biology was as a molecular sieve to separate DNA duplexes from free RNA. Later work

exploited this property to study protein-DNA interactions (38).

Varieties of high %N are used for their energetic properties, such as in rocket fuel and

gun propellants. NC of above 12.5 %N is considered explosive (figures 1.2, fig:cartridge).

The theoretical maximum level of nitration is 14.14 %N. This corresponds to a degree of

substitution (DOS) of three, where each of the three free hydroxyl groups has been replaced

by a nitrate ester (equation 1.1, figure 1.2). In practice, only a maximum of 13.6 - 13.8

%N (DOS=2.9) is routinely achieved though higher, unstable levels of nitration have been

obtained at high temperatures (21).

Degree of substitution (DOS) =
3.6×nitrogen content (%)

31.13−nitrogen content (%)
(1.1)

DOS values do not directly correlate to the exact level of nitration at each monomeric site

Table 1.1: Degree of substitution (DOS) in NC and the corresponding percentage nitrogen by mass
(%N).

DOS %N Description
1 6.76 Cellulose mononitrate
2 11.11 Cellulose dinitrate
3 14.14 Cellulose trinitrate

due to the imprecision during the nitration reaction; the approximate %N corresponding to

each level of nitration is given in table 1.1. A non-integer value for DOS indicates non-

uniform nitration on individual glucopyranose rings throughout the polymer structure.

When NC is the only energetic component in an explosive mixture, it is termed

a single-base propellant. NC mixtures with one or more energetic materials such as
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nitroglycerine (NG), where NG also acts as a plasticiser, are classed as double or triple-base

propellants. Due to the degradation of NC over time, stabilisers are necessary to neutralise

the decomposition products that facilitate further reactions.

The behaviour and ageing of NC within product formulations depends on the structure

and degree of nitration of the material itself, in addition to the environmental and storage

conditions, and interactions with any plasticisers and stabilisers in the product mixture.

Figure 1.2: Left: The percentage nitrogen by mass (%N) of NC corresponding to each degree of
substitution (DOS).
Right: NC with lower levels of nitration play a role in the manufacture of paints and lac-
quer coatings, whilst >12.5%N is used in the production of explosives and propellants.

1.2 Synthesis and structure
Nitrocellulose is derived from the nitration of cellulose. Biological variation in cellulose

has implications on the quality and properties of the NC produced. During synthesis, the

backbone of cellulose is largely preserved (39, 40). Wood pulp and cotton linters are two

major sources of starting material for NC production; though more expensive, cotton linters

are preferred for their uniformity. Cotton sources are usually reserved for the production

of military and industrial grade propellants, with pulps from softwoods used for manufac-

ture of explosives used in blasting and mining operations (41). A polysaccharide cellulose

chain is comprised of glucose units linked via β-1,4-glycosidic bonds, resulting in the al-

ternating orientation of individual monomers. This is then reflected in the synthesised NC

structure (figure 1.3). A single strand of cellulose is estimated to contain between 100 - 200

glucose units, representing a molecular weight (MW) of 20,000-40,000 daltons (23). Each
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monomeric repeat unit in the chain has three hydroxyl groups that form hydrogen bonds

between groups on neighbouring strands. In ordered regions of the cellulose matrix, these

hydrogen bonds allow the chains to arrange in a sheet or fibril structure.

Figure 1.3: Cellulose is converted to NC by a mixture of nitric and sulfuric acids.

For the conversion of cellulose to NC, a common nitrating mixture of nitric and sulfuric

acids is used to generate the nitronium ion (equation 1.2). The nitronium ion is attacked by

the lone pair on the oxygen of the hydroxyl group on cellulose, leading to the formation of

a nitrate ester (equation 1.3 and figure 1.4).

HNO3 +H2SO4 −−⇀↽−− NO +
2 +HSO +

4 +H2O (1.2)

R−OH+NO +
2 +H2O−−→ R−ONO2 +H3O+ (1.3)

where R = cellulosic backbone.

Primary nitrates are those with one non-hydrogen moiety on the carbon, (additional to

the nitrate linkage) with the remaining two bonds linked to hydrogens. Secondary nitrates

are those where the nitrate carbon possess one bonded hydrogen atom, and two further non-

hydrogen moieties. Carbon centres of tertiary nitrates possess no attached hydrogen and are

usually sterically hindered, but as a result strongly stabilise the formation of carbocations,

favouring mononucleic mechanistic pathways. When counting from the oxygen of the ring,

fully nitrated NC possesses a primary nitrate ester at carbon 6. Secondary nitrate esters are

joined to the ring at carbon positions 2 and 3.

The infra-red spectroscopy (IR) and 13C nuclear magnetic resonance spectroscopy

Figure 1.4: Nitration of cellulose by the nitronium ion.
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(NMR) studies coupled with roentgenographs (x-ray imaging) of the NC structure at dif-

ferent levels of nitration showed that the cellulose backbone becomes more ordered with

accumulating levels of nitrogen (42). Globular structures in bulk NC with 8 %N are con-

verted to fibrils as the nitrogen content increased. A relatively high degree of ordering within

the bulk is observed at 13%N, facilitating significant interaction between chains, contribut-

ing to increased hydrogen bonding. In the disordered regions of the structure the hydroxyl

groups may be free or only weakly bonded, without a long-range hydrogen bonding net-

work. Water may also more easily interact with these hydroxyl groups in the disordered

region, introducing an increased susceptibility to hydrolysis within the chain. The oxygen

in the glycosidic linkage between monomer units allows for rotation, introducing flexibility

in the polymer chain via twisting and bending motions.

As in the case of its parent molecule cellulose, NC is largely insoluble in water, though

recent studies have successfully synthesised a “high solubility” variety using unconven-

tional cellulose feedstocks (43). Due to the insolubility of cellulose esters in general, the

addition of plasticisers are necessary to encourage malleability for processing (44). The

properties of a NC formulation therefore depend on extent of nitration, the molar mass, and

crucially, the plasticiser level (45).

In addition to molecular and microstructural properties leading to variation in the de-

composition of NC, it was shown by Wei et al. that the macroscopic bulk preparation of

NC as soft fibres or as chips also changed the reactivity (46). The soft fibre structure was

found to be more easily ignited, possibly due to the less compact preparation leading to

increased surface exposure to oxygen, higher porosity to reactants and easier penetration of

the environmental effects, such as increased rate of heating due to lower density. This em-

phasises the holistic perspective that must be taken when evaluating the spectrum of factors

and properties responsible for the decomposition behaviour of any given sample of NC.

1.3 Nitrocellulose degradation

Even under optimal storage conditions, NC undergoes slow decomposition over time. A

detailed understanding of these mechanisms is imperative in the design of efficient and eco-

nomical processes for NC disposal. Whilst many studies in the past century have shed light

on the various decomposition schemes, a review of the literature reveals conflicting opinion

on the general mechanisms of degradation. Most notably, a distinct lack of mechanistic

detail hinders improvement of processing and storage treatments, or effective redirection of
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degradation products to more useful substances, such as plant fertiliser (16, 47).

Understanding of the mechanism is also crucial for control of the harmful materials re-

leased into the atmosphere as part of disposal or the ageing process. Traditional methods of

disposal usually include incineration of waste NC (figure 1.5) (48). In order to limit safety

risks, propellants are often burned as an aqueous suspension. Specialised equipment (figure

1.6) allows sequential evaporation of water, drying, followed by ignition of the propellant in

a safe manner, within a controlled environment. Combustion gases are then scrubbed with

water before release into the environment (49). Regulation on incineration as a waste dis-

posal method has driven experimentation with alternative treatments. Alkaline hydrolysis,

acidic hydrolysis, photochemical, biodegradation, mechanical, or combined methods have

been studied as more sustainable techniques for removal.

Figure 1.5: The fate of waste NC powders discarded from military stocks. The majority undergoes
a form of combustion. From the work of Ganev et al. (50).

1.3.1 Hydrolysis degradation methods

The alkaline hydrolysis reactions of NC have undergone thorough study due to their central

role in large-scale NC disposal from manufacturing waste streams. It was realised early on

by Kenyon and Gray that the action of alkalis on NC did not just yield cellulose and the cor-

responding metal nitrate salt, but a whole mixture of highly variable organic and inorganic

products (51). Miles observed that whilst acid and alkaline hydrolysis both produced sim-

ilar products, the rate of the latter reaction was much greater (52). Baker and Easty stated

that alkaline hydrolysis was on the order of 480 times faster than acid hydrolysis (53). Typ-

ically, NC is treated with concentrated sodium hydroxide and heated. Though other alkalis

maybe used, such as barium hydroxide, calcium hydroxide or sodium carbonate, these al-

ternative alkalis require longer contact and heating times in addition to a larger measure of

alkali to dissolve the NC (54). In 1976, Wendt and Kaplan reported that a sodium hydroxide
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Figure 1.6: Schematic of an incinerator designed for the destruction of waste explosives, patented
by Bolejack et al. (49). The water, air and fuel requirement, as well as waste ash, water
and gas removal demonstrate the high energy demand and environmental cost.

solution of 3% by weight at 95°C was able to effectively degrade NC of 12.6−13.4%N to

completion, in only 30 minutes. Su and Christodoulatos observe a similar rate, with 90% of

digestion occurring within 35 minutes, in 2% sodium hydroxide at 70°C for NC of 12.2%N

(55).

Though less studied than alkaline hydrolysis and deemed a slower process, the acid

hydrolysis mechanism is extremely important for the understanding of decomposition and

ageing processes of NC. “Spent” or residual acids always remain in the system from in-

complete washing following synthesis. Products liberated via other breakdown routes also

go on to form acidic species within the local environment, and contribute to more extensive

decomposition via secondary reactions and autocatalysis (56). Assary stated that acid catal-

ysed decomposition of sugars in aqueous medium were initiated by protonation at hydroxyl

groups (57). This was later observed computationally by Feng et al., where intramolec-

ular hydrogen transfers, dehydration reactions, and ring-opening processes resulted from

protonation of hydroxyl groups at specific sites on various sugars (58).

The study of Kim et al. explored the possibility of combining acid hydrolysis with

biodegradation on an industrial scale (59). Feasibility of the hydrolysis reaction using hy-
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drochloric acid with heat was thoroughly investigated. Kim et al. achieved denitration by

treatment with acid more dilute than that initially used to synthesise the NC sample. The

study assumed that the nitrate group of C6 reacted the fastest, reasoning that groups on C2

and C3 experience more steric hindrance (as in figure 1.7).

A lower concentration of acid promoted shift of the equilibrium towards denitration.

In addition, acid catalysed side reactions may introduce complications. Though glucose

was the major product of the monitored denitration process, it was stated that the rate of

denitration was more rapid than the peeling-off reaction. In theory, it should be possible

to regenerate strands of cellulose under the appropriate conditions. However, these results

only focussed on the retrieval of end-stage hydrolysis products such as glucose, nitrates,

nitrites and ammonia.

Figure 1.7: The work of Shukla et al. employed 2,3,6-trinitro-beta-glucopyranose as a monomer
for NC (60–62). The carbons in NC are labelled moving clockwise from the oxygen in
the ring, starting from the carbon connected to two oxygen atoms.

1.3.2 Biological degradation methods

Multiple studies demonstrate that microbial biodegradation is an effective method of de-

grading NC (63). Wendt and Kaplan’s study presented a bench-scale continuous treatment

process involving initial degradation by alkaline hydrolysis followed by biological diges-

tion using naturally occurring microbes in raw wastewater, for which they acquired a patent

a year earlier (54). It was noted by Fan et al. that highly substituted cellulose derivatives

were resistant to direct biodegradation and require pre-treatment. Work on the enzymatic

hydrolysis of cellulose revealed that increasing the crystallinity of the substrate reduced its

digestibility (64–67). This is reinforced in the study by Mittal et al. involving alkaline and

liquid-ammonia treatments on crystalline cellulose (68). Substitution of hydroxyl groups

to increase solubility of cellulose derivatives lead to increased enzymatic hydrolysis, up to

complete solubilisation. After this point, susceptibility to biodegradation slowly decreased.

As solubility was no longer the limiting property, further increase in substitution began to

inhibit enzymatic digestion. It may be that as the levels of substitution increase, polymer
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geometries become less suited to the active sites of enzymes involved in degradation.

1.3.3 Computational Studies

A review of published works yields very few NC mechanistic degradation studies utilising

computational methods. Due to the nature of the topic, many of the referenced works above

are linked with private or military organisations. Thus, their release may be restricted until

declassified many years later, or completely withheld. The timeline of much of the material

reviewed here ranges from mid to late 1900s, before the widespread use of computational

methods in conjunction with experimental chemical research. Consequently, it is to be ex-

pected that more NC computational studies will appear in the near future. In 2012, Shukla et

al. performed a series of mechanistic studies on 2,3,6-trinitro-β -glucopyranose (figure 1.7)

using B3LYP / 6-311G(d,p), exploring its validity as a monomer model for the NC poly-

mer during alkaline hydrolysis via the saponification route, whereby the nitrate ester was

cleaved to restore the hydroxyl group and the nitrate salt (60–62). If the hydrolysis reaction

were to proceed via the saponification route, in practice it is unlikely that all nitro groups

are liberated simultaneously. The work examined the possible sequence for nitrate group

removal from a fully nitrated NC polymer in the hydrolysis reaction, in addition to whether

depolymerisation or rupture of the ring could instead precede denitration. It was reported

that nitrate groups would undergo an bi-molecular nucleophilic substitution reaction (SN2)

substitution reaction whereby each nitrate ester group is replaced by the incoming hydrox-

ide nucleophile, liberating a nitrate ion. Calculated enthalpies and free energies indicated a

C3→ C2→ C6 sequence of denitration for the monomeric unit. Their later work involving

the dimer and trimer models suggests a significant change in behaviour when scaling up

from the monomer. Dimer and trimer activation energies proved comparable, but showed

an inconsistency with the monomer, instead exhibiting a C3→ C6→ C2 sequence. There is

the problem that the latter sequence for the dimer and trimer was extrapolated only from the

energies required to remove the first nitrate group. In contrast, the monomeric sequence was

derived from energies calculated at each of the three stages of nitrate removal; the reaction

energy was evaluated for sequential cleavage starting with a different nitrate site each time.

As there is little disparity between the dimer and trimer energies, but a large difference to

the monomer results, it was said that the dimer was the smallest unit able to adequately

describe the alkaline hydrolysis behaviour of NC.

Though not a study involving NC, detailed work on the nitrate ester degradation routes
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in PETN was conducted by Tsyshevsky et al. in 2013 (69). PETN is an energetic material

possessing four nitroester moieties. Similarly to NG, it is used as both an explosive and

in medicine (70). Existing experimental activation energies measured by photo-excitation

for decomposition were scattered in the range of 30 to 70 kcal mol−1 (71–73). The group

attributed the dispersion in data to inconsistent procedures and experimental conditions be-

tween studies. The most common degradation products recorded were CO, CO2, NO, N2O,

CH2O, HCN, and HNCO. Echoing earlier NC and other nitroester thermolysis studies (74),

the first degradation step was assumed to be nitrate ester homolytic fission. Activation bar-

riers calculated using PBE, PBE0 and ωB97X-D at the level of 6-31+G(2df,p) were com-

pared, finding that homolytic cleavage of the O−NO2 bond was most favourable due to the

fastest rate of reaction. The competing elimination of nitrous acid possessed a 5 kcal mol−1

lower activation barrier compared to that of homolysis, but reaction rate was slower. How-

ever, this second reaction was also exothermic, and through calculations on the ideal bulk

crystals using PBE implemented using VASP (75) it was determined this reaction would ac-

celerate global processes via self-heating. Analyses of the implemented functionals found

that PBE consistently underestimated barrier height by 12 to 14 kcal mol−1 with respect

to the other functionals used, but that all methods give good agreement for the energies of

reaction.

1.4 Environmental impact of NC waste products

NC is extremely flammable when dry and so is usually kept in solvent to prevent detonation

when under storage (76, 77). Mixed with at least 25% of water or alcohol, NC is com-

pletely stabilised (59). This has facilitated the use of aqueous solvents as dispersion and

transport mediums in manufacturing processes, leading to small NC fibres, or “fines”, in

output streams (78). Demilitarisation activities have resulted in large volumes of NC waste

that regulatory action now prevents the disposal of via incineration (79–81).A high level

of side group substitution relative to cellulose, in addition to its insolubility, contributes to

resistance to microbial degradation (82, 83). As a result, NC exhibits poor mobility and a

long lifetime in the environment. Burning releases a myriad of toxic and harmful products

into the atmosphere (50). N2O is a potent greenhouse gas but is a known decomposition

product. It can be produced via a number of potential mechanistic routes, including oxi-

dation of liberated nitrate species. Knowledge of the key formation pathways would allow

manipulation of product formulations and storage conditions to limit N2O release.
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Whilst NC itself is relatively harmless to most mammals, macroinvertebrates, fish and

algae (35, 84), this cannot be said for the effluents from NC production and any nitro by-

products. Nitration, bleaching and delignification solvents require treatment before dis-

charge into the environment, due to toxicity to the aquatic environment (85–87). In addi-

tion, the fibrous nature of small NC fines in wastewater can alter the natural habitat at the

bottom of ponds and bodies of water, by covering and thus limiting the oxygen access to

benthic organisms (84). Although NC itself is unstable and degrades gradually over time,

its insolubility means that decomposition under natural environmental conditions is slow, as

in the case of discarded munitions or explosive residues (88).

1.5 Motivation

Despite its long history, NC is still an essential ingredient in many propellant and lacquer

formulations today, with its versatility spanning an extensive range of products and appli-

cations. The diversity of its use means that we come into contact with it in some shape or

form everyday. Whilst efforts have been made to substitute it with other polymeric binders

in attempt to reduce the manufacturing risk it poses due to its volatility, this has only been

partly successful (89).

NC, amongst other energetic materials have caused many thermal runaway reactions,

leading to accidents and explosions worldwide. Insufficient understanding of the internal

processes has led to unintended explosions during storage and at nitration industrial plants,

and in the most severe cases, casualties (2, 46, 90–93) . It is therefore imperative that

we seek to clarify the understanding of the ageing mechanisms to inform the reduction of

associated risks, whilst more effectively preserving existing NC stock. NC disintegration

is also of relevance in the preservation of historical artefacts and cinematographic film,

where knowledge of the decomposition processes are crucial to the maintenance of items of

historical value (31, 94).

Cotton linters provide the highest grade cellulose for military and industrial grade NC

production. As this feedstock diminishes in availability or quality, alternative sources, such

as lower quality softwood pulp, may be substituted. Experimental studies over the past 100

years have shed light on the macroscopic degradation behaviour of bulk NC. However, the

fine mechanistic details of degradation have only been alluded to, and are as yet unvalidated.

Identifying a clear map of the possible reactions that occur during ageing will promote

adaptability against a variable cellulose feedstock, and facilitate better understanding of the
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possible changes in chemical properties for different batch lines (41).

In this study we will elucidate the dominant degradation schemes in NC, with scrutiny

of previously proposed decomposition pathways and presentation of new mechanistic con-

siderations. This will be achieved via the application of computational techniques to give

insight where it has been restricted by the limitations of laboratory experimentation in the

past.

1.6 Research objectives
In this thesis, the dominant degradation reactions that occur in NC are investigated. The

objectives of this study are as follows:

1. Determine a representative system for modelling the degradation chemistry of NC.

2. Apply the model in the investigation of primary degradation reactions that occur in

the slow ageing of NC.

3. Map the secondary reactions that occur in NC and shed light on the processes respon-

sible for the autocatalytic rate of degradation.

These topics will be explored using density functional theory (DFT) methods to determine

the structures and energetics of the species involved in NC degradation, with further analysis

of bonding interactions using the quantum theory of atoms in molecules (QTAIM).





Chapter 2

Theory and Implementation

2.1 Electronic structure methods
Electronic structure methods apply the principles of quantum mechanics to the evaluation

of electron position and movement, thereby allowing chemists to derive the properties and

interactions of molecules. Despite the long history of research and use of NC in industry,

experimental analysis has failed to distinguish the fine mechanistic details of its decompo-

sition. This is partly owed to the variation arising from biodiverse NC source materials,

combined with the complexity due to the interplay of many different and simultaneous

degradation interactions. Electronic structure methods provide a means to untangle the in-

dividual facets of decomposition.

At the most fundamental level, the wave function (Ψ) holds the description of a quan-

tum system. In a non-relativistic system, the probability of a particle possessing a given

momentum, or residing in a particular location, is given by the probability density. This can

be obtained by multiplication of Ψ with its complex conjugate, |Ψ2|. Integration of |Ψ2|

over a region of space returns the probability that a system will be found within, called the

Born interpretation. Values of Ψ are chosen to be orthonormal; integrating |Ψ2| over all

space gives the probability of 1:

〈Ψi|Ψ j〉= δi j (2.1)

where all states are represented by i and j, and:

δi j = 0 for i 6= j

δi j = 1 for i = j the integral is one.

Operators acting on Ψ yield the observable properties of the system. The operator returning

the energy of the system is called the the Hamiltonian operator (H). Erwin Schrödinger
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proposed his equation in 1926, describing a quantum system using its wave function (95).

Schrödinger’s time-independent equation is:

HΨ = EΨ (2.2)

and the energy of the system is given by the expectation value of the Hamiltonian operator:

E = 〈Ψ|H|Ψ〉 (2.3)

where the Hamiltonian operator H is an eigenvalue of the wave function Ψ, and E is a scalar

denoting the energy of the system. A given system may have many acceptable values for

Ψ, each with an associated value for E.

The general form of the Hamiltonian is given by:

H =−∑
h̄2
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where all electrons are represented by i and j, and all nuclei by k and l (96). h̄ is the reduced

Planck’s constant (h̄ = h
2π

= 1.055×10−34 Js), me is the mass of an electron, mk is the mass

of the nucleus k, e is the charge of an electron, Zk is the atomic number of k and rik is the

distance between particles i and k. When using atomic units (a.u.), the value of e, me and h̄

are reduced to 1. ∇2 refers to the Laplacian operator, which describes the divergence of the

gradient of a field. In Cartesian space, this is defined as the sum of the second derivatives

of the gradient with respect to each of the three dimensions (x,y,z):
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(2.5)

The first and second terms of equation (2.4) correspond to the kinetic energy of the elec-

trons and the nuclei, respectively. Electron-nuclear attraction is described by the third term;

the fourth term describes inter-electronic repulsion and the final term the inter-nuclear re-

pulsion. The final three potential energy terms are identical to their expression in classical

mechanics. The kinetic energy terms can be expressed as the eigenvalues of the kinetic

energy operator (T):

T =− h̄2

2m
∇

2 (2.6)



2.1. Electronic structure methods 41

The total, non-relativistic Hamiltonian can therefore be written in terms of the kinetic energy

and potential energy operators:

H = Te +TN +Ve−N +Ve−e +VN−N (2.7)

where the terms are as they were in equation 2.4. Te corresponds to the kinetic energy of

the electrons, TN the kinetic energy of the nuclei, Ve−N the coulombic interaction between

electron and nuclei, Ve−e the electron-electron repulsion and VN−N the nuclear-nuclear in-

teraction.

2.1.1 Born-Oppenheimer approximation

In a real system, the motion of elections and nuclei are coupled. Electron density flows

dynamically in response to the change in nuclear position and repulsion from other elec-

trons. The correlated motion of particles is described by the pairwise attractive and repul-

sive terms of the Schrödinger equation. However, this interdependency makes defining a

wave function difficult. Relative to electronic motion, nuclei move far more slowly, owing

to their much greater mass (the mass of a proton is around 1836 times larger than that of

the electron). Nuclear positions therefore appear essentially stationary when compared to

that of the electrons. Exploiting this property, the Born-Oppenheimer approximation fixes

the nuclear positions. In this way, the motion of electrons and nuclei can be decoupled, and

the electronic properties of the system may be calculated for the given nuclear coordinates.

Dependency on the nuclear kinetic energy term (TN) is removed, as the nuclei are frozen.

The nuclear-nuclear repulsive term (VN−N) becomes a constant for the specified geometry.

Equation 2.4 is reduced to its electronic components and nuclear constants which in atomic

units can be written as:

H = Te +Ve−N +Ve−e +VN−N (2.8)

and the electronic terms can be collected into one term, to simplify notation:

H = Hel +VN−N (2.9)

The Schrödinger’s equation can now be written in terms of only the electronic coordinates:

(Hel +VN−N)Ψel(qi;qk) = Eel(qi;qk) (2.10)
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where the electronic coordinates are given by qi, the stationary nuclear positions by qk

and Eel is the electronic energy of the system. The values of qi are independent variables,

whereas the values of qk are parameters.

Given the example of a diatomic molecule, a potential energy curve can be obtained by

calculating the value of Eel at different inter-nuclear distances. A series of these calculations

generates a potential energy profile, allowing identification of an equilibrium bond length

at the minimum of the curve. Calculation of Eel for all possible nuclear coordinates in a

system of three or more atoms facilitates the construction of a hypersurface on which the

potential energy is defined by the nuclear geometry, called a PES. Exploration of the PES

allows for discovery of global and local minimum energy structures, intermediate products

and transition states on a reaction coordinate, through scrutiny of the energy at a particular

set of nuclear coordinates.

Molecular structure theories adopt the Born-Oppenheimer approximation for its ef-

fective simplification of the coupled nuclear-electronic motion problem, in addition to its

accuracy; this assumption works well for ground state molecules and only introduces very

small errors. The model breaks down in the situation where there are multiple PES close in

energy to one another, or even intersecting. In these cases the coupled equations must be

considered. However for the work within this study, the Born-Oppenheimer approximation

is successfully applied for all calculations involving electronic structure determination.

2.1.2 Slater determinants

In a system of multiple electrons, each electron is indistinguishable. If the positions of two

electrons are swapped, the distribution of electron density in the system remains the same.

The Pauli exclusion principle states that no two identical fermions, such as electrons, may

simultaneously occupy the same quantum state within the same system. When considering

an atom with two or more electrons, this means that none may have the same set of quantum

numbers. As a result, for two equivalent electrons, the wave function of the system is

antisymmetric with respect to the exchange of their coordinates:

Ψ(1,2, ...N) =−Ψ(1,2, ..N) (2.11)

This requirement is fulfilled by expressing the wave function as a Slater determinant,

which changes sign with permutation of the coordinates of two electrons. In the case of a
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multi-electronic system, the generalised Slater determinant for N total electrons is as fol-

lows:

ψSD =
1√
N!

∣∣∣∣∣∣∣∣∣∣∣∣

χ1(1) χ2(1) · · · χN(1)

χ1(2) χ2(2) · · · χN(2)
...

...
. . .

...

χ1(N) χ2(N) · · · χN(N)

∣∣∣∣∣∣∣∣∣∣∣∣
(2.12)

where χN represents single electron wave functions, or spin-orbitals (97). In the context of

a molecule, the single electron wave functions are molecular orbitals. Rows are labelled

by the coordinates of each electron: (1), (2) · · · (N), whereas each column uses a different

orbital function: χ1, χ2 · · · , χN . If the labels of (1) and (2) are exchanged, the rows of the

determinant are exchanged; a general property of determinants is that the interchange of two

rows leads to a change of sign. The expanded form of the determinant (ψSD) will have the

opposite sign when a pair of electronic coordinates are switched, by switching rows within

the determinant, thereby fulfilling the antisymmetry requirement. In the dis-allowed case of

two equivalent electrons occupying the same spin-orbital, two columns would be identical

(98). The evaluation of the determinant would then be zero, indicating that the probability

of two electrons with identical spin occupying the same orbital was zero.

2.1.3 Variational principle

In order to obtain the ground state energy of a system, the wave function giving the lowest

energy must be found. This corresponds to the electronic configuration with lowest value

of Eel . Difficulty then arises, as ground state energy cannot be computed exactly. The

variational theorem states that the calculated energy of any guess wave function can only

be greater than or equal to the real ground-state energy (E0) of the system. This provides

a criterion for selection of the best guess wave function, as the energy is always bounded

from below, where:

E = 〈Ψ|H|Ψ〉 ≥ E0 (2.13)

for a normalised wave function. Thus, when choosing between different trial wave func-

tions, the solution with the lowest energy is the one closest to the exact value.

2.1.4 Hartree-Fock self-consistent field method

In practice, equation 2.10 can only be solved exactly in very few circumstances; no exact

solutions can be found for problems involving three or more interacting particles, such as in



44 Chapter 2. Theory and Implementation

the case of a helium atom possessing two electrons and a nucleus. For systems of complexity

greater than one electron, further approximations must be made.

The HF approximation was the first practically applicable method for calculation of the

ground-state energy of atoms with fixed nuclear positions. The self-consistent field (SCF)

method was proposed by Hartree in 1928 (99, 100). N electrons are treated as individual

particles occupying single-electron spin orbitals and move independently of the dynamics

of any other fermions in the system. The effective interaction of one electron with all

other fermions is averaged and applied as a static external field, in the form of a spherical

potential around the electron (called the mean-field approximation). In this way, the N-

body problem is reduced to a 1-body problem. The approximation neglects exchange in the

electron-electron interaction; the calculated Hartree wavefunction alone does not include

any contribution from electron correlation, and incorrectly implies that the electrons are

distinguishable. Fock developed this idea by introducing Slater determinant wave functions

(101). The effects of exchange on the coulombic repulsion were incorporated, achieved by

taking the trial wave function as a single Slater determinant.

For an electron in orbital χi in the field of nuclei M and other electrons χ j, the Hamil-

tonian operator is comprised of three terms, corresponding to the three contributions to

the energy. The core Hamiltonian operator, Hcore comprises of the kinetic energy of each

electron, and the electron-nuclear interaction:

Hcore(1) =−1
2

∇
2
1−

M

∑
A=1

ZA

r1A
(2.14)

where ZA is the nuclear charge and r1A is the separation of electron (1) with nucleus A. In a

mono-electronic system, this would be the only operator present.

The coulomb operator, J j corresponds to the averaged interaction potential between

each pair of electrons in the same orbital, and with other electrons in other orbitals χ j:

J j(1) =
∫

dτ2χ j(2)
1

r12
χ j(2) (2.15)

where dτi indicates the integration is over the spatial and spin coordinates of electron i, and

r12 is the distance between the two electrons.

The exchange operator K j , is only non-zero for electrons with the same spin, arising
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due to the antisymmetry of the wavefunction:

K j(1)χi(1) =
[∫

dτ2χ j(2)
1

r12
χ j(2)

]
χ j(1) (2.16)

defined in terms of its effect when acting on χi. The Hamiltonian operator written in terms

of its core, coulomb and exchange contributions is as follows:

[
Hcore(1)+

N

∑
j=1
{J j(1)−K j(1)}

]
χi(1) =

N

∑
j=1

εi jχ j(1) (2.17)

and can be simplified to:

Fiχi = ∑
j

εi jχ j (2.18)

where Fi is the Fock operator, and εi j is the energy of orbital χ j. The operator is a one

electron Hamiltonian for an electron in a multi-electron system. For “closed shell” problems

where there are no unpaired electrons, the operator has the form:

Fi(1) = Hcore(1)+
N/2

∑
j=1
{2J j(1)−K j(1)} (2.19)

Hcore consisting of the kinetic energy terms can be solved exactly, the electron-electron

repulsion J j must apply the mean-field approximation but the exchange component K j is

solved iteratively. Starting with an initial guess wave functions for the occupied orbitals

χi, solution of the one-electron HF eigenvalue equations generates a new set of orbitals.

Applying the variational principle, the spin orbitals are varied to minimise the energy. This

process propagates using the newly generated orbitals for the next optimisation, until the

difference between the final solution and its previous iteration falls within an acceptable

threshold and is “self-consistent”.

2.1.5 Open shell systems

The forced pairing of electrons of opposing spin into a shared orbital is referred to as the

restricted scheme (figure 2.1). For closed shell systems, this treatment is appropriate. For

species with unpaired electron spin such as in transition metal complexes or radicals, an

alternative model allowing singly occupied orbitals must be adopted. The restricted-open

scheme maintains electron pairing within orbitals except in the case of the highest occu-

pied molecular orbital (HOMO), which is singly occupied. An alternative model is the
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unrestricted scheme, where all electrons are unpaired and reside in their own orbitals. A

caveat of the unrestricted model is its susceptibility to spin contamination, which has con-

sequences at large bond separations. This artificial mixing of spin states leads to a lowering

of the obtained energies when compared to the restricted variants (102).

Figure 2.1: The electron ordering schemes corresponding to the restricted Hartree-Fock (HF),
restricted-open HF (ROHF) and unrestricted HF (UHF) methods of calculation for
closed and open shell systems (98).

2.1.6 Electron correlation

The energy difference between the real energy and the result obtained from HF is called the

correlation energy, Ecorr..

Ecorr. = Eexact −EHF (2.20)

The Ecorr. term can be divided into two components. The static correlation component arises

as a system cannot be fully described by a single set of molecular orbitals (MO)s, and the

dynamic correlation contribution derives from the neglect of instantaneous electron repul-

sion interactions. The latter includes the description of instantaneous dipolar interactions,

leading to van der Waals forces, which are lost when the electron repulsion terms are aver-

aged. Post-HF methods such as perturbation theory and coupled-cluster techniques aim to

account for the difference by inclusion of the contribution from correlation as an additive

term, or via multi-electron wave functions. However, these methods become prohibitively

expensive with increasing numbers of electrons, such that the system size is limited to small

molecules for calculations of high accuracy. The high computational demand associated

with handling a many-electron wave function is circumvented in DFT, by expression of the

total energy in terms of electron density.
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2.2 Density functional theory

There are two approaches for solving the Schrödinger equation for a polyatomic system

with many electrons. Ab initio methods generate solutions from “first principles”, without

information gained from experimental results. By contrast, semi-empirical methods deal

with parameters fitted to experimental quantities, such as enthalpies of formation or dipole

moments. DFT derives from the Thomas-Femi-Dirac model, whereby electron correlation

is modelled via functionals of the electron density, ρ(r). Currently, it forms the most widely

used approach for QM problems. When compared to HF and post-HF methods, DFT pro-

vides increased computational efficiency. Modern hybrid functionals are able to produce

results on the order of MP2 accuracy, utilising only the resource of a HF calculation. The

NC monomers, dimer and trimer models examined in this study consist of between 30 - 75

atoms; DFT provided the best pay-off between accuracy and efficiency for application on a

system of this size.

2.2.1 Hohenberg-Kohn formalism

Modern DFT is based on two fundamental theorems proposed by Hohenberg and Kohn in

1964 (103). The first theorem states that for the ground state of system, there exists a unique

energy and non-degenerate electron density. The density can therefore be used to determine

the Hamiltonian of a system, thereby also describing its ground state energy E[ρ(r)], wave

function and other properties of the system. The energy is a functional of the density:

E[ρ(r)] =
∫

ρ(r)V (r)d(r)+F [ρ(r)] (2.21)

where V (r) is the external potential, with the first term of the equation arising from the

interaction of electrons with V (r) (usually a coulombic attraction between electrons and

nuclei). F [ρ(r)] is a universal functional of the density, representing the total kinetic energy

and electron-electron repulsion. It is not possible to explicitly express F [ρ(r)] in terms of

ρ(r), so its exact form is not known.

The second theorem states that the ground state energy can be obtained via minimisa-

tion of E[ρ(r)]. Since equation 2.21 gives the exact energy of the original Hamiltonian, by

applying the variational principle, the lowest possible value of E[ρ(r)] gives the real solu-

tion for the ground state energy, and therefore ρ(r). It is not possible to verify that the found

ρ(r) giving the lowest value of E[ρ(r)] corresponds to a wave function obeying the Pauli
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exclusion principle requirement for antisymmetry. This problem and the unknown identity

of F [ρ(r)] were addressed by the Kohn-Sham equations.

2.2.2 Kohn-Sham DFT

The Kohn-Sham scheme establishes a system with N non-interacting electrons, in a similar

manner to HF (104). The wave function is described by a single Slater determinant of

one-electron orbitals, and the electron density is set to be identical to that of the exact

ground state wave function. Using this approximation, the energy of the system can again

be divided up into its component contributions:

E[ρ] = EKE [ρ(r)]+EH [ρ(r)]+EV [ρ(r)]+EXC[ρ(r)] (2.22)

where EKE is the kinetic energy of the non-interacting electrons, EH the Hartree electro-

static energy corresponding to the electron-electron repulsion between electrons, EV the

interaction between the electrons and the external potential due to the nuclei, and EXC the

exchange-correlation energy, encapsulating non-classical exchange and correlation contri-

butions not accounted for by the other terms. Referring back to the Born interpretation

(equation 2.1), the density can be obtained from the sum of the square moduli of the wave

function:

ρ(r) =
N

∑
i=1
|ψi(r)|2 = |Ψ|2 (2.23)

Aside from the kinetic energy term in equation 2.22, the remaining terms can be summarised

into an effective potential νe f f :

νe f f = νH(r)+νV (r)+νXC(r) (2.24)

where νH(r) is the electron repulsion potential and νV (r) the electron-ion potential. The

exchange-correlation potential νXC(r) is the functional derivative of EXC. If EXC is known

then νXC(r) can be computed from the following equation:

νXC(r) =
δEXC

δρ
(2.25)

The kinetic energy term in equation 2.22 can be expressed in terms of the one-electron
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wave function:

EKE [ρ(r)] =−
1
2

∇
2

N

∑
i=1
〈ψi|∇2|ψi〉 (2.26)

Combining equations 2.24 and 2.26, a new Hamiltonian can be written, only considering

the non-interacting system:

H =−∇2

2
+νe f f (2.27)

Using the Kohn-Sham formulation of the Schrödinger equation, the one-electron orbitals

ψi(r) have the form: (
− ∇2

2
+νe f f (r)

)
ψi(r) = εiψi(r) (2.28)

where νe f f (r) is the effective potential, ψi(r) the Kohn-Sham orbitals and εi the Kohn-Sham

orbital energies.

The Kohn-Sham equations are solved self-consistently. Evaluation of equation 2.22

gives the total electronic energy. A guess density is supplied for the initial evaluation of

equation 2.28, to generate a set of orbitals. This in turn informs the next iteration with an

improved density value, until convergence is reached.

2.2.2.1 Exchange-correlation functionals

Local density approximation

In practice, the exact solution for EXC in equation 2.24 is not known, so an approximation is

used. The simplest method is the local density approximation (LDA), based upon a uniform

electron gas. εXC is calculated per electron as function of the density, and integration over

all space gives the EXC for the whole system:

ELDA
XC [ρ(r)] =

∫
ρ(r)εXC[ρ(r)]dr (2.29)

This method has demonstrated good results for structural properties such as bond lengths

and lattice constants, often improving on HF results. The model falls down when con-

sidering systems with many molecules, overestimating binding energies and atomisation

energies, and performing worse than HF for open shell atoms.

Generalised gradient approximation

To account for inhomogenous electron density present in real systems, the local gradient

of the density ∇ρ(r) can be taken into account at each coordinate, on top of the existing

dependency on the density ρ(r). This gradient corrected approach is called the generalised
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gradient approximation (GGA):

EGGA
XC [ρ(r)] =

∫
ρ(r)∇[ρ(r)]dr (2.30)

The results obtained using GGA greatly improves upon LDA, such as in the calculation of

bond dissociation energies. The GGA is split into its exchange and correlation contribu-

tions, which can be solved individually:

EGGA
XC = EGGA

X +EGGA
C (2.31)

The function of ∇ρ(r) is not uniquely defined and no true form is known; further devel-

opments saw the proposal of numerous gradient correction schemes, often fitting to experi-

mental parameters. Functionals that have been well established in literature include:

• B88: the exchange functional developed by Becke, and contains an empirical param-

eter β=0.0042 fitted to give the best agreement with the HF energies of the noble

gases (105).

• LYP: a widely used GGA correlation functional, developed by Lee, Yang and Parr,

with empirical fitting to the helium atom. Combination with the B88 exchange func-

tional gives the BLYP method (106).

• PBE: the exchange-correlation functional developed by Perdew, Burke and Ernzer-

hof derived purely from ab initio calculations (107). The PBE family of functionals

have parameterisations optimised for different materials and interfaces, such as small

molecules, crystal structures and metal surface energies (108–110).

2.2.3 Hybrid functionals

In DFT, the influence of the exchange contribution to EXC is significantly larger than that

of correlation, which only adds minor corrections (111). In hybrid DFT, a portion of ex-

act exchange is introduced into the DFT exchange energy via linear combinations of HF

and GGA exchange. This assists to counteract the self-interaction problem, a significant

source of error in most approximate exchange-correlation functionals used for Kohn-Sham

DFT (KS-DFT) calculations. This spurious interaction of an electron with itself does not

appear in HF where the exchange is defined exactly, and a cancelling of the coulomb and

exchange-correlation energies occurs (112). The description of the exchange-correlation is
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imperfect in DFT; the exchange and coulomb energy terms do not completely cancel out,

and an energy contribution is experienced even in a one electron system. An observable

manifestation of this in larger systems is the underestimation of reaction barriers (113).

Perhaps the most widely used functional of this category is Becke, 3-parameter, Lee-

Yang-Parr hybrid functional (B3LYP) (114, 115). It is employed in the current study to

examine the degradation reactions of NC. The formalism is as follows:

EB3LY P
XC = ELDA

X +a0(EHF
X −ELDA

X )+aX(EB88
X −ELDA

X )+ELDA
c −aC(ELY P

C −ELDA
C ) (2.32)

a0, caX and aC are parameters fitted to experimental atomisation energies, ionisation po-

tentials, proton affinities and atomic energies. The semi-empirical coefficients have values

of 0.20, 0.72 and 0.81, respectively, indicating that the B3LYP hybrid functional contains

20% HF exchange, 72% B88 exchange and 81% electron correlation contribution from LYP.

B3LYP is of particular interest in the study of NC as it has been applied in comparable com-

putational investigations on glucose and its analogues, which forms the base structure of the

NC monomer (116, 117).

There are documented cases where B3LYP performs extremely poorly, such as in the

description of π → σ structural transformations (118), and medium-long range dispersion

interactions (119). In the first case, no similar transitions are expected for the reactions

studied in this work. When considering the medium-range electron correlation reactions

that may occur for the investigated species, the distance at which the intermolecular inter-

actions take place and at which B3LYP performance suffers (1.5-3.5 Å), is of relevance.

The calculations falling within this range will therefore be performed with both B3LYP and

the ωB97X-D long-range corrected hybrid functional (ωB97X-D), in order to validate and

compare results.

Grimme proposed an empirical DFT method with dispersion correction to include

van der Waals interactions, described as density functional theory with dispersion correc-

tion (DFT-D) (120, 121). The general form of the DFT-D scheme is used to calculate the

total energy of the system, with the addition of an empirical atomic-pairwise dispersion

correction:

EDFT−D = EKS−DFT +Edisp (2.33)

The ωB97X-D dispersion corrected functional was presented by Chai et. al, based on the
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ωB97X, which is used to calculate the KS-DFT energy, EKS−DFT (122, 123). The approach

is founded on Becke’s B97-D GGA functional (121, 124). For the B97-D functional, ex-

pansion coefficients were added to the original B97 and optimised to reduce the density

functional at small separations where lower electron correlation was expected. At medium-

long ranges, the density functional description was dictated by the semi-empirical disper-

sion correction term. In the case of ωB97X-D, the unscaled dispersion correction is defined

as follows:

Edisp =−
N−1

∑
i=1

N

∑
j=i+1

Ci j
6

R6
i j

fdamp(Ri j) (2.34)

where N is the number of atoms in the system, Ci j
6 is the dispersion coefficient for atom pair

i j, and Ri j is the interatomic distance. At short interatomic distances, dispersion is zero.

The asymptotic, pairwise van der Waals (vdW) potentials are maintained by the damping

function:

fdamp(Ri j) =
1

1+a(Ri j/Rr)−12 (2.35)

The function decreases to 1 as Ri j increases, but also diminishes quickly at small values

of Ri j to prevent the divergence observed for the undamped case (figure 2.2). Rr is the

sum of the vdW radii of the atoms i j, whilst a determines the strength of the dispersion

corrections. The ωB97X-D functional incorporates 100% long-range exchange, 22% short-

Figure 2.2: Dispersion energy of Ne2 with and without the damping function (equation 2.35). The

function of Wu and Yang ( f WY
damp(R) = 1/(1+ e−

dR
Rr−1 )) is also compared (125). Repro-

duced from the work of Chai et. al (122, 123) with permission from the PCCP Owner
Societies.

range exchange, a modified B97 short-range exchange and B97 correlation, with empirical
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dispersion corrections. When the constraint ω is reduced to 0, ωB97X-D is equivalent

to the B97 functional with the addition of the dispersion correction. The performance of

ωB97X-D will be compared to that of B3LYP in this work with particular attention paid to

the reaction energies.

2.2.4 Basis set approximation

A basis set is the collection of mathematical basis functions, used in linear combination, to

construct the molecular orbitals (MO). An individual MO can be defined as:

ψi =
N

∑
µ=1

cµiχµ (2.36)

where cµi is the molecular orbital expansion coefficient and χµ corresponds to the one-

electron occupied orbitals, often atomic orbitals, also called basis functions. N is the total

number of basis functions, which are all chosen to be normalised. The smallest possible

basis set is a single basis per occupied orbital on each atom in a molecular system, termed

the “minimal basis”. The HF limit is when the addition of further bases does not lower the

energy of the system any further.

Slater type orbitals (STO) with exponential dependence Ae−αr, are the intuitive choice

for atomic functions; α controls how quickly the function decays (radial extent), with higher

values for higher effective nuclear charge. They are extremely similar in their mathematical

expression to the real atomic orbital, however, mathematically challenging to implement in

molecular orbital calculations. Gaussian type orbitals (GTO) of dependence Ae−αr2
, offer

a more practically viable approximation. Linear combinations of primitive gaussians are

used to form the actual basis functions. The constructed basis functions are then called

contracted gaussians, and have the form:

χµ = ∑
p

dµ pgp (2.37)

where dµ p are fixed constants. The expansion to the MO therefore takes the form:

ψi = ∑
µ

cµi

(
∑
p

dµ pgp

)
(2.38)

In this study, Pople style basis sets will be employed, with general format X-YZg (126).

Split valence basis sets such as these, describe the core electrons using fewer basis functions
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than the interacting valence electrons; the valence electrons play a much more significant

part in bonding and intermolecular interactions. An example is 6-31+G*, where the core

electrons are described using a single contracted gaussian consisting of six primitive func-

tions. The valence orbital is split into two contracted gaussians, where one is described by

three primitive gaussians, and the other, one primitive gaussian. The + sign corresponds to

diffuse functions, the extension of the basis function as it tails away from the nucleus. This

is particularly important when describing the behaviour of ions. The * indicates the addition

of polarisation functions, in this case, d-functions to all non-H atoms. Higher order modifi-

cations also add p-functions to H atoms, additional d-functions to non-H atoms, d-functions

to H atoms, with increasing levels of polarisation. This mixing of orbitals facilitates a better

description for the correct shape of the MO. Increasing the number of basis functions on

each occupied orbital allows for expansion or contraction, increasing flexibility in response

to the environment.

Basis set superposition error BSSE is a false lowering of the energy that can occur

when two species in a system with finite bases sets approach one another to form a com-

plex. Particle A borrows the extra basis functions belonging to particle B and an artificial

stabilisation is observed. The error arises from the inconsistency in treatment between the

individual particles at large separations, and the complex at short distances. This is particu-

larly pertinent when performing PES scans where bond breaking or formation is expected,

and in the consideration of reaction energies. The effect is particularly pronounced for

smaller basis sets. Counterpoise correction can be used to circumvent basis set superpo-

sition error (BSSE); each calculation is performed twice, once using the mixed basis set

of the complex and once with the separate bases of the two species, and this energy dif-

ference is subtracted from the uncorrected energies (127, 128). However this comes at the

expense of higher computational cost. Preliminary investigations into the species examined

in this study showed that the use of counterpoise correction offered minimal improvements

to the energy, and the additional CPU time was not proportionate to the marginal improve-

ments. Calculations were performed at sufficiently high basis that the effects of BSSE were

insignificant, and counterpoise correction was not used for further investigations.

2.3 Implementation & Analysis

The QM calculations employed in this study typically involved a geometry optimisation,

followed by a frequency calculation conducted in G09 (129). This section will provide
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an generic overview of the methods and techniques used to prepare input or analyse the

optimised geometry output from a QM calculation. Subsequent investigations into tran-

sition state structures, reaction coordinates and analysis of critical bonding points will be

explained. The details of individual calculation schemes are included in the methodology

section at the the start of each chapter. This includes any details of the QM methods and ba-

sis sets chosen, individual optimisation procedures, types of calculation or special keywords

used, and any non-standard software or technical details of importance.

2.3.1 Molecular mechanics geometry optimisation

In the case of the larger models in this study (60 atoms and above), QM geometry opti-

misation was a laborious and expensive process, particularly with the presence of numer-

ous floppy O−H bonds and small methyl group rotations. In order to reduce the required

time and computational cost, these structures were optimised using a low-level molecular

mechanics geometry calculation to minimise large forces in the system, prior to the finer

refinements made during the QM optimisation. Molecular mechanics MM uses classical

Newtonian mechanics to model chemical structures and properties; the electrons are not

explicitly handled, bypassing the Schrödinger’s equation (98, 130). Molecules are instead

treated as a ”ball on a spring”, where the strength of interaction is defined by the atom types

and force constants.

Each molecular mechanics (MM) approach is defined by its force field, where the

energy of the system is described by a parametric function, fitted to experimental or high

level computational data. Different force fields are therefore fitted to different chemical

systems.

The general functional form of a force field is:

EFF = Estr +Ebend +Etors +Evdw +Eel +Ecross (2.39)

where EFF is the energy of the system. The first three terms can be referred to as the

’bonding’ terms: Estr is the energy function for bond stretching between two atoms, Ebend

the energy required to bend a bond angle and Etors is the energy of rotation around a bond.

The remainder are thus called ’non-bonding’ terms: Evdw and Eel refer to the energy of

non-bonding van der Waals interactions and of electrostatic interactions, respectively. Ecross

defines the coupling of the first three terms.
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In this study, the universal force field (UFF) (131) and Merck molecular force field

94 (MMFF94) (132–136) force fields are tested on NC dimer and trimer structures. UFF

is an empirical, all-element model, in principle able to describe the whole periodic table.

It has been parameterised on individual elements, hybridization and connectivity; all the

atom types in the NC unit are included, and UFF has successfully been applied in the study

of cellulose dissolution (137). MMFF94 is a forcefield parameterised from high level QM

calculations for small molecules, organics and proteins. It has been used to sample different

torsional conformers of cellulose (138) and to study the dynamics of bio-active polysaccha-

rides (139).

2.3.2 Potential Energy Surface scans

Geometry scans or PES scans were used to probe the local energy landscape correspond-

ing to a specific change in geometry. During the course of a scan, a structural property -

such as a selected bond length, angle or dihedral is adjusted in incremental steps, as speci-

fied by the given scan parameters. In the case of a relaxed scan, at each step, the adjusted

parameter is frozen and a geometry optimisation is performed, allowing the rest of the sys-

tem to relax around the modified bond. Each scan yields a PES of the explored pathway.

In the case of bond breaking or formation, the presented energy profile is a reaction co-

ordinate diagram. In these cases, an energy maximum followed by a trough indicates a

transition state and intermediate reaction product, respectively. The structural co-ordinates

at the peak of the curve can be extracted and used for subsequent frequency calculations or

a transition state search, to validate the mechanistic pathway. Intrinsic reaction coordinate

calculations also test the reactant and product along the reaction pathway, to ensure that they

lie on the same PES. To explore the predicted degradation mechanisms of NC, the scanned

parameters were assigned to the bonds undergoing the most significant transformation dur-

ing a particular step of the mechanism. In the case that more than one significant bond

was altered, multiple scans with different bond specifications were compared. In this way,

multi-dimensional scans could be performed. Two-dimensional scans were used to probe

simultaneous processes in the system, however, these proved computationally intensive due

to the high number of coordinate points to be calculated. Relaxed geometry scans were

performed on the optimised reactant geometry using the Opt=ModRedundant keyword to

specify the scanned coordinate, the number of scan steps and the method for energy opti-

misation. A rigid scan consisted of a single point energy calculation of the structure at each
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step, rather than full relaxation of the wider system, as in the relaxed scans.

2.3.3 Transition state searches

Transition state searches are called through the Opt=TS, QST2 or QST3 keywords in G09.

The Opt=TS method attempts to optimise an input “guess” geometry to a maximum. The

guess geometry can be drawn by hand, obtained via a PES scan, from coordinates in litera-

ture or generated using the QST2 function. A TS can be identified by the single imaginary

frequency corresponding to the vibration transitioning from product to reactant. Often, a TS

calculation alone will not be able to isolate the correct transition state and is usually used

in conjunction the QST2 or QST3 methods. The QST2 option is able to generate a tran-

sition state geometry using the Synchronous Transit Quasi-Newton (STQN) method (140).

Here, the transition geometry is assumed to be around midway between a given reactant and

product; the calculation interpolates between the starting and end point, probing the energy

profile. Thus, the corresponding atom labels must match in both the reactants and prod-

ucts. QST3 performs a similar function, but also considers an input guess transition state

structure. It is widely acknowledged that transition state searching is challenging. In addi-

tion to the techniques above, the task requires a certain measure of chemical intuition when

constructing guess structures, as the calculation is sensitive to small changes in geometry.

2.3.4 Solvent model

To account for solvent effects in the reactions of NC, a self-consistent reaction field (SCRF)

method was applied (141). These methods treat the solvent as a uniform dielectric constant

(ε) in the background.

The solvated molecule is placed in a cavity within the SCRF. The solute dipole induces

a dipole in the solvent medium surrounding the cavity, which in return leads to an electric

field within the cavity called the reaction field. The shape of the cavity is dictated by the

the specific SCRF approach; in this study, the PCM is used (142, 143). PCM models the

cavity as interlocking van der Waals radii around each atom. The charges at the van der

Waals surface are split into a series of small rectangles and the value of the point charge at

that surface element is calculated by:

qi =−
[

ε−1
4πε

]
Ei∆S (2.40)

where ε is the dielectric, Ei the electric field gradient and ∆S the area of the surface element.
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The coulombic contribution of each surface element to the other charges are calculated and

iteratively refined until self-consistent (144). This calculated charge potential (φr) is then

added to the solute Hamiltonian:

H = H0 +φr (2.41)

and the SCF reaction continues as normal. New surface charges are calculated at each SCF

cycle until the overall surface charge is also self-consistent for the optimised system. As this

method only includes the electrostatic contribution, an obvious limitation to this technique

is that any reactions involving direct interaction with solvent molecules, such as stablisation

by solvation shells via van der Waals or hydrogen bonding interactions, will be missed. In

these cases the explicit solvent molecules should be added. However, for models where

explicit interaction with the solvent is not required but solvent dieletric properties strongly

influence the reaction environment, these methods can be very effective. This method has

demonstrated successful application in the study of cellulose and glucose reactions in sol-

vent (145, 146). For calculations in solvent, the SCRF=PCM keyword will therefore be

included in G09 calculation specifications, with water (ε=78.4) as the default solvent.

2.3.5 Topology analysis using the quantum theory of atoms in molecules

Topology analysis is a method of obtaining useful properties from the 3D representation

of the electron density obtained from a QM calculation. A quantitative way to obtain in-

formation on the topology of the electron density, is by taking the first derivative of the

gradient (∇(ρ)). In 1991, Bader proposed a technique to analyse the electron density using

the QTAIM (147). The points in the topological landscape at which ∇(ρ) is zero (exclud-

ing points at infinity) signify a stationary point. With respect to intermolecular interactions,

these correspond to interaction centres, and are deemed Critical Points (CP). The matrix

of partial second derivatives of the gradient is referred to as the Hessian. The Hessian is

a (3×3) symmetric matrix; diagonalisation sets the off-diagonal terms to zero and gener-

ates the principal axes of curvature. The sum of the diagonal terms returns the laplacian of

the electron density (∇2(ρ)); evaluation of ∇2(ρ) identifies the characteristic of the critical

point (CP). In the context of electron density, the CP can be classified into four types based

on the number of negative eigenvalues of the Hessian (table 2.1):

Nuclear critical points (NCP) are so called, as they are generally located at atomic

nuclei positions. All three eigenvalues of the Hessian matrix of the function are negative,

corresponding to a local maximum on the electron density landscape. The number of NCP
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Table 2.1: Features of different types of critical point from QTAIM topological analysis.

Critical Point Label Negative
eigenvalues

Attribute Representation

Nuclear (NCP) (3,-3) 3 Local maximum Atomic nuclei
Bonding (BCP) (3,-1) 2 2nd order saddle

point
Bonding site

Ring (RCP) (3,+1) 1 1st order saddle
point

Steric point or centre of
ring system

Cage (CCP) (3,+3) 0 Local minimum Centre of cage system

is usually equal to the number of atoms, though there are exceptions, such as in Li2 which

has a greater number of NCP than atoms, and for KrH+, with a lower number. When two

eigenvalues of the Hessian matrix of a function are negative, a second-order saddle point is

present. These sites are usually located between attractive atom pairs, and so are referred

to as a bonding critical point (BCP). As the electron density at the BCP is closely related

to bond strength, the magnitude of ∇2(ρ) will give an indication of the bonding type (148).

If one eigenvalue of the Hessian is negative, there exists a first-order saddle point. This

generally appears in the center of ring systems and highlights a local steric effect, hence

it is known as a ring critical point (RCP). When none of the eigenvalues are negative, it

corresponds to the local minimum. For electron density analysis, these points generally

appear in the center of cage systems, such as in pyramidal structure. These are referred to

as a cage critical point (CCP).

The positions of CPs are searched by the Newton method, an initial guess point must be

assigned; the minimisation will always converge to the CP that is closest to the guess point.

By assigning different guesses and iterating over each of them, all CPs can eventually be

found. Once searches of CPs are finished, the Poincaré-Hopf relationship (149) can be used

to verify that the obtained topology is self-consistent, and that all CPs are found. For an

isolated system, the relationship states that:

n(3,−3)–n(3,−1)+n(3,+1)–n(3,+3) = 1 (2.42)

The gradient path linking BCP, or two local maxima, can be referred to as a “bond

path”. Presence of a bond path indicates an atomic interaction path available for a variety

bonding interactions; these will lie along covalent bonds, as well as non-covalent interac-
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tions such as intra molecular bonding or H-bonding. A network of bond paths is known

as molecular graph. Scrutiny of the graph returns a reliable image of the geometry of the

molecule.



Chapter 3

Model building and validation

3.1 Introduction

A wide range of reaction products are experimentally observed during the low temperature

decomposition and slow ageing of NC. Small gaseous species such as CO2, CO, CH2O,

N2O, NO2 were identified using IR spectroscopy, whilst the presence of larger species such

as glycolic acid and oxalate were revealed by analysis of the complex reaction mixture

after laboratory simulated ageing(63, 90). Generation of these products is attributed to

the range of possibleattack sites along the polysaccharide backbone and at side groups, as

well as the numerous possible secondary reactions following denitration. These include

depolymerisation and ring-cleavage, and can involve contaminants and acids residual in the

NC matrix following synthesis. These are left behind due to imperfect washing procedures,

or produced by low level ambient degradation (31, 150).

Storage conditions such as the choice of wetting solvent, temperature, pressure, hu-

midity and fluctuations in these conditions over time, contribute to the spectrum of products

evolved. This has implications for the shelf life of NC formulations; a practical example

is the propellant stored under a pilot’s seat for emergency ejection from the cockpit (151,

152). The propellant device will include a mixture of energetic materials, plasticisers and

stabilisers in ratios adhering to established industry safety standards. During the lifetime of

the propellant, it will endure a great number of flights, each involving variable temperature

and pressure cycles. Understanding of the ageing reactions will shed light on the possible

interactions between the energetic materials and the stabilising mixture, informing better

industrial practices, safety standards and products with improved service life.

In addition to environmental factors and contaminants, the degradation properties of

NC depend on the unique polymer chain structure, largely defined by the parent cellulose
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feedstock. Scanning electron micrograph (SEM) images of Miscanthus cellulose follow-

ing nitration show a bloating of the cellulose fibres, with almost full retention of the fibre

structure integrity (figure 3.1 ). Cellulose fibres found in nature are formed of macrofibres,

which in turn are formed of microfibrils ranging from 3 - 50 nm in diameter (figure 3.2)

(153). Each microfibril is assembled from stacked polysaccharide chains held together by

van der Waals and hydrogen bonding interactions. Each linear chain is formed by a se-

quence of individual monomer units, in this case β -D-glucopyranose. Hydrogen bonding

networks determine the supramolecular arrangement of the cellulose polysaccharide chains,

and variation leads to a mixture of crystalline and amorphous regions (154, 155). Regions

of high crystallinity are more difficult to penetrate by solvent, thus are more resistant to

hydrolytic decomposition methods; amorphous regions are more porous, exhibit less hy-

drogen bonding, and are more prone to digestion by both microbes and chemicals (156).

Hydrolysis in NC is largely attributed to the presence of spent acids in the system. Small

amounts of moisture present in the bulk or from the air, have also been suspected to accel-

erate hydrolytic ageing. The interplay of reactions between small acid species, water and

the polysaccharide, in particular at the nitrate sites, are of critical importance in interpreting

the mechanistic pathways leading to widespread degradation throughout the material.

Figure 3.1: Scanning electron micrograph (SEM) images of a) Miscanthus cellulose and b) Mis-
canthus nitrocellulose, after nitration. From the work of Gismatulina et al.(43). Repro-
duced with permission from the publisher.

Density functional methods are routinely used to explore the energetics of small molec-

ular reactions (158–160). When probing the details of individual chemical reactions using

computational methods, the extended polymer structure becomes unwieldy due to the large

number of atoms. It is therefore necessary to reduce the system to a representative model

within a manageable scale. In 2012, Shukla et al. truncated the NC polymer structure to a
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Figure 3.2: Natural cellulose fibres are constructed from individual linear strands of cellulose poly-
mer, inter-linked by hydrogen bonds to form microfibrils. The intermolecular bonding
structure between multiple strands influence degradation properties by altering the crys-
tallinity and solvent porosity of the bulk material. Adapted from the work of Dumanli
(157) with permission from the publisher.

single-ring monomer for investigation into the alkaline hydrolysis behaviour using B3LYP

DFT (61). The study analysed the SN2 nucleophilic attack at the nitrate-carbon site, lead-

ing to release of the nitrate ion in favour of a hydroxyl group (figure 3.3). Comparisons

between the monomer, dimer and trimer structures found the dimeric structure to be the

smallest repeat unit encompassing all bonding and non-bonding interactions, and thus the

minimum model that can fully describe the denitration behaviour of the polymer. This can

be attributed to the 1→4 glycosidic linkage between each of the β -D-glucopyranose rings.

The angle of the glycosidic oxygen leads to an alternating, non-planar orientation for each

additional ring added (figure 3.4) giving rise to inter-ring interactions and steric effects that

cannot be observed in the monomer.

In this chapter, the electronic properties of the monomer, dimer and trimer truncations

of the NC polymer were compared. The most suitable model size for subsequent mecha-

nistic investigations was determined with consideration for accurate representation of the

chemistry of the full system, within the limitations of computational resource. Hydroxyl

(-OH) and methoxy (-OCH3) capping groups were tested at chain ends in the C1, C4 posi-

tions, to explore their interaction with the glucopyranose rings and effect on the distribution

of charge on the chosen model.

3.2 Methodology

3.2.1 Geometry optimisation

The monomer starting structure was constructed using the geometry of β -D-glucopyranose

obtained from literature (161), with the substitution of three nitrate groups at each of the

carbon 2, 3 and 6 sites. For dimer and trimer structures, additional glucopyranose rings

were appended to the first ring in a 1→4 position, with alternating planarity (figure 3.4).
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Each unit was capped with either methoxy or hydroxyl groups and geometry optimised

using quantum mechanical (QM) methods.

Selected dimer and trimer molecules were pre-optimised with a MM using UFF (131)

and MMFF94 (132–136) force fields. This was to determine whether an initial ’rough’

optimisation using a less expensive MM method could lead to a reduction in the QM opti-

misation time for the larger structures, or facilitate easier identification of global minimum

structures. The UFF force field was chosen as a general all-element model; MMFF94 was

parameterised for organic compounds and includes hydrogen bonding.

Following MM pre-optimisation, the dimer cases did not show any notable speed-

up in convergence on the minimised structure, or any significant difference in the final

optimised geometry. Further investigations did not implement MM pre-optimisation for

dimer geometries.

Minimisation of trimer geometries proved more challenging, oftentimes with conver-

 oxygen  nitrogen  carbon © hydrogen

Figure 3.3: a) Numbering scheme of 2,3,6-trinitro-β -D-glucopyranose, as a monomer of NC. b)
Transition state showing SN2 (opposite side) attack by OH- and c) angular attack (same
side) by OH- during the addition–elimination process at the C2 site of NC from the work
of Shukla et al. The solid arrow indicates nucleophilic attack and the dashed arrow the
leaving group. Reproduced with permission from the publisher.
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gence failure, due to the presence of many floppy bonds and high degrees of rotational

freedom for hydrogen atoms and along side chains. This lead to a smooth, slow evolving

potential energy surface that is difficult to explore using gradient optimisation methods.

MM pre-optimisation of the bi-methoxy capped trimer structure generated a starting input

geometry for QM optimisation that enabled faster convergence to a final structure, reducing

the number of steps required. However, it was found that a trimer input geometry derived

from an already-optimised dimer structure, with duplication of the first ring and appending

it to the end of the chain (figure 3.4(c) ), provided a lower energy starting conformer and

more stable optimisation procedure. Thus, rather than construction of a new trimer geome-

try “from scratch”, the trimer structures used in the study were constructed from extension

of the fully optimised dimer structures.

In some instances, it was found that the final optimised geometries varied according to

the input starting geometry. In the cases of more than one possible converged geometry for

the same species, the conformer with lowest absolute energy was chosen.

(a) Monomer with DOS=3.

(b) Dimer with DOS=3.

(c) Trimer with DOS=3, constructed from the dimer.

Figure 3.4: Truncated NC units, whereby each additional glucopyranose ring is added in the 1→4
position, as in the structure of cellulose. The trimer was constructed from the optimised
dimer, with duplication of the first ring (shown with the blue arrow). The degree of
substitution (DOS) refers to the replacement of the cellulose hydroxyl side groups for
nitrate groups.



66 Chapter 3. Model building and validation

3.2.2 Labelling system

The numbering scheme for structures is detailed in figure 3.5. Counting from the oxygen of

the first glucopyranose ring as atom 1 (O1), the numbering of carbons proceeds in a clock-

wise direction. For simplicity, the nitrate groups are numbered 1 - 3, also moving clockwise

around the ring. The oxygen linking the nitrate to the ring is labelled (Ox). Oxygen on the

terminal ends of the nitrate group are labelled (Ot). Identical oxygen labelling is applied

across all nitrate groups.

Labels are given from the largest structure to the smallest: [ring; substituent group;

component atoms]. For example, a terminal oxygen (Ot) on the nitrate at the C6 position

(N3) of the second ring (R2), would be referred to as R2N3Ot. When referring to only the

nitrogen of this nitrate, the label would be R2N3. For the carbon at the C6 position on the

second ring, the label would be R2C6.

3.2.3 System size and chain ends

In order to investigate the influence of different capping groups, the fully nitrated dimer

structure was used as a reference, following the minimum complete structure approximation

established by Shukla et al.. Chain ends were capped with methoxy groups, or a combina-

tion of a methoxy and a hydroxyl groups (figure 3.6). The differences in charge distribution

and the nature of intra-molecular interactions were probed using QTAIM and inspection

of the ESP around the molecule. When considering the system size, the ESP and QTAIM

topology analyses were compared across monomer, dimer and trimer models. To simplify

optimisation of the trimer structure and to explore interactions at lower degrees of substitu-

tion, nitration was limited to the C2 site. The C2 position was found by Shukla et al. to be

the first to be nitrated, and last to be denitrated (61). The monomer was nitrated only at C2,

the dimer nitrated only at R1C2 and the trimer nitrated at R1C2 and R3C2.

3.2.4 Computational details

The B3LYP functional was chosen for initial exploration of the electronic properties of

the system. It is an efficient and extensively benchmarked method for main group elements,

suitable for the current model system size, where the largest trimer extends to 76 atoms(160,

162, 163). All electronic structure calculations in this section, including geometry optimi-

sation and thermodynamic calculations were performed in vacuum to the level of B3LYP/

6-311+G(d,p) with tight convergence criteria (table 3.1), implemented in the G09 quantum

chemistry suite (129).
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Figure 3.5: The numbering scheme for dimers used in this study. Ring 1 (R1) is the first ring,
whereby oxygen (O1) is one bond separated from the glycosidic oxygen linking the two
rings. Ring 2 (R2) is where O1 is two bonds separated from the glycosidic oxygen.
The nitrate oxygen on the terminating ends are referred to as (Ot), and the nitrate oxygen
connected to the glucopyranose ring is referred to as (Ox).

 oxygen  nitrogen  carbon © hydrogen

Table 3.1: Convergence criteria used in G09. Units in Hartree/Bohr.

Convergence criteria Normal Tight
Maximum Force 4.5×10−4 1.5×10−5

Root Mean Square Force 3.0×10−4 1.0×10−5

Maximum Displacement 1.8×10−3 6.0×10−5

Root Mean Square Displacement 1.2×10−3 4.0×10−5

Structures were built using the Gauss View 5.0.8 (GView) graphical user interface

(164). Molden 5.0.2 (165, 166) and GView packages were used for visualisation. Avogadro

molecular editor 1.1.1 (167) was used for MM pre-optimisation. UFF and MMFF94 force
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fields were applied with Steepest Descent algorithm (168, 169) with 500 steps and energy

convergence of 1×10-7 kJmol-1. Electrostatic potential (ESP) surfaces were mapped to

the electron density, extracted from G09 formatted checkpoint files following optimisation.

Gaussian’s CubeGen utility was used to generate the 3D point grids for mapping; density

and ESP cubes were generated with 803 points (default grid point density). ESP maps

were visualised using GView. QTAIM topological analyses including CP analysis on the

optimised structures were performed using MultiWFN 3.6 (170).

3.3 Truncating the polymer

3.3.1 Comparison of capping groups

Fully nitrated dimers (DOS=3) were bi-capped with methoxy (CH3/CH3), methoxy-

hydroxyl (CH3/OH) or hydroxy-methoxy (OH/CH3) groups at C1 and C4 positions (fig-

ure 3.6). The effect of each capping group combination on the dimer geometry, electronic

properties and intramolecular non-bonding interactions within the dimer were inspected.

QTAIM electron density topology analysis of all dimers revealed notable intermolec-

ular interaction across the two rings, in particular where the C6 side chain was able to

interact with the nearest nitrate group of the opposite ring (figure 3.7). All three capping

group combinations presented similar characteristics; nuclear critical points (NCP) lay at all

atomic sites and each chemical bond was described by a BCP. Ring critical points (RCP)

lay at ring centres and at points of concentrated steric interference within side chain moi-

eties. A single CCP was observed in the region between R1C5 - R1C6 - R2N2, where the

arrangement of the side chains formed a pyramidal cage-like environment (table 3.2).
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(a)

(b)

(c)

Figure 3.6: Fully nitrated NC dimer with a) methoxy groups capping chain ends on both ring
1 and ring 2 (CH3/CH3), b) a methoxy capping group on ring 1 and hydroxyl on
ring 2 (CH3/OH), c) hydroxyl group on ring 1 and methoxy capping group on ring 2
(OH/CH3).
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Figure 3.7: All critical points identified by QTAIM topology analysis. Nuclear critical points (NCP
are located at atomic nuclear sites, bonding critical points (BCP), (  orange spots)
lie on chemical bonds, or on intramolecular bonding paths (— shown in orange); ring
critical points (RCP) ( yellow spots) denote centres of steric interaction and the cage
critical point (CCP) ( green spot) shows the centre of a cage-like system.

(a) Critical points idenitified for the CH3/CH3 dimer.

(b) Critical points for the CH3/OH dimer.
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Figure 3.7: Continued.

(c) Critical points for OH/CH3 dimer.

Hydrogen bonding was observed between the nitrate groups directly connected to the

ring and their associated α-hydrogens (figure 3.8). N1 and N2 nitrates are orientated in

the eclipsed conformation relative to the α-hydrogen, bringing the terminal nitrate oxygen

within H-bonding distance and generating a steric critical point between the oxygen and α-

hydrogen (table 3.3). This was not the case for C6 nitrates, which are not directly connected

to the ring. The flexibility of the C6 alkyl chain allows for relaxation of the nitrate to the

gauche orientation, relative to the CH2 group. The increased distance between the terminal

oxygen of the nitrate and the α-hydrogens exceeded H-bonding distance and reduced steric

crowding.

Figure 3.8: α-hydrogen relative to the nitrate group, highlighted in red; the terminal oxygen (Ot) -
α-H interaction is highlighted in blue.
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Table 3.2: Topology analysis of dimers with capping groups. * CH3/CH3 and CH3/OH only; **
CH3/CH3 only ; *** Intramolecular steric centres located between rings, and between
nitrate groups and nearest α-hydrogen on the ring.

Dimer CP type Number Interaction centres Intramolecular bonding

CH3/CH3

NCP 63 All atomic nuclei -

BCP 75
64 chemical bonds

11 intramolecular bonds

R1 - R1
R1C2H - R1N1Ot
R2 - R2
R2C3H - R2N2Ot
R2C2H - R2N1Ot
R1 - R2
R1C3H - R1N2Ot
R1C6H - R2N2Ot
R1C5H - R2H2Ot
R1O1 - R2N2*
R1O1 - R2N2Ox
R1C1H - R2N2Ox
R2C6H - R1N1Ot
R1N1Ot - R2N3Ot**

RCP 14
R1, R2 ring centres,
Steric centres***

-

CCP 1 R1C5 - R1C6 - R2N2 -

CH3/OH

NCP 60 All atomic nuclei -

BCP 71
61 chemical bonds

10 intramolecular bonds

R1 - R1
R1C2H - R1N1Ot
R2 - R2
R2C3H - R2N2Ot
R2C2H - R2N1Ot
R1 - R2
R1C3H - R1N2Ot
R1C6H - R2N2Ot
R1C5H - R2H2Ot
R1O1 - R2N2*
R1O1 - R2N2Ox
R1C1H - R2N2Ox
R2C6H - R1N1Ot

RCP 14 R1, R2 ring centres,*** -
CCP 1 R1C5 - R1C6 - R2N2 -

OH/CH3

NCP 60 All atomic nuclei -

BCP 70
61 chemical bonds

9 intramolecular bonds

R1 - R1
R1C2H - R1N1Ot
R2 - R2
R2C3H - R2N2Ot
R2C2H - R2N1Ot
R1 - R2
R1C3H - R1N2Ot
R1C6H - R2N2Ot
R1C5H - R2H2Ot
R1O1 - R2N2Ox
R1C1H - R2N2Ox
R2C6H - R1N1Ot

RCP 13 R1, R2 ring centres,*** -
CCP 1 R1C5 - R1C6 - R2N2 -
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Table 3.3: Distances between terminal oxygen of nitrates and nearest α-hydrogen.

Nitrate oxygen Nearest α-H Distance / Å Dihedral Conformation
R1
R1N1Ot R1C2H 2.2 -3.5 Eclipsed
R1N2Ot R1C3H 2.1 2.6 Eclipsed
R1N3Ot R1C6H 2.5 25.4 Gauche
R2
R2N1Ot R2C2H 2.2 3.4 Eclipsed
R2N2Ot R2C3H 2.2 9.4 Eclipsed
R2N3Ot R2C6H 2.5 -24.9 Gauche

Inter-ring H-bonding occurred between C6 hydrogens and the terminal oxygens of the

nearest nitrate on the other ring (at the C3 position), in addition to N - O interactions and

O - O interactions. Upon replacement of a hydroxyl capping group for a bulkier methoxy,

the geometry of the nitrate groups adjusted to accommodate. It can be seen in the case of

CH3/CH3 in figure 3.7.a), that there is an additional BCP and intramolecular bonding path

between R1N1Ot and R2N3Ot that was not present in the structures with only one methoxy

group, and an R1O1 - R2N2 interaction that is not present i n OH/CH3. Inspection of nitrate-

nitrate distances show that with substitution to methoxy capping groups, the inter-nitrate

distances did not change significantly (table 3.4). Despite a lower number of intramolecular

bonding interactions, OH/CH3 did not exhibit larger bonding distances between interaction

centres.

Table 3.4: Distances between nitrate groups across different capping group combinations show that
the nitrate geometries between rings in the dimer remain the same regardless of capping
group.

Capping group Nitrate-nitrate pair Distance / Å

CH3/CH3

R1N1 - R1N2 4.0
R1N1 - R2N3 4.8
R1N3 - R2N2 5.2
R2N2 - R2N1 4.1

CH3/OH

R1N1 - R1N2 4.0
R1N1 - R2N3 4.8
R1N3 - R2N2 5.2
R2N2 - R2N1 4.1

OH/CH3

R1N1 - R1N2 4.0
R1N1 - R2N3 4.8
R1N3 - R2N2 5.3
R2N2 - R2N1 4.1
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Figure 3.9: Critical points identified by QTAIM topology analysis of NC dimer nitrated at C2 po-
sition for a) NC repeat unit with two −OCH3 capping groups (CH3/CH3) dimer, b)
CH3/OH dimer and c) OH/CH3 dimer. Nuclear critical points (NCP are located at
atomic nuclear sites, bonding critical points (BCP), (  orange spots) lie on chemi-
cal bonds, or on intramolecular bonding paths (— shown in orange); ring critical points
(RCP) ( yellow spots) denote centres of steric interaction and the cage critical point
(CCP) ( green spot) shows the centre of a cage-like system.

(a) CH3/CH3 dimer

(b) CH3/OH dimer
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Figure 3.9: Continued.

(c) OH/CH3 dimer

Topology analysis on dimers with lower levels of nitration show an interaction between

unsubstituted hydroxyl side chains with the capping group on ring 1 (figure 3.9). NC dimers

nitrated at only the R1C2 position exhibit H-bonding and H-H interaction between the cap-

ping group hydrogens and those of C6, and O-O interactions between R1O1 and hydroxyl

oxygens at R2C3. As was observed in the fully nitrated dimer (fig 3.7), change of the cap-

ping group partially influences the change of geometry around the interacting sites, though

not necessarily nitrate-nitrate distances (3.4). Comparison of the torsion angle between the

two rings when different end groups are attached to the dimer reveals that OH/CH3 combi-

nation leads to a small 0.6 ° increase in the relative rotation (table 3.5). Though this may

appear marginal, any alteration in the twisting configuration between rings will modify the

strength of the R1N1 - R2C6 hydroxyl and the R1O1 - R2C3 hydroxyl interaction, offering

Table 3.5: Torsion angles between the two rings in the R1C2 nitrated dimer (DOS=1), when capping
groups are modified shows that the OH/CH3 combination presents a greater twist between
the rings.

Dimer Ring torsion angle

CH3/CH3 -177.1
CH3/OH -177.1
OH/CH3 -176.5
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(a)

(b)

(c)

Figure 3.10: Electrostatic potential maps of NC dimers fitted with different capping group combi-
nations in order to inspect the change in charge distribution, a) CH3/CH3, b) CH3/OH,
c) CH3/OH. Scale is in atomic units.
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increase stabilisation of the R1N1 nitrate group (figure 3.9c) ). However in this case the

magnitude of the change is unlikely to significantly induce a change in reactivity.

The ESP maps represent the charge density around the molecule (figure 3.10). A more

negative value (increasingly red) indicates an area of higher electron density, whilst a more

positive value (increasingly blue) indicates an area of lower electron density. It can be seen

that the areas with lowest electron density lie around the centre of the glucopyranose rings

and at the C6 position of the side branches. This can be explained by the number of adja-

cent oxygens drawing the electron density away from the less electronegative alkyl groups.

The most electron rich areas are the outermost oxygens of the nitrate groups (Ot positions).

The terminal oxygens draw electron density from the nitrogen lone pairs and are resonance

stabilised. The presence of the hydroxyl capping group promotes a small decrease in the

concentration of electron density around the adjacent ring. This is illustrated by the slight

deepening of the blue shading around the ring directly bonded to the hydroxyl. The hy-

droxyl group itself presents the lowest concentration of electron density, suggesting that the

terminating hydrogen may be prone to nucleophilic attack. For the extended polymer, it is

expected that the electron-density profile of each glycosidic oxygen between monomers is

analogous. Capping groups should therefore mimic the charge density around the central

oxygen of the dimer, as closely as possible. The oxygen of both methoxy and hydroxyl

capping groups exhibit a lower concentration of electron density than that of the bridging

oxygen between the two rings. This deficiency is particularly pronounced in the case of the

hydroxyl capping group, suggesting that the methoxy group provides a more representative

approximation for the extended polymer with respect to charge density. Whilst a terminat-

ing hydroxyl end group provides a useful proxy for the polymer chain ending, the methoxy

groups more accurately mimic the charge distribution, geometry and intramolecular bond

character within the chain, without addition of artificial capping group interactions.

3.3.2 Model size

The electrostatic potential and topology analysis of the partially nitrated monomer, dimer

and trimer were compared in order to explore the limitations of each truncation. The

monomer was nitrated at C2, the dimer at R1C2 and trimer model nitrated at R1C2 and

R3C2 sites. Analysis of the CPs in the monomer revealed steric centres and a non-bonding

interaction with the capping group. The terminal oxygen - α-hydrogen interaction at the C2

nitrate was observed, as was seen in the fully nitrated systems (figure 3.11c) ). The trimer



78 Chapter 3. Model building and validation

Figure 3.11: Electrostatic potential (ESP) maps of NC monomer, dimer and trimer units.

(a) ESP map of NC dimer nitrated at the C2
position.

(b) ESP map of NC dimer nitrated at the R1C2 position.

(c) ESP map of NC trimer nitrated at R1C2, R3C2.
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Figure 3.12: Critical point analysis of NC monomer, dimer and trimer units. Bonding critical points
(BCP), ( orange spots) lie on chemical bonds; intramolecular bonding paths (—
shown in orange); ring critical points (RCP) ( yellow spots) denote centres of steric
interaction and the cage critical point (CCP) ( green spots) shows the centre of a
cage-like system.

(a) Critical point analysis of NC monomer nitrated at
C2 position.

(b) Critical point analysis of NC dimer nitrated at R1C2 position.

(c) Critical point analysis of NC trimer nitrated at R1C2, R3C2.
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unit displayed a more extensive network of hydrogen bonding between rings, facilitated by

the higher number of unsubstituted hydroxyl groups on the second ring (figure 3.11c) ).

Compared with the dimer and trimer models, the monomer presents all the intra-ring inter-

actions observed in the larger units, omitting only the between-ring interactions. Though

Mulliken charges are highly variable with basis set and the inclusion of diffuse functions,

they may offer a general overview of the relative partial charge distribution in the molecule.

Figure 3.13 and table 3.6 display the Mulliken charges of each of the different sized models.

The large difference in charges for the C1 capping oxygen between monomer and the larger

models is due to the absence of a second connected ring. Carbon sites within the glucopy-

ranose ring present the greatest variation between each model. Attention to the changes in

orientation of the side chains offer explanation for the observed charge distribution. The

orientation of the C4 capping group is slightly altered for the dimer, as compared to the

monomer and trimer, leading to the more negative charge at C4 for the dimer. The geome-

try of the nitrate at the C2 site is also most similar for the monomer and trimer, explaining

the contrast between the charge concentration at C2 for these two species and the dimer.

The Mulliken charges are therefore extremely sensitive to fine alterations in the geometry

and should not be taken as a reliable measure for the charge distribution.

Whilst the monomer lacks the essential interactions between rings and side chains

present in the polymer, when exploring the chemistry of a localised group of atoms - such

as in the case of the denitration reaction - it is a suitable approximation for a primary inves-

tigation into the mechanistic details at these key reaction sites. The validated mechanisms

can then later be expanded to the dimer and larger systems to re-introduce ring-ring inter-

actions and higher steric effects. As such, the monomer structure offers a compromise of

computational efficiency and accurate representation for the geometry, partial charges and

intra-ring non-bonding interactions of the larger system.



3.3. Truncating the polymer 81

Figure 3.13: a) NC monomer nitrated at C2. b) Monomer a) shaded by Mulliken charges. More
negative atoms are shaded in red whilst more positive atoms are shaded in green. Scale
bar ranges between ±0.5 a.u..

(a) NC monomer nitrated at C2 (b) Shaded by Mulliken charge

(c) Mulliken charge-shaded NC dimer nitrated at R1C2

(d) Mulliken charge-shaded NC trimer nitrated at R1C2 and R3C2
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Table 3.6: Comparison of Mulliken charges for the CH3/CH3 monomer and the first glucopyranose
ring (R1) of the dimer and trimer, all nitrated in the C2 position. Charges are expressed
in a.u.. For explanantion of labelling scheme, see section 3.2.2. Shaded values indicate
charge differences greater than ±0.1 a.u.

R1 Atom Monomer Dimer Trimer ∆Trimer-Dimer ∆Trimer-Monomer

O1 −0.1 −0.0 −0.0 0.0 0.1
C1 0.2 −0.3 0.0 0.3 −0.2
C1H 0.1 0.1 0.1 0.0 0.0
C1 Ocap −0.2 0.2 0.2 0.1 0.4
C2 −0.6 −0.3 −0.6 −0.3 0.0
C2H 0.2 0.2 0.2 0.0 0.0
N1Ox 0.2 0.3 0.2 −0.1 0.0
N1 −0.3 −0.4 −0.3 0.1 −0.0
N1Ot1 0.0 0.1 0.1 0.0 0.0
N1Ot2 0.1 0.1 0.1 0.0 0.0
C3 −0.2 −0.2 −0.3 −0.1 −0.2
C3H 0.2 0.2 0.2 0.0 0.0
C3O −0.2 −0.2 −0.2 −0.0 0.0
C3OH 0.3 0.2 0.2 0.0 −0.0
C4 −0.1 −0.4 −0.3 0.2 −0.2
C4H 0.2 0.2 0.2 0.0 0.0
C4 Ocap −0.1 −0.1 −0.1 0.0 0.0
C5 −0.3 0.1 0.0 −0.1 0.3
C5H 0.2 0.2 0.2 0.0 −0.0
C6 −0.2 −0.4 −0.4 0.1 −0.1
C6H1 0.2 0.2 0.2 0.0 0.0
C6H2 0.2 0.2 0.2 −0.0 −0.0
C6O −0.3 −0.3 −0.3 0.0 0.0
C6OH 0.2 0.3 0.3 −0.0 0.0

3.4 Summary

In this section the polymer structure of NC was truncated to a system size suitable for ap-

plication of density functional theory, for use in subsequent investigation into the decompo-

sition mechanisms. Methoxy and hydroxyl capping group approximations were compared.

ESP maps showed that the methoxy group performed better, exhibiting a charge density

more similar to that of the glycosidic oxygen in larger polymer chain units. Topological

analysis using QTAIM highlighted non-bonding interactions between both hydroxyl and

methoxy chain endings with side chains of the dimer. Findings showed that the methoxy

capping group provided a more sterically and chemically similar approximation for the ex-

tended polymer, and was adopted for work in further chapters.

Topological analysis of monomer, dimer and trimer models found that the 2-ring and
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3-ring systems were the most consistent with respect to charge density distribution and pro-

file of intramolecular interactions. It was assumed that the largest model would be most

representative of the polysaccharide, as suggested in by Shukla et al.(61). Despite the ab-

sence of inter-ring non-bonding interactions, the monomer model was deemed sufficient for

initial investigations into the chemistry of NC. Further studies aimed to probe the chemistry

at individual nitrate sites on the ring by analysis of reaction energies and transition states.

Medium-to-long range interactions present less significance during these initial mechanistic

investigations at localised sites. By contrast, the additional time required for exploration of

more intricate PES would be significant for the larger models.

The exclusion of secondary non-bonding interactions and reduction in the degrees of

freedom due to truncation of the model size simplifies and speeds-up structure searches

and identification of the minimum energy path (MEP) from reactants to products. Thus the

monomer model will be used for further studies involving single-site reaction mechanisms

and transition state searching.

A limitation to the work done in this section is that all calculations were performed in

the gas phase. This is relevant to most NC ageing reactions taking place in the dry bulk or

in product formulations where the material has not been placed in wetted storage. However

for the reactions that must occur in solvent, such as hydrolysis, the structures explored here

do not include solvation effects. The most common wetted storage solvents used for NC are

water or water-alcohol mixes (171). Interactions with water in particular will strongly affect

the character of intramolecular non-bonding interactions and the geometry around hydroxyl

groups due to the polarity of the medium, and availability of hydrogen bonding moieties.

However, solvent interactions are not expected to significantly change the chemistry of the

nitrate site between the monomer and trimer systems. These effects will partially be taken

into account in later chapters with the inclusion of an implicit solvent. A possible extension

to the work here would be the repeat of the investigation with both implicit and explicit

solvent in order to determine the magnitude of the changes, with particular attention paid to

alternative orientation of side chains and capping groups.





Chapter 4

Mechanisms of denitration under ambient

conditions

4.1 Introduction

4.1.1 Thermolytic reactions

The first stage of thermolytic decomposition for nitrate esters is generally agreed to be

homolytic fission of the O-N bond linking the nitrate to the alkyl chain, leading to the loss

of •NO2 (equation 4.1) (172–174). Though nitrate homolysis is an endothermic reaction,

the weak O-N bond has a typical dissociation enthalpy of 42 kcal mol-1 and is easily cleaved

when exposed to elevated temperatures, UV light or impact (175). Whilst the thermolytic

degradation of energetic materials has been widely studied experimentally, the ambient,

slow ageing mechanisms are less well documented. Low-temperature decomposition routes

are influenced by many factors over a protracted lifetime, and in practical use, materials

are usually subject to evolving environmental conditions. External changes in pressure,

humidity, stress and temperature cycling introduce variation in the degradation patterns of

energetic materials. The presence of moisture has been observed to lower the activation

energy and accelerate decomposition (173). Internal factors including impurities, residual

solvent, and crystal growth within the bulk, also alter decomposition behaviour.

R−ONO2 −−→ R−O•+ •NO2 (4.1)

RH−ONO2 −−→ R−−O+HNO2 (4.2)

The degradation of nitrate esters at temperatures over 100°C is primarily via ther-

molytic processes, whilst under 100°C, decomposition is largely thought to be the result of

hydrolysis (176). Tsyshevsky et al. studied the intramolecular reactions leading to deni-
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1. •NO2 loss

2. HNO2 loss

3. OONO rearrangement

4. γ-attack

5. ONO2
•loss

6. C−C cleavage (CH2O+NO2)

7. C−C cleavage (CO+HNO2)

 oxygen  nitrogen  carbon © hydrogen

Figure 4.1: Intramolecular thermolytic reactions in PETN, adapted from the work of Tsyshevsky et
al. with permission from the publisher (69).

tration in pentaerythritol tetranitrate (PETN) in both the vacuum and the bulk crystal (69)

(figure 4.1). Seven mechanisms for the removal of NO2 were explored. Corresponding

to the labels in figure 4.1: (1) homolytic cleavage of the O−NO2 bond, (2) the elimina-

tion of nitrous acid (HNO2) which is usually considered a competing reaction to homolytic

fission, (3) the nitro-peroxynitrite rearrangement (O−ONO), (4) γ-attack of the terminat-

ing nitrate oxygen atom and the bridging nitrate oxygen at their relative γ-carbon sites,

(5) the homolytic C−O bond cleavage, (6) and (7) two variations of the homolytic C−C

bond cleavage. It was found that the two most significant decomposition reactions were ho-

molysis of the nitrate ester O−NO2 bond (equation 4.1) and intramolecular elimination of

HNO2 (equation 4.2). Whilst elimination of HNO2 was found to be the most energetically

favourable denitration pathway, homolytic fission dominated preliminary decomposition

steps due to the lower activation barrier and faster rate of reaction. It was suggested that

global decomposition processes were determined by the interplay between these two mech-

anisms. Initial homolysis facilitated wide-spread denitration, complemented by exothermic

HNO2 elimination, promoting self-heating of the system and further bond dissociations.

The presence of •NO2 and HNO2 have previously been linked to the autocatalytic rates ob-

served for later-stage decomposition of nitrate esters (177–179), though some studies solely

attribute it to the presence of acids (21, 31, 53, 180). Other studies also implicate the action
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of •NO and HNO3, in addition to •NO2 and HNO2 (181, 182). Inspection of these products

generated from initial processes, with observation of the species permeating through to later

stages, will shed light on the most likely contributors to autocatalysis.

4.1.2 Acid hydrolysis reactions

Spent acids remain in the NC matrix following synthesis, even with thorough washing pro-

cedures. Additional acidic species are released via the subsequent reactions of •NO2 fol-

lowing homolysis. These acids proceed to react with other moieties in the system, such as

unsubstituted alcohol side chains on the polysaccharide, or small molecules free in the bulk.

When exploring the interaction of nitroglycol and nitroglycerin in acid solution, Cam-

era et al. (183) proposed a protonation-denitration scheme (scheme 4.1) whereby initial

protonation at the nitrate was rapid (equation 4.3), but the subsequent release of the nitron-

ium ion was slow and rate determining (equation 4.4).

CH3CH2ONO2 +H+ fast−−⇀↽−− CH3CH2ONO2H+ (4.3)

CH3CH2ONO2H+ slow−−⇀↽−− CH3CH2OH+NO +
2 (4.4)

Scheme 4.1: The relative rate of stepwise protonation and denitration of nitrate esters, using ethyl
nitrate as an example. From the work of Camera et al. (183).

NC in storage is kept wetted with solvents to prevent self-ignition (46, 185). Material

with 12.6%N or lower must be stored in 25% water by mass, or in a controlled mixture of

solvents, stabilisers and plasticisers. The material is therefore always exposed to water, with

the fast-exchange of protons expected at inter-facial surfaces. In the study of organonitrates

and organosulfates generated from isoprene in the aerosol phase, Hu et al. found that pri-

mary and secondary nitrates were resilient to hydrolysis for pH > 0, whilst tertiary nitrates

underwent hydrolytic nucleophilic substitution easily, reacting with water to form alcohols

(184). In tertiary nitrates, the carbon is fully substituted with no attached hydrogens. This

group is usually sterically hindered and stabilising to carbocations, condition on the elec-

Scheme 4.2: Hydrolysis of a tertiary nitrate derived from the reaction of isoprene in the aerosol
phase, from the work of Hu et al. (184).
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tron donation ability of the substituents remaining after nitrate removal. If formation of a

carbocation intermediate is involved in the hydrolysis mechanism, this may explain why the

tertiary nitrates exhibited highly efficient denitration, even under neutral conditions.

Though no specific mechanistic detail is given, the action of a protonated transi-

tion state during hydrolysis is alluded to through the contrast between the rate of acid-

catalysed and neutral hydrolysis reactions. Neutral hydrolysis of the tertiary nitrates occured

rapidly, but hydrolysis only occurred for primary and secondary nitrates under strongly acid

catalysing conditions, and at a much slower rate. Additionally, the presence of adjacent OH

groups hampered the rate of hydrolysis for some aerosol dispersed organonitrates. In the

neutral hydrolysis of tertiary nitrates, increasing the number of adjacent OH groups lead to

protracted hydrolysis lifetimes. Interestingly, the retardation effect of adjacent OH groups

was not observed for the the acid catalysed cases. Hu proposed that this could be due to

the interaction of OH with the transition state of the neutral hydrolysis system, compared

to the protonated transition state of the acid catalysed system, impeding the reaction only

in the former case. The cause of this effect is unclear, and without understanding of the

mechanisms involved, it is difficult to explain.

There is evidence that nitration and denitration of nitrate esters is also influenced by

the presence of nitrate groups at neighbouring positions. Matveev et al. demonstrated that

for poly-nitroesters the rate of liquid-phase decomposition did not increase linearly with

number of nitrate reaction centres. It was found to mainly dependend on individual struc-

tures (table 5.1) (186). The trend in reactivity could be partially explained by the inductive

effect of the nitro groups (172). The inductive effect arises when a difference in the elec-

tronegativity between atoms connected by a σ bond leads to a polarisation, or permanent

dipole, in the bond. Electron donating groups increase the δ− partial charge on neighbour-

ing atoms through the release of electrons, whilst electron withdrawing groups pull electron

density away, generating a δ+ charge on connected atoms. The NO3 presents a stronger

electron withdrawing effect than OH. The presence of an adjacent nitrate appears to facil-

itate denitration, whereas the presence of hydroxyl groups hinders this process, for neutral

hydrolytic schemes. The resonance effect, arising from π donation by lone pairs on oxygen

and nitrogen is negligible between substituents at different sites on the polysaccharide ring,

as the ring is saturated.

The investigation by Hu et al. exclusively focused on nitrates generated from an iso-
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Table 4.1: Comparison of rate constants of decomposition for various polynitrate esters at 140°C.
∆T is the decomposition temperature range, E is the experimental activation barrier for
decomposition, logA is the pre-exponential factor, Tc is the combustion temperature, kexpt
is the rate constant for decomposition. Collated by Matveev et al.(186) from the work of
Afanas’ev et al. (*) (187) and Lur’e et al.(**) (188).

Compound
∆T E logA kexpt
/ °C / kcal mol-1 [s-1] / 10-6s-1

O2NOCH2CH2CH2ONO2* 72–140 39.1 14.9 1.7
O2NOCH2CH2CH2CH2ONO2* 100–140 39.0 14.7 1.1
O2NOCH(CH3)CH(CH3)ONO2* 72–140 40.3 14.9 5.0

O2NOCH2CH2OCH2CH2ONO2** 80–140 42.0 16.5 1.9
O2NOCH2CH(OH)(CH2ONO2)* 80–140 42.4 16.8 2.3

O2NOCH2CH(ONO2)(CH3)* 72–140 40.3 15.8 3.0
[(O2NOCH2)CH(ONO2)CH(ONO2)]2 80–140 38.0 15.9 63.0
(hexanitromannite)**

prene precursor, upon dispersion as an aerosol. The nitrate groups present in NC are ei-

ther of primary (C6) or secondary (C2, C3) structure, indicating that ambient hydrolysis

is unlikely according to this scheme. However, solvent effects are expected to differ for

condensed-phase reactions and aerosol phases. A greater build-up of acid concentration

can be achieved in a closed, condensed system, and the lifetime of an aerosol is relatively

short-lived when considering the timescale of slow ageing processes in NC. Thus, the work

of Hu et al. does not provide a direct comparison for the NC polymer but highlights the

possible contribution from both neutral and acid-catalysed hydrolysis routes, and effect of

increasing levels of substitution on the wider structure.

In this section, the possible mechanisms for nitrate removal from the NC backbone are

explored. The homolytic fission and HNO2 elimination thermolytic processes suggested by

Tsyshevsky will be compared to the acid hydrolysis scheme. Though the relative rates of

reaction are not compared, the extended timescales involved in ambient ageing imply that

the dominating reactions correspond to those most thermodynamically favourable.

4.2 Methodology

The energies of homolytic fission (equation 4.1) and elimination of HNO2 (equation 4.2)

were calculated for PETN, as a test system before extension to the NC monomer. The free

energies of reaction (∆ G) were calculated according to equations 4.5 and 4.6 to reproduce
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the work of Tsyshevsky et al., using the published geometries of PETN and its derivatives

obtained from the authors (R. Tsyshevsky, personal communication, 19 April 2017).

∆GHomolysis = (GRO•+G•NO2
)−GRONO2

(4.5)

∆GHNO2elim. = (GR−−O +GHNO2
)−GRONO2

(4.6)

R = pentaerythritol trinitrate (PETRIN), NC monomer

In the case of the homolysis reaction, only the denitrated radical product geometry was

provided. The product of HNO2 elimination was given as a complex of the HNO2 leaving

group and the newly formed aldehyde. A single point energy and frequency calculation

were performed on each of the species to determine the reaction energies; no geometry op-

timisation was performed on the given structures except for in the case the •NO2 molecule,

where the geometry was not supplied. A separate •NO2 molecule was independently geom-

etry optimised.

The intramolecular reactions of the NC monomer were modelled according to scheme

4.3. Rigid and relaxed PES scans were attempted for both reactions for the NC monomer

to obtain an energy profile, and in the case of HNO2 elimination, identify a transition state.

The homolysis reaction was treated as barrierless. Where the scans were unable to identify

a valid transition state geometry, guess transition state geometries were constructed and

optimised.

(a) Removal of a nitrate group via homolytic fission of NC

(b) Removal of a nitrate group via elimination of HNO2.

Scheme 4.3: The proposed intramolecular reactions for the initial denitration step during NC degra-
dation.

The possible protonation sites for the NC monomer were explored by placing a proton
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at each of the different oxygen sites surrounding the nitrate group. The structures were then

geometry optimised and energies of protonation were compared. H3O+ was modelled as

the donating species; as NC is usually stored wetted in water, the hydronium ion is the most

likely source of protons (equation 5.11).

RONO2 +H3O+ −−→ RONO2H++H2O (4.7)

It is also possible that the proton is donated by other acidic species in the system,

particularly HNO2 or HNO3. This is more likely at later stages of degradation when a higher

concentration of acid has been generated by secondary reactions. For investigations into

the hydrolytic methods of nitrate removal following protonation, or a concerted mechanism

involving a proton donor, an ethyl nitrate molecule was used as a truncation of the monomer.

This facilitated a speedup of initial PES scanning by reducing the degrees of freedom, whilst

presenting the moieties necessary for preliminary TS searches for the hydrolytic scheme.

This was with the intention of later using the found TS geometries to inform guesses for the

NC monomer structure.

4.2.1 Computational details

All geometry optimisations, thermochemistry calculations and PES scans were performed

in G09. Geometry optimisation and thermal calculations were to the level of 6-31+G(2df,p)

using ωB97X-D and B3LYP, with default convergence criteria (max. force 4.5× 10−4

H/Bohr, RMS force 3× 10−4 H/Bohr, max. displacement 1.8×10−4 H/Bohr and RMS

displacement 1.2×10−4 H/Bohr). ∆G values were obtained by the difference between the

thermally corrected free energies of products and reactants. Zero-point corrected energies

were determined by addition of individual zero point energies to the free energy:

∆GZPE = ∑(Gproducts +ZPEproducts)−∑(Greactants +ZPEreactants) (4.8)

Whereby the zero-point energy (ZPE) was obtained from the QM frequency calculation by

evaluation of the energy of the lowest vibrational level over all molecular vibrations:

EZPE = E +
modes

∑
i

1
2

hωi (4.9)
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Where E is the energy of the molecule at the minimum (for geometry optimisations) or

maximum (for transition state optimisations), modes refers to the vibrational modes, h is

Planck’s constant and ω is the vibrational frequency. For reaction energy calculations, the

ZPE energies were scaled by the empirically derived factor of 0.9756 for ωB97X-D/6-

31G(2df,p) (189). This was to correct for deviation arising from an incomplete description

of electron correlation and neglect of anharmonicity during the calculation of vibrational

frequencies (96, 190).

PES scans were performed to ωB97X-D/6-31+G(d) or unrestricted ωB97X-D, in the

case of O−NO2 dissociation. As high accuracy energy values for structures generated dur-

ing PES scans were not required, calculations were performed at a lower level to conserve

time and computational effort. Rigid scans were carried out by fixing bond lengths, angles

and dihedral values as constants. Only the variable of interest was allowed to change. This

was with the exception of relaxation of other specified coordinates required for accommo-

dation of the new geometry, following each step of the scan. For example in the homolysis

of the O−NO2 bond, as the NO2 group departed the internal O–N–O angle was also al-

lowed to relax, in addition to the angle of the departing NO2 relative to the remainder of

the molecule. In two-dimensional scans, two variables were scanned simultaneously. For

the same reaction, the elongation of a the O−NO2 bond was scanned with simultaneous

approach of a proton, to monitor the effect of protonation for the same reaction. Relaxed

scans were performed in Gaussian using the “modredundant” function, whereby the whole

structure was geometry optimised after each step of the scan. Scans were performed with

step size of 0.1 Å. The number of steps varied with the property investigated, though the

majority of the phenomena were observed within 20 steps (2 Å). Scans were attempted

in vacuum, and for the protonation cases, implicit solvent using PCM with water (ε=78.4)

(142).

4.3 Results and discussion

4.3.1 Thermolytic decomposition mechanisms

The energies of homolytic fission and intramolecular elimination of HNO2 from a PETN

nitrate group are shown in table 4.2. The energy values published by Tsyshevsky et al. are

denoted in parenthesis. As the reaction proceeds with no barrier, the ∆Gr and Ea values are

the same in the case of homolytic fission.

PETN reactant, TS and product geometries were supplied by the authors (R. Tsy-
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shevsky, personal communication, 19 April 2017) except in the case of the •NO2 homolysis

product, which was not provided. The •NO2 leaving group used in the homolysis reaction

calculation was independently geometry optimised, with its energy contributing additively

to the products of the reaction. The PETN−HNO2 TS and product was provided as a com-

plex. The same method and basis (ωB97X-D/ 6-31+G(2df,p)) were used in order to recre-

ate the published reaction energies, however, the calculated values fall below the literature

values by 0.3 - 1.2 kcal mol−1. A possible explanation may be that the geometries provided

do not exactly match those used in the study, particularly in the case of •NO2. A contribu-

tion may also arise from variation in calculation setup and the use of a different version and

compilation of the G09 program, leading to fluctuations in the exact values obtained. These

differences would be amplified when combining individual energies for the calculation of

reaction energy values. Cumulatively these changes may explain the discrepancy between

the observed values and those in the publsihed study. Nevertheless, the calculated value

for the activation energy of homolytic fission of PETN is comparable to the experimentally

derived values of 45.9±1.2 - 47.3±0.3 kcal mol−1 (72, 191, 192), and ∆Hr falls within the

experimental bounds ofnitrate homolysis in alkanes (35.6±0.3 - 42±0.3 kcal mol−1) (193).

The homolytic fission reaction was applied to a NC monomer singly nitrated at C2

(figure 4.2). The O−NO2 bond was incrementally stretched using geometry scanning, to

Table 4.2: Calculated free energies of reaction at 298.15 K (∆Gr), reaction enthalpies (∆Hr), acti-
vation barriers (Ea) with zero-point correction (ZPE) for the intramolecular reactions of
PETN, and the NC monomer calculated at ωB97X-D/ 6-31+G(2df,p). Values expressed
in kcal mol−1.

Reaction ∆Gr ∆GZPE
r ∆Hr ∆HZPE

r Ea Ea
ZPE

PETN

•NO2 loss 26.4 21.4 40.4 35.5 40.4b 35.5
(35.8)a (41.2) (35.8)

HNO2 loss −23.5 −21.0 −20.3 -17.7 46.5 41.5
(−18.6) (47.3) (42.7)

NC monomer

•NO2 loss 27.7 23.1 40.7 36.1 40.7 36.1

HNO2 loss −32.4 −35.8 −19.3 -22.7 43.5 39.5

a values from the work of Tsyshevsky et al. (69).
b values for the activation energy and total energy of reaction are the same for bond disso-
ciation via homolytic fission.
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Figure 4.2: The O−NO2 bond was elongated during rigid and relaxed PES scan to simulate ho-
molytic fission for the NC monomer.

obtain an energy profile of the reaction. For the rigid scan (figure 4.3), only the internal an-

gle of the departing NO2 and coordinates referencing its orientation relative to the rest of the

molecule were allowed to relax. As the scan progressed, the NO2 internal angle increased

from 129.2° to 134.6°, at maximum separation of 5 Å from the bridging oxygen (Ox). This

corresponds to the literature value for the O−N−O internal angle (134.3°) confirming the

formation of a •NO2 radical.

Figure 4.3: The change in the O−N−O internal angle as the NO2 group is pulled away from the
NC monomer during a rigid geometry scan of homolytic fission.

In the case of the NC monomer, both rigid and relaxed scans failed to capture the TS

for cleavage of the nitrate group via interaction with the α-hydrogen. A guess transition

state was constructed based on the TS of the analogous reaction for PETN (figure 4.4b),

and optimised to produce the structure of the correct imaginary vibration. The pattern for

the NC monomer resembles that found for PETN; homolysis is endothermic but with lower

activation barrier, whilst HNO2 elimination is exothermic, with a much higher barrier. It is

anticipated therefore, that the rate of homolytic fission will be faster, whilst HNO2 loss will

happen more slowly, whilst contributing to system heating and increasing acid concentra-

tion.
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(a) (b)

 oxygen  nitrogen  carbon © hydrogen

Figure 4.4: TS for the elimination of HNO2 by removal of the α-hydrogen by the NO2 leaving group
in a) PETN and b) NC. Orange dashed lines indicate bonds breaking and blue dashed
lines indicate bonds forming.

4.3.2 Acid hydrolysis mechanism

4.3.2.1 Protonation site

In polar, protic solvents such as water, the fast-exchange of protons between the aqueous

medium and the monomer is expected. Computational studies by Jebber et al. and Liu et al.

probed the protonation behaviour of β -glucose (194, 195). Key findings demonstrated that

the most favoured protonation site in glucose was greatly influenced by the conformation

of the C6 side branch. For the C6 hydroxymethyl chain orientated in the gauche position,

protonation of the ring-oxygen produced the most stable structure.

The protonated NC monomers explored in this section are shown in figure 4.5. The

bridging oxygen (Ox), the C1 capping group oxygen, and the terminal nitrate oxygen sites

(Ot) were protonated and their relative energies compared in order to determine the site most

likely to stabilise the proton at thermal equilibrium. Protonation also occurs on other sites in

the molecule, such as at unsubstituted hydroxyl oxygen sites, the capping group oxygen on

C4 and O1 in the glucose ring. Whilst it is possible that protonation at these further sites in

the monomer would contribute to degradation, these processes would occur via alternative

mechanisms without the involvement of denitration. For the purposes of studying acid

hydrolysis, only the sites peripheral to the nitrate leaving group were explored.

The energies for the optimised protonated monomer conformers are listed in table

5.1. There is good agreement between ωB97X-D and B3LYP values in the vacuum, with
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(a) Bridging (b) Terminal (c) Capping

Figure 4.5: Protonation sites on the NC monomer for hydrolysis of the nitrate at the C2 position.

Table 4.3: Free energies of protonation, for each of the oxygen sites of interest on the CH3/CH3
monomer of NC, nitrated at the C2 site.

Protonation site
∆Gr /kcal mol-1

ωB97X-D PCM (water) B3LYP PCM (water))

Bridging −26.9 2.8 −29.8 2.7
Terminal (syn) −30.1 12.8 −31.8 11.4
Terminal (anti) −20.6 10.7 −22.8 9.2
Capping −30.1 0.9 −31.8 −1.1

B3LYP predicting a slightly lower reaction energy in all cases. This is likely due to the

known underestimation of reaction energies by B3LYP, particularly in systems involving

multiple C-C bonds (196) and with weak, non-covalent interactions (197, 198). These

issues are treated in ωB97X-D with the inclusion of medium and long term dispersion, and

has been shown to improve the accuracy of modelled C-C bond lengths (199), in particular

outperforming B3LYP in calculations involving hydrogen bonding networks (200). The

large difference in the reaction energies between the gaseous and implicit solvent values

are explained by the instability of H3O+ in vacuum, where it prefers to lose the proton and

exist as water. Ionic species exhibit much greater reactivity in the gaseous phase compared

with their neutral counterparts (201–203). When in solution, the positive charge is solvent

stabilised; the proton is less readily released.

In the gaseous phase, the most thermodynamically favoured protonation sites are at

the terminal (syn) and capping positions. Inspection of the optimised geometries explains

the similarity of their ∆Gr values. The protonated terminal (syn) and capping monomers

(figures 4.6c) and 4.6e) ) present nearly identical geometries in vacuum. In the terminal

(syn) case, the proton has moved towards the capping group oxygen, effectively undergoing

a proton transfer and generating the same structure as the protonated capping monomer.
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(a) Bridging (b) Bridging [solvated]

(c) Terminal (syn) (d) Terminal (syn) [solvated]

(e) Capping (f) Capping [solvated]

(g) Terminal (anti) (h) Terminal (anti) [solvated]

Figure 4.6: Protonated NC monomer structures after geometry optimisation to the level of
ωB97X-D/6-31+G(2df,p). Left column: In vacuum. Right column: In implicit sol-
vent (PCM = water). The interacting parts of the molecule are highlighted in 3D in the
structures on the left (optimised in gas phase.)



98 Chapter 4. Mechanisms of denitration under ambient conditions

This is in contrast to the solvent phase (figure 4.6d) ), where the protonated nitrate group

is rotated perpendicularly to the ring and the proton remains on the terminal oxygen; the

solvent presents stabilisation for the protonated Ot. This indicates that the terminal (syn)

site is is only likely to remain protonated in solvent, and that protonation at the site in

vacuum is highly unstable. The remainder of the monomers exhibit only minor changes in

geometry between vacuum and solvent. Under solvent conditions, the most stable site for

protonation is the capping group (which is unlikely to lead to denitration), followed by the

bridging oxygen.

Figure 4.7: The attempted coordination geometry of a single water molecule to a NC monomer.

Water as the protonating species was also attempted (figure 4.7), by optimisation of

one, two and three water molecules in coordination with the nitrate site in the NC monomer.

The same was repeated with the hydronium ion to probe likely coordination geometries.

However in both cases, no stable complexes could be isolated. It is anticipated that a much

larger network of waters around both the regions surrounding the nitrate moiety and the

wider molecule, are required to achieve a stable water coordination structure. This would

be of interest for further investigation into the mechanism of neutral hydrolysis involving

the autoionsation of water (204). Evaluation of the energy of protonation at each site found

that the bridging and capping oxygens were the most likely sites; with only the bridging

isomer likely to contribute to denitration. However, protonation at the terminal structures

will also be explored as the starting point for the subsequent denitration stage.

4.3.2.2 Denitration by hydrolysis

Following the protonation step, possible transition states for the removal of the nitrate were

investigated. Direct dissociation of NO2 from the protonated species was explored (figure

4.8a)), along with the simultaneous approach of a proton and cleavage of the NO2(figure

4.8b)). The scan of the proton moving towards the bridging site was also conducted, to

determine whether any elongation of the O−NO2 occurred as a result of the formation of
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the proton-oxygen bond (figure 4.8c)).

(a) (b) (c)

Figure 4.8: The scanned coordinates of a) dissociation of NO2, b) concerted protonation and NO2
dissociation and c) proton approach. Green arrows indicate bond formation, red arrows
indicate dissociation.

The relaxed PES scan of NO2 removal from ethyl nitrate protonated at the bridging

site was used as a preliminary test for the mechanism of denitration, following protonation

(figure 4.9). Unrestricted ωB97X-D was used in case of the formation of •NO2 instead

of the expected NO +
2 , with 20 steps of 0.1 Å. However, bond dissociation was not illus-

trated in the energy profile even when extending the scan distance to a maximum of 6.4

Å. Instead, a steady increase in the energy was observed. It was observed that as the nitro

group distance increased, its internal angle increased to 180°, confirming the formation of

NO +
2 . It is anticipated that the departing NO +

2 will further react with water in the system

to produce acids conducive to further hydrolysis. As the scan proceeded, the molecule ro-

tated and the NO +
2 leaving group aligned with the hydroxyl in an orientation suitable for

peroxy group formation (figure 4.9d) ). This mechanism was previously considered in the

degradation reactions of PETN; it was found that the energy of this process was higher than

that of HNO2 elimination, where the nitrate was not initially protonated. The formation of

the peroxy bond was not facilitated by the scan parameters due to forced increase of the

O−N distance. The same process was not observed when the scan was applied to the NC

monomer. As the formation of the peroxy geometry required re-orientation of the whole

molecule, the energy of this rearrangement was not favourable for the bulky NC unit. In

the real polymeric system, it may induce distortion of the sugar ring, proving even more

energetically demanding.

Proposed 4-membered ring and 6-membered ring TS were also investigated in order

to determine whether they formed energetically and geometrically reasonable structures

facilitating nitrate removal, with reformation of the alcohol group on the sugar ring (figure

4.10). Optimisations were attempted with both full geometry relaxation, and various frozen
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coordiate schemes for each proposed TS. R groups were truncated even further to methyl

nitrate ( R = CH3), in effort to limit degrees of freedom during optimisation of the TS

structures. Despite this, no structures were able to achieve convergence via full relaxation.

Freezing the bulk of the molecule with relaxation only around the nitrate group and its’

coordinating species, followed by relaxation of the wider molecule with fixed coordinates

around the nitrate allowed sequential optimisation of different moieties, increasing chances

of global energy minimisation. It was possible to optimise the 4-membered ring bridging

TS on the NC monomer with frozen TS ring geometry via preliminary optimisation of the

ring structure with methyl nitrate. The optimised ring geometry was then placed on the

monomer, with fixing of the coordinates, allowing the remainder of the molecule to relax.

A rigid scan was then performed of the 4-membered ring transition state, starting from the

bridging site protonated monomer (figure 4.10(d)). It was revealed that as the nitrate moved

away from the system, the proton moved to the capping group site rather than remain on

the bridging oxygen as a hydroxyl, as was initially expected. Instead, a ketone group was

formed between the bridging oxygen and the ring. At subsequent steps, the ketone group

caused the C2 - C3 bond to elongate and break. The scan eventually showed the NO2 leaving

group reclaiming the proton from the capping group oxygen, leading to ring fission. The

activation and kinetic barrier involved in ring fission (δG = 56.9 kcal mol−1) is much higher

than that of denitration (δG = 10.1 - 24.8 kcal mol−1) (62); a study on the acid hydrolysis

of glucose and xylose demonstrated that ring-opening intermediates were either extremely

(a) (b)

(c) (d)

Figure 4.9: Geometries from steps 1, 7, 11 and 26 of the geometry scan of Ox protonated EN deni-
tration.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.10: Proposed 4-member and 6-member ring transition states for the denitration of a nitrate
ester, under various hydrolytic conditions. R = CH3 in the case of methyl nitrate, R =
CH2CH3 in the case of ethyl nitrate and R = (H3CO)2C6H9O3 for the monomer.

short lived, or not observed at all (205). The open-chain product of the scan is likely due

to the geometric constraints placed on the geometry of the departing NO2 group, rather

than a likely physical process. However, it sheds light on the scheme by which ring fission

may occur under conditions of elevated temperature or pressure, which has been implied in

previous work involving the formation of a ketone at earlier stages of the reaction.

Attempts to isolate the other TS structures were unsuccessful, even when simplifying

the side chain to methyl nitrate and under implicit solvent conditions.

4.4 Summary

In this section, three different denitration reactions were explored as the first stage in ambi-

ent decomposition of NC. The reactions were firstly tested on PETN, where prior studies by

Tsyshevsky et al. had confirmed homolytic fission and elimination of HNO2 reactions to be
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(a) In the initial stages of increasing O−NO2 distace,
the proton moves to the capping group.

(b) At separation of over 3.3 Å, the C2 –C3
bond breaks leading to ring fission. The
proton then moves back onto NO2 .

Figure 4.11: Relaxed scan of NO2 departure, starting with the 4-membered ring structure.

the dominant mechanisms in thermolytic ambient ageing (69). A singly nitrated monomer

was used with methoxy capping groups, to simulate a unit in the NC polymer chain.

Thermolytic cleavage of the nitrate group was modelled via homolysis and elimination

of HNO2. In the case of PETN it was found that the reaction energies closely matched those

in the published study and in the case of homolysis, fell within range of experimental mea-

surements for enthalpy of reaction and activation energy. The same process was repeated

for the NC monomer, singly nitrated at the C2 site. The energy of homolytic fission was in

good agreement with the expected value based on the outcome of the PETN product. PES

scans of homolysis confirmed the loss of •NO2 for the NC monomer.

The elimination of HNO2 via intramolecular α-H transfer was compared with homol-

ysis. The calculated energies of reaction and activation energy values gave good agreement

with the published values in the case of PETN (69). Calculated NC values were also within

the anticipated range, based on the reaction for PETN. PES scans were unable to locate a

TS for the NC monomer, however, a successful guess geometry was generated based on the

analogous TS structure in the reaction for PETN. Enthalpies of reaction showed that this

process was more exothermic in the case of NC than for PETN, and that the elimination of

HNO2 was more thermodynamically favourable in NC compared to homolysis. However,

homolysis may occur more rapidly, as is the case for PETN.

The protonation sites on the NC monomer were probed for the most favourable posi-

tion. It was found that in the gas phase, capping and bridging site protonation lead to the

same protonated final structure. In the solvent phase, the capping site was energetically pre-
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ferred seconded by the bridging site. Protonation at the capping group site and subsequent

reaction would more likely lead to chain scission; this avenue was disregarded in further

studies focussing on the acid hydrolysis pathway, in favour of protonation at the bridging

oxygen site where the geometry allowed for easy nitrate removal.

Optimisation of water - monomer and hydronium - monomer complexes were at-

tempted, in order to obtain information on the nature and orientation of the protonation

complex. It was not possible to isolate any stable structures, implying that a larger stabilis-

ing network of waters is likely required.

Dissociation of NO2 from the protonated analogues of ethyl nitrate and the NC

monomer were scanned using a variety of rigid and relaxed PES schemes. In the removal

of NO2 from protonated ethyl nitrate, the release of NO +
2 was indicated by the change of

geometry around the nitrate from bent to linear, as the O−NO2 bond elongated. Rotation

of the remaining ethanol and complexed NO +
2 showed orientation suitable for formation

of a peroxide. This rotation was not observed in the case of the monomer, however the

leaving group still presented as NO +
2 . 4 and 6 membered ring TS were also tested for the

denitration reaction. Unexpectedly, it was found that none of the 6-membered ring struc-

tures could be isolated, regardless of truncation of the system to a protonated methyl nitrate

model, or using the un-protonated monomer to simulate concerted protonation-denitration.

In the case of the bridge-protonated NC with formation of the 4-membered ring TS at the

C2 nitrate, it was possible to relax the NC monomer structure around the ring so long as the

ring geometry itself was frozen. As the leaving group moved further from the remainder of

the molecule, the hydroxyl group located at C2 formed a ketone, losing the proton to the

departing NO +
2 , to form HNO2 in later stages of the scan. Eventually ring fission occurred,

as the HNO2 move sufficient distance away, and the formation of the ketone forced the ad-

jacent C−C bond in the ring to stretch, and then break. It is known that the energy required

for this process is much higher than that of denitration, so is unlikely to contribute to the

initial stages of ambient ageing.

In summary, this section explored the degradation reactions responsible for denitra-

tion, the primary step leading to more extensive decomposition. With respect to thermolytic

mechanisms, it was found that homolysis and HNO2 elimination were both feasible ini-

tial denitration routes. HNO2 elimination was more energetically favourable and likely to

dominate in ambient, purely thermodynamic conditions. Investigation into acid hydrolys
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pathways found that protonation at the NC bridging site was most likely, and whilst a TS

could not be obtained for the reaction, it was confirmed that hydrolytic denitration occurred

with the release of NO +
2 . This work should be extended with further exploration of water

complexation around the NC monomer through the use of explicit solvent.

In the next chapter the reactions of the species generated as a result of the primary den-

itration steps will be studied to elucidate the formation pathways of the final experimentally

observed degradation products.



Chapter 5

Post-Denitration Reactions

5.1 Introduction

Products of the preliminary denitration step of NC can be evolved as gases or remain trapped

in the polymer matrix. Reactive nitrogen dioxide radicals generated from homolysis of the

O-N bond are likely to migrate within the bulk and attack other sites on the polysaccharide,

initiating branched radical chain reactions. These lead to deeper decomposition of the poly-

mer via chain scission and rupture of glucose rings, with eventual complete disintegration of

the molecule, assisted by products released by ongoing acid hydrolysis. Nitrous and nitric

acids are released directly from denitration or via transformation of released NOx species.

In addition to catalysing hydrolysis, they increase the acidity of the overall system, lowering

the pH and stimulating further hydrolytic processes (184). The final product mixture is dic-

tated by the numerous side reactions involving autocatalysis, radical reactions and product

interactions.

When studying the ageing of NC using UV-vis, Moniruzzaman et al. observed increas-

ing concentrations of reaction products, beyond those generated from first-stage decompo-

sition, with increasing heat treatment and over longer timescales (176, 206). The studies

used the reaction of nitrates with an anthraquinone dye (SB59) (figure 5.1) to probe the re-

activity at each of the C2, C3 and C6 sites of NC, using 1H NMR spectroscopy and UV-vis

(figure 5.2). The reaction of SB59 with NOx released by denitration (figure 5.3) mimics

the action of stabilisers such as diphenylamine (DPA) and 2-Nitrodiphenylamine (2-NDPA)

commonly used in NC formulations. The secondary amine groups of the dye consume any

nitrates in the system, eliminating the possibility of successive reactions generating acidic

species. Un-aged NC thin films, and films aged at 40°C, 50°C, 60°C and 70°C for timescales

of up to 2000 hrs for 40°C, were compared.
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Figure 5.1: 1,4-bis(ethylamino)-9,10-anthraquinone dye (SB59) used to probe the release of nitrates
from NC using UV-vis and 1H NMR spectroscopy (176). The action of nitrate absorp-
tion by the dye imitates that of stabilisers commonly used with nitrate ester formula-
tions.

UV absorbances at 600 nm and 650 nm were characteristic of the SB59 dye before

reaction with NOx. The isosbestic point identified at 552 nm showed a proportional re-

lationship between the decrease in concentration of SB59 as it was consumed, with the

concentration of the [SB59 + NC] product as it increased.

For samples aged at temperatures >40°C, the isosbestic point demonstrated a down-

wards shift with increasing dye consumption. The drift from the isosbestic point, in addition

to the appearance of new absorbance peaks below 400 nm, allude to the presence of new

species in the reaction mixture not generated by the primary reaction of SB59 and NC. It

is likely that these arise from the continued reaction of SB59 derivatives with NC degra-

dation products, or further derivatives thereof, as suggested in figure 5.3 III, IV and V. In

the case of the 70°C treated run, the final measurement (indicated by the royal-blue line in

bold in figure 5.2d)) deviated from the isosbestic point entirely, with more than 81% con-

sumption of the original dye concentration. This suggests that the samples exposed to the

higher ageing temperatures presented spectra dominated by products formed via secondary

reactions.

Following cleavage of the nitrate ester via homolytic fission, elimination of HNO2, or

hydrolysis, the resulting residues are available for further reaction with the polymer or other

free molecules in the system. In the study of PETN ageing at high temperatures (115°C -

135°C) in vacuum, and low temperatures (20°C - 65°C) in acetonitrile solution, Shepodd

et al. commented that thermolysis produced a more complex and varied mixture, due to

deeper degradation and recombination of radicals (174). By contrast, the low temperature

hydrolytic process emphasised formation of PETRIN was followed by side reactions with

reduced likelihood of radical recombination in solution compared to in a solid, as •NO2
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(a) NC film aged at 40°C.

(b) NC film aged at 50°C.

(c) NC film aged at 60°C.

(d) NC film aged at 70°C.

Figure 5.2: UV-vis spectra of aged NC-based film, from the work of Moniruzzaman et al.(176). The
peaks at 600 nm and 650 nm are attributed to the π - π* transitions in the anthraquinone
dye (SB59). Spectral lines with highest absorbance peaks in this region correspond
to the sample prior to heat treatment. Appearance of peaks below 400 nm indicate the
formation of new SB59 derivatives due to secondary reactions. Adapted with permission
from the publisher.
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Figure 5.3: Proposed pathway for the reaction of SB59 dye with •NO released as a result of deni-
tration of NC (176). Reproduced with permission from the publisher.

would be more likely to diffuse and react elsewhere.

Chin et al. proposed schemes for the propagation of secondary reactions initated by

both the thermolysis (scheme 5.1) and hydrolysis of nitrate esters (scheme 5.2) (150). The

hydrolysis scheme was adapted from an earlier work by Camera et al. involving the nitrate

ester decomposition and subsequent reactions of EN (where R = CH3CH2 for the scheme

above) (183). The original study included an expansion of the hydrolysis step (equation

5.11), where the involvement of NO +
2 was illustrated (scheme 5.3).

It was highlighted by Camera, that the oxidation of alcohol by nitric acid (equation 5.6)

is slow and thus rate-limiting. This mechanism is likely to occur via a series of intermediate

reactions of which the details are not known. However, following the generation of nitrous

acid, subsequent oxidations occur rapidly. According to Rigas et al., alcohols are more

susceptible to wet oxidation than esters (207). A higher concentration of unsubstituted

hydroxyl groups in the system, and therefore a fewer nitrate ester groups (or a lower DOS

value), decreases overall stabililty.

Equations 5.7 - 5.10 describe a possible branched radical chain mechanism, fed by the

nitrous and nitric acids produced by the hydrolysis and alchohol oxidation reactions during

the initiation stage. By contrast, the propagation reactions in the branched radical chain
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Scheme 5.1: Thermolytic initiation proposed by Chin et al. (150)

R−ONO2 −−→ R−O•+ •NO2 (5.1)

Propagation

R−O•+ •NO2
R−ONO2−−−−−→ R−ONO2 + •NO+ •NO2

+N2O4 +H2O+N2O

+CO2 +CO+C2H2O

+other organic fragments

(5.2)

2 •NO+O2 −−→ 2 •NO2 (5.3)

2 •NO2 −−⇀↽−− N2O4 (5.4)

Scheme 5.2: Hydrolytic initiation proposed by Chin et al. (150)

R−ONO2 +H2O−−→ R−OH+HNO3 (5.5)

R−OH+HNO3 −−→ R−−O+HNO2 +H2O (5.6)

Propagation
HNO3 +HNO2 −−⇀↽−− N2O4 +H2O (5.7)

N2O4 −−⇀↽−− 2 •NO2 (5.8)

R−OH+ •NO2 −−→ •R−OH+HNO2 (5.9)

•R−OH+HNO3 −−→ R−−O+H2O+ •NO2 (5.10)

mechanism for thermolysis are poorly characterised (equation 5.2) and defined only by the

observable products. Due to their rapid and varied nature, these reactions have been difficult

to follow spectroscopically.

Aellig et al. presented an alternative scheme for the decomposition of benzyl nitrate

(R = PhCH2) in scheme 5.4, involving more interaction with the solvent (208). Both the

Camera/Chin and Aellig schemes above produce final end products observed in the decom-

position of NC. In particular, Aellig’s scheme accounts for the production of N2O, which

Scheme 5.3: Hydrolysis scheme for ethyl nitrate from the work of Camera et al. (183)

CH3CH2ONO2 +H+ fast−−⇀↽−− CH3CH2ONO2H+ (5.11)

CH3CH2ONO2H+ slow−−⇀↽−− CH3CH2OH+NO +
2 (5.12)

NO +
2 +2H2O

fast−−⇀↽−− HNO3 +H3O+ (5.13)
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forms a significant part of the decomposition eluent (209). Whilst the schemes do not a

propose an exhaustive description of the full spectrum of reactions that take place in the NC

matrix during its slow ageing, the early stage reactions of the key species responsible for

decomposition are encapsulated.

Scheme 5.4: HNO3 decomposition initiation proposed by Aellig et al. (208).

4HNO3 −−⇀↽−− 4 •NO2 +2H2O+O2 (5.14)

2 •NO2 +H2O−−⇀↽−− N2O4 +H2O (5.15)

N2O4 +H2O−−→ HNO3 +HNO2 (5.16)

Propagation
R−OH+HNO2 −−⇀↽−− R−ONO+H2O (5.17)

R−ONO−−→ R−−O+HNO (5.18)

•NO2 +HNO−−→ HNO2 + •NO (5.19)

2•NO+O2 −−→ 2•NO2 (5.20)

Termination
2HNO−−→ HON−−NOH (5.21)

HON−−NOH−−→ N2O+H2O (5.22)

It is widely agreed that first-stage decomposition follows a first-order process (or

pseudo-first order, with respect to hydrolysis reactions). A number of studies observe a

catalytic rate of decay for the longer-term aging processes. Dauerman and Tajima (210) ob-

served that when NC was treated with NO2 gas before heating, the time required for sample

ignition halved. He suggested that the NO2 adsorbed onto the surface acted as a catalysing

agent.

Neutral and alkaline hydrolysis reactions follow a pseudo-first order process, however

it has been suggested that the presence of acid facilitates a catalytic rate of degradation after

an initial incubation period. Multiple studies have addressed the decomposition reactions of

nitrate esters following the initial scission of the nitrate group (53, 183, 184, 186, 211). In

their work looking into the atmospheric reactions of methynitrate and methylperoxy nitrate

Arenas et al. suggested it was possible for the homolytic denitration reaction of methynitrate

to share a common peroxy intermediate with the peroxide (212). This could account for

some of the lower order NOx generated. In this section, secondary and extended reaction

schemes for the low temperature ageing of NC are explored. Decomposition pathways
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defined by Chin, Camera et al. and Aellig et al. are probed to determine the reactions

responsible for the experimentally observed degradation products. The reactions found to

be energetically feasible from the proposed routes will be scrutinised to determine whether

an autocatalytic pathway can be formed from the thermodynamically validated reaction

schemes.

5.2 Methodology

The reactions proposed by Chin et al., Camera et al. and Aellig et al. were used to con-

struct possible degradation routes for NC, each route starting with either the products of

homolytic fission, elimination of HNO2 or acid hydrolysis. The energies of each reaction in

the schemes above were determined after optimisation of the individual reactant and product

species. Pathways were constructed based on propagation of the given reactions in a step-

wise fashion; subsequent reactions were dependent on the products generated in preceding

steps. An abundance of water and oxygen were assumed present in the system, attributed

to air exposure under the wetted storage conditions of NC. Unsubstituted alcohol moieties

(R-OH) were also presumed abundant due to incomplete nitration during the synthesis of

NC (77), and re-generation following denitration via hydrolysis. The schemes were mod-

elled with ethyl nitrate (EN) as a smaller test system, then expanded to the NC monomer.

Free energies of reaction (∆Gr) at 298.15 K were used to determine the feasibility of each

reaction:

∆Gr = ∆Gproduct −∆Greactant (5.23)

Where computational or experimental literature values for molecular energies or for reac-

tions energies were available, these were compared with the results generated here. For

the cases where the ∆Gr was large and positive, the reaction was omitted from the con-

structed reaction schemes as it would be unlikely to occur spontaneously under ambient

ageing conditions, even when considering the possibility of increased heating in the system

as degradation progressed.

5.2.1 Computational details

All geometry optimisations were conducted in G09, using the ωB97X-D and B3LYP

functionals. Optimisations and thermochemistry calculations were performed to the level

of 6-31+G(2df,p) with tight convergence criteria (max. force 1.5×10−5 H/Bohr, RMS

force 1.0×10−5, max. displacement 6.0×10−5 H/Bohr and RMS displacement 4.0×10−5
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H/Bohr, chapter 3 table 3.1) and zero point energy corrected. Calculations were repeated

in both vacuum and with a PCM using water (ε=78.4) to introduce implicit solvent ef-

fects. Chemical species were constructed using Gauss View 5.0.8 (GView) (164) and for

molecules of more than 3 atoms, the GView “Clean” function was used to re-order atoms to

a preliminary starting geometry. Energies of optimised structures were checked against

literature values listed on NIST Computational Chemistry Comparison and Benchmark

Database (213) if analogous molecules to a similar level of theory existed. In most cases,

the exact same level of theory was not available but a similar level could still be meaning-

fully referenced; for example, ωB97X-D/ 6-31G(d,p) instead of ωB97X-D/ 6-31+G(2df,p)

was available for most of the common small molecules. These comparisons are detailed

alongside the calculated energies in the text.

5.3 Results and Discussion

Individual molecules were optimised and their energies were calculated to evaluate the ∆G

for each of the reactions in schemes 5.1-5.4 proposed by Chin et al., Camera et al. and

Aellig et al.. The protonation of EN was inspected to determine whether the protonation

site matched that of NC, where the bridging site was the most likely to lead to hydrolytic

denitration. This would indicate that EN followed the same hydrolytic mechanism, and was

therefore likely to share the same extended decomposition scheme initiated by hydrolysis.

The proton was placed at each of the possible terminal and bridging sites around the nitrate,

and the energy for each isomer was calculated. Table 5.1 shows the protonation energies

for the three different oxygen sites on EN. Despite the terminal (syn) oxygen possessing

the most thermodynamically favourable energy of protonation, inspection of the reaction

geometries (figure 5.4) shows that the bridging structure most resembles that expected for

the liberation of the NO +
2 group at the next step, as was observed in the case of NC (section

4.3.2.1). The higher ∆Gproton. arises from the elongation of the O−NO2 bond that allows

stabilisation of the bridging site, whilst preparing to lose the NO +
2 . Further studies involv-

ing protonated EN used the values and geometry associated with the protonated bridging

site.

The combined list of calculated energies for the reactions in all schemes, for both

EN and the NC monomer, are listed in table 5.2. The obtained energies for the formation of

N2O4 from 2•NO2 were are out of the experimentally recorded range of 4.7 - 5.9 kcal mol−1

(214) (from calculation: ωB97X-D/ 6-31+G(2df,p) ∆Gr = 0.1 kcal mol−1 in vacuum and
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Table 5.1: Free energies of protonation for each oxygen site on EN.

Protonated site
∆Gproton. /kcal mol-1

ωB97X-D PCM B3LYP PCM

Terminal (syn) CH3CH3ONO2H+ −12.3 8.8 −13.8 5.6
Terminal (anti) CH3CH3ONO2H+ −9.5 9.5 −11.1 5.6
Bridging CH3CH3O(H+)NO2 −9.3 9.1 −15.3 6.7

(a) Syn terminal oxgen.
Bond(O–NO2): 1.28 Å

(b) Anti terminal oxgen.
Bond(O–NO2): 1.28 Å

(c) Bridging oxgen.
Bond(O–NO2): 1.98 Å

Figure 5.4: Optimised geometries of the possible protonation sites on EN.

1.5 kcal mol−1 in water, and B3LYP/ 6-31+G(2df,p), ∆Gr = -0.5 kcal mol−1 in vacuum and

-0.2 kcal mol−1 in water). The B3LYP result incorrectly predicts that the reaction is spon-

taneous under ambient conditions. This error may arise from a number of factors, including

the limitation to short-range interactions in B3LYP, the general tendency of density func-

tional methods to under predict reaction energies, or the geometry optimisation procedure,

whereby a small variation or imperfect minimisation in the obtained optimised structures

for the reaction species is amplified when combined for the calculation of reaction energies.

For the reaction of HNO3 +HNO2 −−⇀↽−− N2O4 +H2O in the gas phase, ωB97X-D/

6-31+G(2df,p) gave ∆Gr = -2.2 kcal mol−1 and B3LYP/ 6-31+G(2df,p) gave ∆Gr = -5.1 kcal

mol−1. The corresponding published theoretical reaction energies calculated at ωB97X-D/

6-31+G(d,p) and B3LYP/ 6-31+G(d,p) were -1.0 kcal mol−1 and -4.3 kcal mol−1 respec-

tively. The literature and calculated values cannot be directly cross-referenced as the applied

basis sets differ, however it can be seen that in either set there is a large relative disparity

between the two functionals. Values are lower for B3LYP likely as a result of neglect of mid

to long-range correlations that have been included in ωB97X-D; it is therefore expected for

the B3LYP result to more heavily underpredict reaction energies when these interactions are

signficant in the studied system (123). This is illustrated in the energies of N2O4, where the

long-range interaction of each nitrogen with oxygens of the other nitrogen group are missed,

and the B3LYP/ 6-31+G(2df,p) energy falls below the ωB97X-D energy by 89 kcal mol−1.

Simplified schemes for the possible ageing reactions of nitrate esters beginning from
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Table 5.2: Calculated energies for the nitrate ester decomposition reactions proposed by Camera et
al., Chin et al. and Aellig et al. (150, 183, 208). R = CH3CH2 for ethyl nitrate (EN), and
R = (H3CO)2C6H9O3 (bi-methoxy capped glucopyraonse monomer unit) for NC. The
PCM model applied was water (ε = 78.4).

Reaction
∆Gr /kcal mol-1

ωB97X-D PCM B3LYP PCM

N2O4 +H2O−−→ HNO3 +HNO2 2.3 1.9 5.1 4.2
N2O4 −−⇀↽−− 2 •NO2 0.1 1.5 −0.5 −0.2

Radical reactions

•NO2 +HNO−−→ HNO2 + •NO −28.2 −28.7 −27.3 −27.6
2 •NO+O2 −−→ 2 •NO2 −20.8 −22.0 −21.2 −22.2

Acid reactions

HNO3 +HNO2 −−⇀↽−− N2O4 +H2O −2.2 −1.8 −5.1 −4.2x
4HNO3 −−⇀↽−− 4 •NO2 +2H2O+O2 53.4 58.4 42.6 46.9
2HNO−−→ HON−−NOH −39.0 −39.7 −36.6 −37.4
HON−−NOH−−→ N2O+H2O −48.1 −48.2 −50.6 −50.7

Ionic reactions

NO +
2 +2H2O−−⇀↽−− HNO3 +H3O+ −0.9 −1.3 1.8 2.5

EN ( R = CH3CH2 )
R−ONO2 +H2O−−→ R−OH+HNO3 4.6 5.2 4.0 4.9
R−OH+HNO3 −−→ R−−O+HNO2 +H2O −34.1 −38.4 −37.6 −41.8
R−OH+ •NO2 −−→ •R−OH+HNO2 16.4 13.9 15.9 13.7
•R−OH+HNO3 −−→ R−−O+H2O+ •NO2 −50.4 −52.4 −53.5 −55.5
R−OH+HNO2 −−⇀↽−− R−ONO+H2O −3.2 −3.3 −2.6 −2.9
R−ONO−−→ R−−O+HNO −1.5 −5.8 −4.4 −8.5

NC monomer ( R = (H3CO)2C6H9O3 )
R−ONO2 +H2O−−→ R−OH+HNO3 0.7 5.6 0.6 −0.7
R−OH+HNO3 −−→ R−−O+HNO2 +H2O −36.7 −38.3 −41.7 −41.7
R−OH+ •NO2 −−→ •R−OH+HNO2 14.7 11.2 13.0 23.2
•R−OH+HNO3 −−→ R−−O+H2O+ •NO2 −51.4 −49.5 −54.7 −56.4
R−OH+HNO2 −−⇀↽−− R−ONO+H2O −4.4 −7.3 −4.3 −0.2
R−ONO−−→ R−−O+HNO −2.9 −1.7 −6.8 −11.2
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homolytic fission, elimination of HNO2 or acid hydrolysis are illustrated in schemes 5.5

- 5.7. The reaction of 4HNO3 −−⇀↽−− 4 •NO2 + 2H2O + O2 has a large, positive ∆Gr of

53.4 kcal mol−1 (ωB97X-D/ 631+G(2df,p) in vacuum) indicating that this process is highly

unlikely to proceed in given ambient temperatures, and so was omitted from the drawn re-

action schemes.

When starting with the products of homolytic fission (scheme 5.5), the reaction path-

way split into a branched radical chain mechanism and separate acid driven pathway.

Reaction of •NO2 with a hydroxyl group (on either the NC monomer or denitrated EN

molecule) leads to the formation of an alkyl radical which goes on to react with HNO3

present in the environment from formation via other steps in the pathway, formed during the

reaction of NO +
2 in the hydrolytic scheme, or residual in the system from incomplete wash-

ing following NC synthesis, to regenerate •NO2. The •NO2 attack on R−OH is expected

to occur rapidly, dominating the reaction scheme but leading to increased concentration of

•NO2 in the system to fuel other pathways. Formation of N2O4 from 2•NO2 and subsequent

decomposition into HNO2 and HNO3 drives the remaining acid reactions. HNO3 reactions

lead to further formation of •NO2, however, the attack of HNO2 on hydroxyl groups on the

NC backbone generates the experimentally observed end product N2O whilst the hydroxyl

group is converted to a ketone (210, 215).

The generation and re-generation of •NO2 and HNO2 in the above scheme supports

the theory that these may be the species responsible for the autocatalytic rate of decomposi-

tion that is observed following a first-order rate induction period (177–179). The first-order

rate is likely attributed to the denitration step, as the concentration of these species slowly

increases and self-heating occurs, leading to the rapid speed-up of the post-denitration reac-

tions. If the liberated HNO2 does not go on to attack hydroxyl groups on the NC back-

bone, it is then free to undergo a conversion to generate further •NO2 in the reactions

HNO2 +HNO3 −−→ N2O4 +H2O −−⇀↽−− 2 •NO2 +H2O, indicating that the fate of all ni-

trogen in the system is towards the formation of •NO2 until it is captured in N2O. This is

supported by scheme 5.6 that begins with the elimination of HNO2. The reactions of HNO2

with available hydroxyl groups drives the formation of N2O, ketone and water as the only

end products. The hydrolytic scheme (scheme 5.7) involves the early generation of HNO3,

conversion to HNO2 and then enters a similar radical chain mechanism to that observed in

the homolytic pathway concluding in formation of N2O, •NO2 and hydroxyl conversion to
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R−ONO2
homolysis

R−O•+ •NO2

Thermolyic fragmentation (equation 5.2)

2 •NO2 −−⇀↽−− N2O4

•NO2 +R−OH−−→ •R−OH+HNO2

N2O4 +H2O−−→ HNO3 +HNO2

•R−OH+HNO3

R−−O+H2O+ •NO2

HNO2 +R−OH−−⇀↽−− R−ONO+H2O

HNO3 +R−OH−−→ R−−O+HNO2 +H2O

R−ONO−−→ R−−O+HNO

2HNO−−→ HON−−NOH

HNO+ •NO2 −−→ HNO2 + •NO

2•NO+O2 −−→ 2•NO2

N2O+H2O

Scheme 5.5: Proposed degradation pathway starting from the homolytic fission of the nitrate ester,
derived from the schemes presented by Camera et al. (183) and Aellig(208).
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ketone. For all schemes, R−−O and N2O were terminating species. Whilst N2O is released

into the environment, R−−O remains in the system may go on to participate in further de-

composition reactions leading to ring opening. It is important to note that these schemes

are not exhaustive, but rather a limited view of the possible steps that may take place during

ageing based on the presence of nitrate and acid species expected to be in the closed sys-

tem. Deeper degradation of the NC backbone has not been considered here and should be

the next step for future work.

R−ONO2
Elimination R−−O+HNO2

HNO2 +R−OH−−⇀↽−− R−ONO+H2O

R−ONO−−→ R−−O+HNO

2HNO−−→ HON−−NOH

HON−−NOH−−→ N2O+H2O

Scheme 5.6: Proposed degradation pathway starting from the elimination of HNO2 from a nitrate
ester, derived from the schemes presented by Camera et al. (183) and Aellig(208).

5.4 Summary

In this section, the energies (∆Gr) for each of the reactions in the combined nitrate ester

decomposition schemes proposed by Camera et al., Chin et al. and Aellig et al. were eval-

uated using the ωB97X-D and B3LYP functionals (150, 183, 208). Obtained energy values

were compared to literature where available (213), confirming that individual molecular

free energy and reaction energy values fell within the expected theoretical and experimental

bounds. Decomposition reactions involving an alkyl nitrate were initially performed with

ethyl nitrate (EN) and then repeated for NC.
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R−ONO2 +H+ Hydrolysis
R−OH+NO +

2

NO +
2 +2H2O−−⇀↽−− HNO3 +H3O+

HNO3 +R−OH−−→ R−−O+HNO2 +H2O

HNO2 +HNO3 −−⇀↽−− N2O4 +H2O

HNO2 +R−OH−−⇀↽−− R−ONO+H2O

N2O4 −−⇀↽−− 2 •NO2

R−ONO−−→ R−−O+HNO

HNO+ •NO2 −−→ HNO2 + •NO

2HNO−−→ HON−−NOH

HON−−NOH−−→ N2O+H2O

2•NO+O22 •NO2

Scheme 5.7: Proposed degradation pathway starting from the acid hydrolysis of a nitrate ester, de-
rived from the schemes presented by Camera et al. (183) and Aellig(208).
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Starting from the three denitration mechanisms explored in chapter 4, using the reac-

tions listed in the schemes above, three different degradation pathways were constructed.

It can be seen that it is the HNO2 species conversion of R−OH→ R−ONO→ R−−O that

drives oxidation in all three schemes, playing a central role in the extended degradation

scheme of NC. The regeneration of •NO2 indicated that this was the species most likely

responsible for the autocatalytic rate of degradation observed experimentally (92, 93, 180).

Decomposition further than formation of the ketone species was not studied here.

To understand the full ageing behaviour of NC and comprehensively attribute experimen-

tally observed products to individual reactions, the relative rate of each of the mechanistic

schemes above, in addition to ring fission and peeling-off reactions that disrupt the NC

chain, must be probed. A limitation to this work is that the reaction energies were cal-

culated from the molecules optimised in isolation. In practice, there are energy barriers

associated with complexation of reactant compounds and solvation energies as newly lib-

erated species depart from the NC backbone to freely move in the solvent. To account for

these, a more detailed study to evaluate complexation and solvation energies is needed. The

diffusion behaviour of individual reactant species through the NC bulk both in vacuum and

solvent, and as the reaction mixtures evolves, should also be considered.





Chapter 6

Conclusion and future work

6.1 Conclusion

Since winning a medal at the World’s Fair in London in 1862 as the first man-made plas-

tic (216, 217), NC has become a central component in the manufacture of everyday items

across a whole spectrum of critical applications, from kitchenware to rocket fuel (22). As

has been demonstrated by this study and the extensive years of research since its first dis-

covery, the degradation behaviour of NC is multi-staged and subject to broad variation. The

interplay of thermal triggers, hydrolytic initiation, as well as other factors not discussed

here such as photo-initiation (218, 219) and physical shock (220), are all subject to the

unique composition of each sample; a property owed to its biological origins and prepara-

tion method. Adding to this, the ageing reactions that occur are at the mercy of the precise

environmental conditions under which the NC is stored. The final result is that the true,

exhaustive reaction scheme for full decomposition has remained elusive.

In this thesis, degradation processes in NC were explored using computational meth-

ods to elucidate the dominant mechanisms and key reactants involved in ambient ageing.

In the first section, the polymeric structure of NC was introduced. Different sized trunca-

tions and capping group approximations for polymer chain endings were tested as models

for the polysaccharide. This was achieved by inspection of the partial charges, electro-

static potential (ESP) and critical interaction points for monomeric, dimeric and trimeric

β-glucopyranose structures. The dimer was found to be the minimum structure required to

reproduce the full properties of NC within a repeat unit.

Methoxy and hydroxyl capping groups were compared; methoxy groups provided a

more sterically and chemically similar proxy for the extended polymer, following examina-

tion of charges and geometry dependent interactions. Comparison of the charge densities
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and intramolecular interactions around the monomer and dimer revealed that the former

exhibited an acceptable level of deviation from the dimer behaviour, particularly with refer-

ence to further investigation concentrating only on localised interactions. The bi-methoxy

monomer was implemented as the model for NC in later studies.

Using the monomer model, the primary steps of decomposition were explored in Chap-

ter 4. Thermolytic denitration reactions were investigated; homolytic fission of the nitrate

O−NO2 bond, and elimination of HNO2 were examined for both the PETN test case, and

the NC monomer model. Good agreement with literature values was found for the reaction

energies and activation energies in both PETN and NC. The loss of •NO2 via homolysis was

confirmed. For the acid hydrolysis pathway, possible protonation sites in the monomer were

analysed. It was found that the proton site most amenable to denitration was the bridging

oxygen position of the nitrate. Further investigations considered denitration routes begin-

ning from isomers protonated at both the terminal (syn) and bridging sites. The denitration

step was then explored via a series of PES scans. The stability of different possible TS ring

structures involving both pre-protonation and concerted protonation-denitration was exam-

ined, in addition to the nature of the NO2 leaving group. No stable TS structures presenting

the correct vibration for denitration were isolated, however scans confirmed that the NO2

was released as NO +
2 , with possible formation of HNO2 at greater separations.

Proposed extended decomposition routes originating from the primary denitration step

were collated from nitrate ester reactions in literature. Using ethyl nitrate (EN) as an initial

test case, the energies of each reaction were evaluated to determine whether it were a viable

secondary reaction step following liberation of the •NO2, NO +
2 or HNO2 after first stage

decomposition. Possible decomposition schemes were constructed, mapping from the point

of NO2 liberation to the oxidation of the alcohol group. The reaction energies were deter-

mined for the NC monomer. It was found that the energies were largely favourable from

a thermodynamic equilibrium perspective. The fate of the released nitrogen species was in

the accumulation of N2O or regeneration of •NO2, suggesting •NO2 as the species respon-

sible for autocatalytic processes in the system. Consumption of •NO2 in the formation of

acids proved to be thermodynamically unfavourable. HNO2 routes lead to the formation of

N2O without self-regeneration and HNO3 routes lead primarily to formation of •NO2. This

indicates that HNO2 was unlikely to be a direct contributor to catalysis, and that HNO3 was

the precursor to the •NO2 catalytic species, acknowledging experimental observations that
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HNO3 appeared to facilitate autocatalysis (53).

Following the successful application of the monomer model in the investigation of den-

itration and protonation reactions of NC, further studies repeating the mechanisms explored

here using the dimer (and trimer models, where feasible) would be extremely valuable.

Possible synergistic effects of neighbouring nitrate groups on adjacent rings, in addition to

increased steric factors, are likely to change the energetics and favourability of attack and

protonation sites, thus altering the likelihood of denitration at each ring position. Inter-

chain hydrogen bonding, largely dependent on unsubstituted hydroxyl groups, is also likely

to alter the contribution to hydrolysis in particular. Porosity to solvents is influenced by

local crystallinity and packing (221, 222), and is sensitive to the spatial arrangements of

individual hydroxyl groups (154, 223, 224). Molecular packing will determine the ease at

which liberated degradation products can diffuse through and escape the NC matrix. It can

be surmised that there exist certain decomposition pathways with constituent reactions that

are solely structure dependent.

Whilst this work has not exhaustively explored the myriad reactions that may occur

in the complex ageing procedures of NC, it has established the key reactions of the early

stages of degradation, with presentation of an effective truncation of the polymeric struc-

ture applicable for further study in the topic. Key competing reactions for the denitration

step, the identity of nitrogen species released and their role in the extended decomposition

process has been presented. The conclusion of this project sets the scope for subsequent

investigations into the later-stage reaction processes that lead to deeper degradation of the

NC backbone.

6.2 Further Work

In addition to expansion of the NC model to larger dimer and trimer units, the existing NC

model may be refined by conducting a more rigorous examination of the subtle variations in

geometry. Conformational scans, in particular for the C6 side branch and for the orientation

of the rings within the trimer, would benefit identification of other low energy structures

likely to be present in the natural polymer. Here, only the denitration schemes for the

singly nitrated NC monomer were documented. The differing stabilities of NC at varying

levels of nitration will undoubtedly affect the reactivity at each site. Propagation of different

conformational structures at a range of nitration levels through the denitration and secondary

decomposition schemes may reveal alternative reactions, or alter the balance of products



124 Chapter 6. Conclusion and future work

obtained.

Classical molecular dynamics (MD) techniques would provide further insight into the

diffusion of released products, and their interaction with the wider polymer. Studies in-

volving the interaction of NC with plasticisers has effectively probed the diffusion rates of

plasticiser migration, which is of key significance in the preservation of stable NC product

formulations (225).

Another avenue of interest is in the exploration of other transition structures at the den-

itration stage, and for further degradation following formation of the ketone. The inclusion

of additional explicit water molecules or water clusters is likely required to stabilise TS

that were previously not viable (chapter 4, figure 4.10), highlighting the need for further

understanding of NC-solvent interactions. A starting reference work would be the mod-

elling of pentahydrate complexes around glucose by Momany et al. (117), with extension

to a hybrid quantum mechanics/molecular mechanics (QM/MM) approach to treatment of

solvation shells. Ab-initio molecular dynamics (AIMD) techniques may be effective for

investigation into the interactions of both water and acids with NC, offering possible in-

sight into the effect of increasing acid concentration on protonation behaviour, and water

clustering around the monomer, dimer and trimer structures at different DOS (226).

A natural extension to the study of the secondary reactions driving decomposition is

expansion to a broader range of possible reaction pathways. These may include the widely

documented mechanisms studied for glucose, such as the acid-catalysed conversion to hy-

droxymethyfurfural (HMF), whereby the 6-membered ring is converted to a 5-membered

ring (figure 6.1) (227–229). Furan and other aromatic species have been observed in NC

degradation residues (230). This is in addition to the requirement for further studies of

possible ring opening mechanisms and chain scission reactions, in order to fully account

for the broad spectrum of experimentally observed degradation products in IR and NMR

measurements (210, 231–234).
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Figure 6.1: The conversion of glucose to HMF with a) showing the proposed reaction scheme, and
b) displaying a possible mechanistic pathway, from the AIMD study by Qian et al.
(205).

(a) Acid-catalysed conversion of glucose (I) to HMF (III) via a furan aldehyde intermediate (II).

(b) (1): Protonation of C2−OH on β-D-glucose, (2): breakage of the C2−O2 Bond, (3): the formation of the
C2−O5 bond during glucose conversion to HMF.
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(6) Morfa, A. J., Rödlmeier, T., Jürgensen, N., Stolz, S., and Hernandez-Sosa, G.

(2016). Comparison of biodegradable substrates for printed organic electronic de-

vices. Cellulose 23, 3809–3817.

(7) de Moura, M. R., Mattoso, L. H. C., and Zucolotto, V. (2012). Development of

cellulose-based bactericidal nanocomposites containing silver nanoparticles and

their use as active food packaging. Journal of Food Engineering 109, 520–524.

(8) Sultan, S., Siqueira, G., Zimmermann, T., and Mathew, A. P. (2017). 3D printing of

nano-cellulosic biomaterials for medical applications. Current Opinion in Biomed-

ical Engineering 2, 29–34.



128 BIBLIOGRAPHY

(9) Palaganas, N. B., Mangadlao, J. D., de Leon, A. C. C., Palaganas, J. O., Pangilinan,

K. D., Lee, Y. J., and Advincula, R. C. (2017). 3D Printing of Photocurable Cel-

lulose Nanocrystal Composite for Fabrication of Complex Architectures via Stere-

olithography. ACS Appl. Mater. Interfaces 9, 34314–34324.

(10) Wang, Q., Sun, J., Yao, Q., Ji, C., Liu, J., and Zhu, Q. (2018). 3D printing with

cellulose materials. Cellulose 25, 4275–4301.

(11) Dai, L., Cheng, T., Duan, C., Zhao, W., Zhang, W., Zou, X., Aspler, J., and Ni,

Y. (2019). 3D printing using plant-derived cellulose and its derivatives: A review.

Carbohydrate Polymers 203, 71–86.

(12) Lin, W.-C., Lien, C.-C., Yeh, H.-J., Yu, C.-M., and Hsu, S.-h. (2013). Bacterial cel-

lulose and bacterial cellulose-chitosan membranes for wound dressing applications.

Carbohydrate Polymers 94, 603–611.

(13) Hoon, R., Oster, G. A., Damien, C., Wang, J., and Serafica, G. Microbial cellulose

wound dressing for treating chronic wounds US Patent, 2005OO19380A1 (Foley,

Lardner, Suite 500, 3000 K Street NW, Washington, DC 20007 (US)), 2005.

(14) Czaja, W., Krystynowicz, A., Bielecki, S., and Brown, R. M. (2006). Microbial

cellulose–the natural power to heal wounds. Biomaterials 27, 145–151.

(15) King, M. W., Gupta, B. S., Guidoin, R., King, M. W., Gupta, B. S., and Guidoin, R.

In Biotextiles as Medical Implants; Woodhead Publishing: 2013, pp xxxi–xxxvii.

(16) Bissett, F. H., and Levasseur, L. A. Chemical conversion of nitrocellulose for fer-

tilizer, tech. rep., Army Natick Research and Development Command, MA (USA):

Army Natick Research and Development Command, 1976.

(17) Fazullin, R. K., Khalitov, R. A., Khuziahmetov, R. K., Matuhin, E. L., and Fazullina,

A. A. (2020). Granular nitrogen and nitrogen-potassium fertilizers containing sulfur

from the spent acid mixture of nitrocellulose production. IOP Conference Series:

Materials Science and Engineering 862, 062034.

(18) Braconnot, H. (1833). De la Transformation de plusieurs Substances végétales en

un principe nouveau. Annales de Chimie et de Physique 11, 290–294.

(19) Wisniak, J. (2008). The development of Dynamite: From Braconnot to Nobel. Edu-

cación quı́mica 19, 71–81.



BIBLIOGRAPHY 129

(20) Worden, E. C., Nitrocellulose industry; a compendium of the history, chemistry,

manufacture, commercial application and analysis of nitrates, acetates and xan-

thates of cellulose as applied to the peaceful arts, with a chapter on gun cotton,

smokeless powder and explosive cellulose nitrates; 2 v. D. Van Nostrand company:

New York, 1911, p 2 v.
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