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ABSTRACT In recent years, intelligent fault diagnosis technology with the deep learning algorithm has
been widely used in the manufacturing industry for substituting time-consuming human analysis method to
enhance the efficiency of fault diagnosis. The rolling bearing as the connection between the rotor and support
is the crucial component in rotating equipment. However, the working condition of the rolling bearing is
under changing with complex operation demand, which will significantly degrade the performance of the
intelligent fault diagnosis method. In this paper, a new deep transfer model based on Wasserstein distance
guided multi-adversarial networks (WDMAN) is proposed to address this problem. The WDMAN model
exploits complex feature space structures to enable the transfer of different data distributions based on
multiple domain critic networks. The essence of our method is learning the shared feature representation
by minimizing the Wasserstein distance between the source domain and target domain distribution in an
adversarial training way. The experiment results demonstrate that our model outperforms the state-of-the-art
methods on rolling bearing fault diagnosis under different working conditions. The t-distributed stochastic
neighbor embedding (t-SNE) technology is used to visualize the learned domain invariant feature and
investigate the transferability behind the great performance of our proposed model.

INDEX TERMS Transfer learning, fault diagnosis, convolutional neural network, multi-adversarial net-
works.

I. INTRODUCTION
Deep learning has brought impressive progress to the state-
of-the-art across a variety of machine learning tasks, includ-
ing image classification, natural language processing, object
recognition and so on [1], [2]. In the manufacturing industry,
failure may introduce unplanned downtime and loss of bene-
fits. Fault diagnosis is a technology which aims at identifying
the cause of failure and preventing equipment breakdown,
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and it plays an important role in modern manufacturing
systems. As the connection between the rotor and support,
rolling bearings have been widely applied to the rotating
mechanical device. To prevent long-term breakdowns or sud-
den catastrophic failure, it is a critical matter that identi-
fies the rolling bearings fault at its incipient stage [3]–[5].
Recently, deep learning has been applied in the field of fault
diagnosis and achieved certain success [6]. Fault diagnosis
with deep learning provides a new end-to-end solution. It has
been investigated for detection of faults after the occur-
rence of certain failure and prediction of the future working
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conditions [7]–[11]. We can believe that deep learning will
have a promising future in the fault diagnosis field.

However, we find that the deep learningmethodworks well
only when enough labeled training data is available, and the
training and testing data are drawn from the same distribution.
When these conditions can not be satisfied, the performance
of the deep learning method may decline or even become
invalid. This kind of problem can be referred to as transfer
learning problem, which often occurs in fault diagnosis tasks
of the real industry. Concretely, under the learning process of
the classification model, we can only collect fault data with
a finite state as training data. However, the data of rolling
bearings need to be identified usually come from differ-
ent working conditions in actual fault diagnosis application.
Although the fault categories of rolling bearings are the same
ones, the distribution of testing data from the target domain
is different from the distribution of training data from the
source domain. Therefore, model learning from training data
is difficult to accurately identify the testing data. Even worse,
it will cost too much or even be impossible to recollect and
label the data that you need for rebuilding the classification
model for the actual mission.

Transfer learning method aims at solving this kind of prob-
lem. It attempts to transfer a model for the target domain
by utilizing the source domain when these domains draw
from different distributions. In order to effectively transfer the
classifier model between different domains, many different
methods have been investigated for transfer learning. The
early methods are mainly conducted instance transfer, which
is reweighting the source domain data based on the shared
information contained in the target domain data [12], [13].
Recently, the feature mapping method has achieved great
success, which projects the data from different domains to
a common feature space where the feature representations
are domain invariant. The shared feature can be obtained by
learning the feature representation to minimize the discrep-
ancy of the different domain, which is determined by max-
imum mean discrepancy (MMD) [14]–[17] or other relative
distances [18], [19]. The adversarial adaptation method has
been developed over the last few years, which is becom-
ing a powerful solution for reducing the domain discrep-
ancy by an adversarial objective with respect to a domain
critic [20]–[23]. However, these methods are suffering gra-
dients vanishing and exploding problem during the learn-
ing procedure [24]. The previous methods mainly adjust the
source and target distributions based on a single domain
critic, without regarding the complex multiple feature space
structures underlying the data distributions. When aligning
the source and target domain only with a single domain critic,
it may not work well for diverse transfer situation [25].

Some adaptive methods have been studied for fault diag-
nosis of the rolling bearing with the different working con-
ditions in recent years [26]–[30]. It is obvious that these
methods have made some achievements, and the input signal
of the model is not the raw signal but the processed features.
Other methods proposed in [31] and [32] implements the

end-to-end deep model for the rolling bearing fault diagnosis,
which is effective for the domain transfer task. However,
these models do not utilize any transfer learning algorithm.
Some transfer neural network models with maximum mean
discrepancy (MMD) have achieved good results on the trans-
fer task of rolling bearing fault diagnosis [33]–[36]. Our
goal is to develop an end-to-end deep transfer model with
multi-adversarial learning strategy under the raw signal as
input, which can be very effective for diverse transfer tasks of
bearing fault diagnosis under different working conditions.

In this paper, we proposed a novel deep model, named
WDMAN: Wasserstein Distance Guided Multi-Adversarial
Networks. This method is inspired by generative adversar-
ial net (GAN) [37] which is aiming at learning a generator
to produce the fack image which can not distinguish from
the real images. To solve the gradient problem, we replace
the original GAN distance with Wasserstein distance [24].
The convolutional neural network is constructed for standard
identification task due to its powerful performance of feature
representation and classification. Our approach is the first
attempt for solving the transfer learning problem for fault
diagnosis through Multi-Adversarial Networks with Wasser-
stein Distance. The main contributions of this literature are
summarized as follows:

1) A newWDMANmodel has been proposed for transfer
learning in the bearing fault diagnosis with the different
working conditions. The key to our model is learning
the domain invariant feature cross the source and target
domain to solve the transfer problem between different
data distributions. The transfer procedure is training
domain critic to estimate the distribution discrepancy
between the source and target domain, then the domain
invariant feature can be learned through adversarial
training strategy.

2) In order to improve the transfer capacity over previous
methods, we present a multilayer adversarial approach
in our WDMAN model, which matches the complex
feature space structures to adapt different domain dis-
tributions based on multiple domain critic networks,
and the Wasserstein distance is used to measure the
discrepancy between source and target domain distribu-
tion for avoiding the gradients vanishing and exploding
problem in the adversarial training strategy.

3) The effectiveness of WDMANmodel has been verified
by implementing it to the CWRU dataset under differ-
ent loads and MCP dataset under different speeds and
powers. The results illustrate that our model is outper-
formed than tradition models and other deep models.
Different penalty coefficients λ are tested forWDMAN
model, which indicates that our method has very good
robustness.

4) The t-SNE is used to visualize the fully connected
layer between the source and target domain for all the
deep models including Convolutional Neural Network
(CNN), Deep Domain Confusion (DDC) [15], Deep
Adaptation Networks (DAN) [16], Joint Adaptation
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Networks (JAN) [19], and our WDMAN. The visual-
ization results demonstrate the transferability for all
deep models and verify the effectiveness of WDMAN
model in promoting the domain transfer capability.

The rest of paper is organized as follows. In section II,
the problem definition and assumption, preliminaries of CNN
and WGAN are described. Section III details the proposed
method. A series of discussion and analysis for the experi-
ment are conducted in Section IV. Finally, conclusions are
made in Section V.

II. PRELIMINARIES
A. PROBLEM DEFINITION AND ASSUMPTION
For the transfer learning problem, it is assumed that there is
an labeled source dataset Xs = {(xsi , y

s
i )}

ns
i=1 drawn from the

source domain Ds which is enough to train a source domain
distribution model, as well as an target dataset Xt = {x tj }

nt
j=1

drawn from the target domain Dt , where there is no label
apparently. The general goal of the problem is to learn an
transfer classifier model η : X → Y which has a low target
risk RDT (η) = Pr

(x,y)∼DT
(η(x) 6= y).

For the traditional fault diagnosis problem, the testing and
training data are drawn from the same distribution. Therefore,
the most critical matter is to learn an identification model
from the training data can generalize well to the testing data.
However, our concern is about the training and testing data
from different distributions, which results in the fact that
the training model can not directly classify the testing data.
To solve this challenge of transfer learning, many researchers
propose their methods concentrate on learning domain invari-
ant representation by minimizing the discrepancy between
the source and target domain. In this paper, transfer learning
problem for rolling bearing fault diagnosis has been investi-
gated by using adversarial transfer technique. Our goal is to
learn a model that can accurately identify data from the target
domain which has no labels in it.

B. CONVOLUTIONAL NEURAL NETWORK
Recently, the convolutional neural network (CNN) is extraor-
dinary famous and have been tremendously successful in
practical applications, particularly in the field of image
classification [38]–[40]. The deep convolutional neural net-
work is a kind of neural network structures and consists of
hierarchically arranged trainable layers learning the efficient
feature representation [1].

The typical convolutional layer for image classification
contains the input image I and the kernel K , the two-
dimensional convolution is defined as follows [41]:

S(i, j)= (I ∗ K )(i, j)=
∑
m

∑
n

I (m, n)K (i− m, j− n) (1)

Since the data to be processed is a one-dimensional vibration
signal in this paper, we apply the one-dimensional convolu-
tion in each convolutional layer. From the above, the one-
dimensional convolution could be obtained easily when

m is equal to 1. Specifically, the one-dimensional convolution
could be calculated by the following equation:

C l
ij = φ(k

j
n×1 ∗ x

i
i:i+n + bij) (2)

k jn×1is the jth kernel which belong to the kernels K l
j size

n × 1 × j of the l-th convolution layer; x ii:i+n is the ith input
segment; bij is corresponding to the bias; φ is the activation
function which can be Sigmoid, Tanh, Relu and leakyRelu;
C l
ij is the i-th feature point of the j-th kernel in the l-th

convolution layer.
For the classification problem, some fully connected layers

should be connected to the last convolution layer response to
output classification result. The output of the fully connected
is defined as follows:

yl = φ(W lyl−1 + bl) (3)

where W l is the weight matrix between the upper layer and
the current layer; yl−1 is the feature map of the upper layer; bl

is the bias for the current layer. All the parameters are updated
by using the backpropagation method [42] with the objective
to minimize the error between the actual output ŷ and the
desired output y. The loss function for CNN classification
network is expressed as follows:

L =
1
2n
‖y− ŷ‖2F (4)

where F is Frobenius norm.

C. WASSERSTEIN GAN
Generative Adversarial Networks (GAN) [37] are a powerful
class of generative models that cast generative modeling as a
game between two networks: a generator network produces
synthetic data given some noise source and a discriminator
network discriminates between the generator’s output and
true data. Formally, the game between the generator (G) and
the discriminator (D) is the minimax objective:

min
G

max
D

E
x∼Pr

[log(D(x))]+ E
x̃∼Pg

[log(1− D(x̃))] (5)

where Pr is the real data distribution and Pg is the data
distribution from generative model which defined by x̃ =
G(z), z ∼ p(z). z is the sampled data from certain distri-
bution, such as uniform distribution or Gaussian distribu-
tion. If the discriminator is trained to optimality before each
generator parameter update, then minimizing the value func-
tion amounts to minimizing the Jensen-Shannon divergence
between Pd and Pg [37], but doing so often leads to vanishing
gradients as the discriminator saturates [24].

Arjovsky et al. [24] argues that the Jensen-Shannon diver-
gence between Pd and Pg which GAN typically minimize
often leads to vanishing gradients as the discriminator sat-
urates since the divergences are potentially not continuous
with respect to the generator’s parameters. Therefore, they
propose using the Wasserstein distance W (q, p) instead of
typical GAN divergence, which is informally defined as
the minimum cost of transforming the distribution q into
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FIGURE 1. An architechture of wasserstein distance guided multi-adversarial networks (WDMAN) model.

the distribution p. The advantage of Wasserstein distance
W (q, p) is that it is continuous and differentiable almost
everywhere. The WGAN objective function is constructed
using the Kantorovich-Rubinstein duality [43] to obtain:

min
G

max
D

E
x∼Pr

[D(x)]− E
x̃∼Pg

[D(x̃)] (6)

where D is the set of 1-Lipschitz function and Pg is also the
generative model distribution which defined by x̃ = G(z),
z ∼ p(z).

To enforce the Lipschitz constraint on the domain discrim-
inator, WGAN must clip the weights of the discriminator
into a compact space [−c, c], which will lead to optimization
difficulties. To solve the optimization problem, Gulrajani
et al. [44] propose an alternative way to improve the training
of WGAN, which add a gradient penalty (GP) item to the
original WGAN objective function, called WGAN-GP. The
objective function of WGAN-GP is defined as follows:

min
G

max
D

E
x∼Pr

[D(x)]− E
x̃∼Pg

[D(x̃)]︸ ︷︷ ︸
WD

− λ E
x̂∼Px̂

[(‖∇x̂D(x̂)‖2 − 1)2]︸ ︷︷ ︸
GP

(7)

Px̂ is the sampling uniformly along straight lines between
pairs of points sampled from the real data distribution Pr and
the generator distribution Pg; λ is the penalty coefficient. The
results in [44] presents that WGAN-GP is a more reasonable
method which avoids gradients vanishing and exploding.

With the enforced gradient penalty term, adversarial networks
would have stronger robustness and more complicated net-
works could be trained easily.

III. PROPOSED METHOD
In this section, we propose a novel WDMAN model to solve
the transfer learning problem in rolling bearing fault diag-
nosis under different working conditions, called WDMAN:
Wasserstein Distance guided Multi-Adversarial Networks.
The architecture of our WDMAN model is presented
in Figure 1. There are three components in our WDMAN
model. Feature mapping M consist of many convolutional
and Pooling layers aim at extracting essential feature repre-
sentation, and fully connected layers construct the classifier
C . The critical part is domain invariant feature adversarial
learning which is made of multiple domain critic networksD.

A. WASSERSTEIN METRIC
Before introducing our approach, we start with a brief intro-
duction to the Wasserstein metric which is investigated for
the optimal transport problem to measure the cost form any
different location. π (x, y) is the transference policy from
location x to location y. The Wasserstein metric is a distance
measure between probability distributions on a given Polish
metric space (M , ρ) and let p ∈ [1,∞). For any two prob-
ability measure P and Q on M , the Wasserstein distance of
order p is defined as follows:

Wp(P,Q) = ( inf
π∈

∏
(P,Q)

∫
M
ρ(x, y)pdπ(x, y))

1
p (8)
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where ρ(x, y) is a distance function; x and y is the samples
from setM ;

∏
(P,Q) is the set of all probability measures on

M ×M with marginals P and Q. Let (µk )k∈N be a sequence
of probalility samples in the Wasserstein space Pp(M ) and let
µ be another sample of Pp(M ), then µk converges weakly in
Pp(M ) to µ when the Wasserstein distance is close to zero
Wp(µk , µ)→ 0.

The most useful exponents in the Wasserstein distances
are p = 1 and p = 2. Comparing with the W2 dis-
tance, the W1 distance is more flexible and easier to bound
and it has strong implications in functional analysis. The
Kantorovich-Rubinstein duality [43] tell us that, the W1 dis-
tance (Earth-Mover distance) could be expressed as follows:

W (P,Q) = sup
‖f ‖≤1

Ex∼P[f (x)]− Ex∼Q[f (x)] (9)

where the Lipschitz semi-norm is ‖f ‖ = sup|f (x) −
f (y)|/ρ(x, y). In this paper, we follow the suggestion in [24]
and use W1 distance to guide adversarial networks training
procedure, since the Wasserstein distance own much better
property than the typical GAN distance (JS divergence).

B. DOMAIN INVARIANT FEATURE LEARNING
The transfer learning problem in rolling bearings fault diag-
nosis primarily caused by the fact that source and target
domain data draw from different distribution due to the vary-
ing conditions. Therefore, model learning from the labeled
source domain data is hard to classify the data of the target
domain. The highly bias between two different distributions
may be an essential challenge for this situation. We propose
an approach to obtain the invariant domain feature of different
distributions to figure out this challenge. The learning process
is to minimize the Wasserstein distance between source and
target domain by utilizing the adversarial training strategy
mimic GAN [37].

The convolutional neural network is applied for imple-
menting featuremapper and domain critic in our invariant fea-
ture learning procedure. Feature mapper aims at acquiring the
invariant feature between the source and target domain, which
means that the discrepancy from both domains should be
close to zero. Meanwhile, the domain critic proposed in [24]
is supposed to estimate the Wasserstein distance between the
source and target feature distribution, use for discriminat-
ing discrepancy in our approach. The Wasserstein distance
between source feature distribution Pfs and target feature
distribution Pft , where fs = F(xs) and ft = F(x t ), can be
approximated by maximizing the domain critic (D) loss Lwd
with the respect to parameter θd :

Lwd (xs, x t ) =
1
ns

∑
xs∈X s

D(F(xs))−
1
nt

∑
xt∈X t

D(F(x t )) (10)

where xs and x t are the data samples draw from source
domain X s and target domain X t , respectively. In order to
satisfy the Lipschitz constraint condition of Wasserstein dis-
tance, Gulrajani et al [44] propose a more rational method

which enforces the constraint with a penalty Lgp(x̃) on the
gradient norm for the domain critic parameter θd

Lgp(x̃) = (‖ ∇x̃∈Px̃D(x̃) ‖2 −1)
2 (11)

where x̃ is the random samples from Px̃ , which is sampling
uniformly along straight lines between pairs of points sam-
pled from the source and target feature distribution.

The domain invariant feature can be obtained through
adversarial training strategy. There are two steps in this pro-
cess, we first train the domain critic to maximize the Wasser-
stein distance on both domains, and then fix the parameter of
domain critic to minimize the Wasserstein distance by tuning
the feature mapper with respect to parameter θf . Thus the
domain invariant feature learning strategy can be expressed
as follows:

min
θf
max
θd
{Lwd − λLgp} (12)

where λ is the penalty coefficient. Through the iterative
learning algorithm, we can consider the feature mapper will
own domain invariant feature when the Wasserstein distance
converges to zero.

C. TRANSFER MODEL ARCHITECTURE
The purpose of our transfer model is trying to address
the classification problem of target domain without labels.
Our proposed model uses adversarial learning method with
Wasserstein distance to achieve domain invariant feature
between the source and target domain without labels. More
specifically, we train the model for the source domain with
labels by using the supervised learning method and then
transfer the model to adapt the target domain without labels
by adversarial learning the invariant feature between the
source and target domain. The transfer adaption procedure
in our method only requires source and target domain data,
no labels needed, which mean the transfer process is under
an unsupervised learning condition.

The objective of classification model for source domain
data is to train the feature mappingM with parameter θM and
the classifier C with parameter θc. The loss Lc is defined as
the cross-entropy between the Softmax predicted probabilis-
tic distribution and the one-hot encoding of the labels of the
source domain data samplings:

Lc(xs, ys) = −
1
ns

ns∑
i=1

K∑
k=1

l(ysi = k) · logC(M (xsi ))k (13)

where l(ysi = k) is the indicator function; C(M (xsi ))k is the
k − th dimension value of the predicted distribution; K is the
number of categories.

As mention above, the domain invariant feature can
be learned through adversarial training strategy guided by
Wasserstein distance. Our WDMAN model transfer the clas-
sifier C from the source to target domain by obtaining the
domain invariant feature of fully connected layers Fcj, where
Fcj is the j-th fully connected layer in classifier C . In order to
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minimize the Wasserstein distance between source and target
feature distribution, we use multiple domain critic networks
Dj to estimate the distribution discrepancy for fully con-
nected layers Fcj, respectively. During the transfer process,
the domain critic networks Dj are optimized by maximizing
the domain adversarial loss Ladvj with the respect to parameter
θdj , the invariant feature is learning from fully connected
layers Fcj by minimizing the domain adversarial loss Ladvj
and classification loss Lc with the respect to parameter θfcj .
The domain adversarial loss Ladvj of our model is defined as
follows:

Ladvj (x
s, x t ) =

1
ns

ns∑
i=1

D(Fj(M (xsi )))−
1
nt

nt∑
i=1

D(Fj(M (x ti )))

− λ(‖∇x̂D(x̃)‖ − 1)2

(14)

where,

Fj =

{
Fc1 j = 1
Fcj(Fj−1) j > 1;

(15)

(‖∇x̃D(x̂)‖ − 1)2 is the gradient penalty of this optimiza-
tion problem, and it can control the training process without
gradient vanishing and exploding problems; λ is the penalty
coefficient. The domain adversarial loss function is used to
guide the distribution discrepancy reducing progressively,
and the purpose of increasing the classification loss item is
to ensure the classification effect.

D. ALGORITHM AND TRAINING STRATEGY
We present the algorithm and training strategy of the
WDMAN model in this part. The algorithm of our method is
summarized in Algorithm 1, and it can be trained by the stan-
dard back-propagation. Firstly, the deep network architecture
is determined. In our work, the deep neural network is consist
of three layers of one-dimensional convolution and two layers
of fully connected. Then, we train the feature mappingM and
classifier C in the deep model architecture with the labeled
source domain data, the parameters θM and θc are updated
by using the loss function in (13). In the transfer procedure of
adversarial learning, the domain critic networks with relevant
parameter θdj is updated by maximizing the adversarial loss
function in (14) and the parameter θfcj in the fully connected
layer is trained by minimizing the sum of loss functions
in (13) and (14). The domain invariant feature is achieved in
the fully connected layers until the end of the training process.
The workflow ofWDMANmodel in detail shown in Figure 2

IV. EXPERIMENTS
In this section, we evaluate the efficacy of our approach on
the CWRU rolling bearings dataset under different loads and
MCP rolling bearings dataset under different rotating speeds
and powers, the testbeds of CWRU and MCP are shown
in Figure 3.

Algorithm 1 Wasserstein Distance Guilded Multi-
Adversarial Network Learning Procedure
Require: source data X s, target data X t , mini-batch size m,

feature mapping and classier training step nc, transfer
procedure train step nt , number of fully connected layers
in classifier nl , domain critic networks training step nd ,
learning rate α.

1: Initialize the parameters of classifier θM and θc.
2: for t = 1, . . . , nc do
3: Sample mini-batch {xsi , y

s
i }
m
i=1 from X s

4: θM ← θM − α∇θMLc(x
s, ys)

5: θc← θc − α∇θcLc(x
s, ys)

6: end for
7: Initialize the parameter of discriminator θdj
8: for i = 1, . . . , nt do
9: Sample mini-batch {xsi , y

s
i }
m
i=1, {x

t
i }
m
i=1 from source

data X s and target data X t .
10: for j = 1, . . . , nl do
11: for k = 1, . . . , nd do
12: a random number ε ∼ U [0, 1]
13: x̃ ← εFj(M (xs))+ (1− ε)Fj(M (x t ))
14: θdj ← θdj − α∇θdjLadvj (x

s, x t )
15: end for
16: θfcj ← θfcj − α∇θfcj [Ladvj (x

s, x t )+ Lc(xs, ys)]
17: end for
18: end for

FIGURE 2. Workflow of WDMAN model.

A. COMPARED METHODS
In order to verify the effectiveness of our WDMAN model,
we mainly compare our proposed approach with multiclass
Support Vector Machines (SVM) [45], Transfer Component
Analysis (TCA) [14], Deep Domain Confusion (DDC) [15],
Deep Adaptation Networks (DAN) [16], and Joint Adapta-
tion Networks (JAN) [19].

For the traditional model SVM and TCA, we use four
kinds of input samples, which are the raw signal, frequency
spectrum, envelope signal, and envelope frequency spectrum,
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TABLE 1. Detail of the feature mapping and classifier networks used in the experiments.

FIGURE 3. (a) CWRU testbed; (b) MCP testbed.

respectively. The latter three kinds of input samples are the
typical feature extraction methods for rolling bearing fault
diagnosis [5]. For the deep model CNN, DDC, DAN, JAN,
and WDMAN, only the raw signal as the input samples.

As a benchmark for the comparison of deep models,
the CNNmodel trained by using the labeled source data, then
directly test the target data. DDC, DAN, and JAN are domain
adaptive frameworks based on CNN and learn the invariant
representation by using MMD, MK-MMD, and JMMD to
compute the domain transfer loss, respectively. Our model is
a Wasserstein distance guided adversarial transfer approach
based on CNN, which aims at minimizing the Wasserstein
distance between different distribution to achieve domain
invariant feature.

B. IMPLEMENTATION DETAILS
In order to ensure the fairness of comparison, we follow the
evaluation criteria proposed in [18] and evaluate all com-
pared methods by searching the parameter space for the

optimal parameter settings, and report the best results of each
model.

The classification model of the traditional method is
trained by using the labeled source samples, and then the
labels of target samples are directly predicted. Additionally,
TCA takes advantage of data from both source and target
domain to learn some transfer components across domains
before turning into the classifier. We use the SVM package of
scikit-learn to implement SVM [45], which is realized with
the Gaussian kernel and tradeoff parameter is set to 1 for
our work. Taking the advice in literature [14], TCA model
utilizes a KNN classifier trained with labeled source samples
to classify the target samples.

All deep models are implemented by using TensorFlow
framework. We use a convolutional neural network (CNN) as
the basic framework for classification. The detail of the CNN
model architecture is shown in Table 1. The same network
architecture is used for all deep model approaches in the
experiment. For the DDC method, we follow the suggestions
in [15] and use the MMD to reduce the distance of a fully
connected layer in the CNN classification model. The param-
eters of DAN and JAN are respectively set according to the
literature [16] and [19]. The MK-MMD of DAN and JMMD
of JAN are utilized to minimize the distribution discrepancy
of the fully connected layers in the classification model.
For each approach, the transfer loss term is added to the
classification loss with a coefficient for the trade-off. Our
proposed WDMAN model can be implemented based on the
algorithm procedures mentioned in Algorithm 1. The detail
of domain critic networks is presented in Table 2. There are
two fully connected layers in the classifier nl = 2.

In our work, we first use classification accuracy on test
data as the evaluation metric, which is widely used in many
literatures [16]–[20].

Accuracy =
|x : x ∈ Dt ∧ ŷ(x) = y(x)|

|x : x ∈ Dt |
(16)

where Dt is the set of test data; y(x) is the label of x; ŷ(x)
is the predicted labels. Then, we introduce several perfor-
mance metric tools, including precision, recall, ROC, and
AUC which are widely used in machine learning, to eval-
uate our WDMAN and compare with other methods. For
the classification problem, the combination of the actual and
predicted categories in the samples can be divided into true
positive (TP), false positive (FP), true negative (TN), false
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TABLE 2. Detail of the domain critic networks used in the experiments.

TABLE 3. Confusion matrix.

negative (FN). The confusion matrix of classification results
is shown in Table 3.

For our fault diagnosis problem, the precision and recall of
each failure category f can be calculated as follows:

precision =
TP

TP+ FP
(17)

recall =
TP

TP+ FN
(18)

where TP is the number of the current fault which belongs
to f correctly classified in f; FP is the number of the current
fault which does not belong to f incorrectly classified in f;
FN is the number of the current fault which belongs to f
incorrectly classified in other categories. Receiver operating
characteristic (ROC) curve is a powerful tool to measure the
performance of models, which is a graph with Y-axis is true
positive rate (TPR) and X-axis is false positive rate (FPR).
The TPR and FPR can be calculated as follows:

TPR =
TP

TP+ FN
(19)

FPR =
FP

FP+ TN
(20)

where the TP, FN, FP, and TN are from the confusion matrix
in Table 3. AUC is the area under the ROC curve to quantify
the performance of the model.

C. CASE 1: RESULTS AND ANALYSIS ON CWRU DATASET
In this experiment, the performance of different methods has
been evaluated with CWRU dataset under different loads.
Since the sampling frequency is 12kHz and rotating speed
is 1750 rpm, the feature-length of each sample in the dataset
is equal 1200, which also equals three rotation period. All
deep models are trained by using Adam method with hyper-
parameters batch size m = 64, learning rate is α = 0.0001,
and 20000 generator iterations. The hyperparameters as rec-
ommended in [44] (α = 0.0001, nd = 5, λ = 10) for our
WDMAN model. The pre-train iterations nc = 1000 and
adversarial iterations nt = 20000.

1) DATASET AND PREPROCESSING
The first dataset was acquired from a test stand built by
the bearing data center of Case Western Reserve University
(CWRU) [46]. The testbed is composed of a motor, a torque
transducer, and a dynamometer. Vibration data was collected
using accelerometers which were attached to the motor hous-
ing. The dataset consists of normal and faulty data. The faulty
dataset was produced with defects in the inner race, the outer
race and ball with different sizes (0.007, 0.014 and 0,021 in.)
by using electro-discharge machining (EDM). The data were
collected at different motor loads (0, 1, 2, and 3 hp) with the
sampling frequency of 12 kHz. The samples drawn from four
different working loads are called as domain A, B, C, and
D, respectively. There are ten categories for each domain,
which consist of nine kinds of defects and a normal condition,
500 samples are assigned in each category. The detail is
shown in Table 4.

2) ACCURACY ACROSS DIFFERENT DOMAINS
As shown in Table 5, SVM, F-SVM, E-SVM, and EF-SVM
have poor performance for domain transfer problem, whose
accuracy average around 20%, 70%, 35%, and 60%, respec-
tively. This results confirm that the classification model
trained from the labeled source domain samples is hardly
applied to the target domain samples due to that the different
working loads make the data distribution of rolling bearing
change. The average accuracy of TCA, F-TCA, E-TCA, and
EF-TCA are about 30%, 75%, 70%, and 90%, respectively.
These results of TCA are better than the results of SVMwhich
indicates that the transfer method in TCA makes an effect.
From all the results of the traditional model, these methods
are greatly influenced by the transfer problem, the model
with the envelope frequency spectrum is the best, and the
raw signal is the hardest to transfer. Therefore, it is quite
a challenge to implement model transfer different domains,
when the input of the model is the raw signal of the rolling
bearing.

For the deep models, the raw signal is treated as the only
input to test the performance of all the deep transfer methods,
the accuracies are presented in Table 6. As the benchmark of
the deep model, the results of CNN verify that there must
be a certain effect on data distribution between the source
and target domain with the change of working loads. So,
the CNN model trained by the labeled source samples does
not work well on the unlabeled target samples. According to
the average accuracies, we can find that DDC limited promote
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TABLE 4. Description of CWRU dataset.

TABLE 5. Tradition models accuracy (%) for CWRU dataset.

TABLE 6. Deep models accuracy (%) for CWRU dataset.

the transfer accuracy, while DAN, JAN, and ourWDMANget
a great improvement. However, DAN and JAN don’t work
very well on each domain transfer task, the performance of
D → A in DAN and JAN, A → C and A → D in JAN
display poorly. As we can see in all the results, our WDMAN
outperforms other compared methods, and it performs great
in all transfer tasks. Table 7 shows the accuracies of each
category in A → B, and it can be clearly observed that the
category of defect on the ball is the hardest to classify.

3) PERFORMANCE EVALUATION TEST
The precision and recall of each category in all domain trans-
fer tasks calculated by ourWDMAN are shown in Table 8 and
Table 9. In Table 8, 70% precisions are equal to 100%, which
means that each sample belonging to f accurately classify
into f. Two categories of ball fault with size 0.007 inch have
inferior precision in the transfer task D → A and D → B,
which are 88.00% and 86.52%. These mean that about 10%

fault alarms of category 7 are unreliable. In Table 9, 80%
recalls are equal to 100%, which means there is no missing
alarm, all samples belonging to f accurately classify into f.
In the ball fault with 0.021 inch, the recall of four categories
under 90%, half of them close to 80%, which indicates that
lots of failures aren’t detected in category 9 of C → A,
C → B, D→ A, and D→ B.

The sensitivity (SN) and specificity (SP) are used when
detecting the effect of the method. ROC curve is the tool can
objectively reflect sensitivity and specificity, simultaneously.
In order to further compare the performance of all the models,
we take D → B as an example, the ROC curves and their
AUC are presented in Figure 4. For a classification model,
we always want to get high TPR (means SN) and low FPR
(equal to 1-SP). Reflecting in the ROC curve, the curve is
closer to the upper left corner, the model will show better
performance. It is obvious that JAN andWDMAN are the two
best models compare with other models in Figure 4, whose
AUCs are equal to 99% and 98%, respectively. These results
close to 100% illustrate that there almost no false alarm and
no miss detection for JAN and WDMAN. From the accuracy
in the previous section, DDC and DAN benefit the accuracy
compare with CNN. Meanwhile, we can find that many false
alarms have been put into these twomodels based on the ROC
curve in Figure 4(b).

4) PARAMETER ANALYSIS
We study the influence of penalty coefficient λ on our
WDMAN model in this part. The penalty coefficient λ is the
balance factor between domain critic loss Lwd and penalty
term Lgp. CWRU rolling bearing dataset is still chosen for
analyzing the effect of different λ. To quantified analysis this
proposed problem, we calculate the accuracies of all domain
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TABLE 7. Accuracy (%) of each category in transfer task A → B for CWRU dataset.

TABLE 8. Precision (%) of the proposed WDMAN for CWRU dataset.

TABLE 9. Recall (%) of the proposed WDMAN for CWRU dataset.

transfer problem under different penalty coefficient λ,
the results are drawn in Figure 5. These results demonstrate
that WDMAN model can achieve stable and desirable per-
formance in a wide range of λ, which may benefit from
more appropriate domain critic networks trained from the
adversarial training strategy. However, the performance has
a little decline in D→ A, when λ is 50 and 100. So, we still
prefer to follow the suggestion by Gulrajani et al. [44],
let λ = 10 for the fault diagnosis problem in this
paper.

5) FEATURE VISUALIZATION
In order to demonstrate the transferability of all deep models
and explain the reason why our proposed WDMAN outper-
forms than other methods on rolling bearing fault diagnosis
under different working loads, we visualize the features of
the fully connected layer before the output layer in this part.
We take advantage of the data visualization technology called
t-Distributed Stochastic Neighbor Embedding (t-SNE) [47]
to reduce the high-dimensional features of the full-connection
layer into a two-dimensional map for visualization.
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FIGURE 4. ROC curves and their AUCs of tradition models and deep models for CWRU dataset of tranfer task D → B. (a) Tradition model. (b) Deep
model.

FIGURE 5. Parameter analysis for penalty coefficient λ.

We take the transfer taskD→ B as an example, the visual-
ization results of five deep models are displayed in Figure 6.
For the benchmark CNN model, the distribution of each cat-
egory in source domain is very distinguishable, but the target
domain distribution of category 2, 8, and 9 completely sepa-
rate from the source domain, as shown in Figure 6(a) and (b).
This is why the CNN model train with source samples is
difficult to identify the target samples. Through the process
of transfer learning, the distribution of each category between
the source and target domain become consistent. However,
there are lots of misclassification for DDC method, which
explains why DDC has low accuracy when going on the task

D → B. The observation also shows that the distribution
between the source and target domain in DAN, JAN, and
WDMAN occupy great consistency, and there are few incor-
rectly classified cases. Nevertheless, the distance between the
distribution of each category is further in WDMAN, which
means the last classification layer is more easier to train.

D. CASE II: RESULTS AND ANALYSIS ON MCP DATASET
In order to further test the performance of our method, dif-
ferent deep models have been analyzed with the MCP dataset
under different speeds and powers. For the fairer comparison
with CWRU dataset, in this case, the MCP dataset is first
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FIGURE 6. Visualization of full-connection layer for CWRU dataset of tranfer task D → B. (a) CNN source.
(b) CNN target. (c) DDC source. (d) DDC target. (e) DAN source. (f) DAN target. (g) JAN source. (h) JAN
target. (i) WDMAN source. (j) WDMAN target.
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FIGURE 7. ROC curves and their AUCs of deep models for MCP dataset. (a) Transfer task L → H . (b) Transfer task H → L.

TABLE 10. Description of MCP dataset.

processed by downsampling from 25.6 kHz to 12 kHz, and the
length ofmodel input is also equal to 1200. The key parameter
of WDMAN as follow: α = 0.0001, nd = 2, λ = 10,
nc = 1000, and nt = 20000. The general hyperparameters
for all models, in this case, is the same as Case I.

1) DATASET AND PREPROCESSING
The second dataset was collected from rolling bearings of a
real Multistage Centrifugal Pump (MCP) which consists of
a drive motor, pump body and rolling bearing support [5].
The electrical-discharge machining (EDM) was used to make
defects on a different location of rolling bearings including
the inner race, outer race, and ball, respectively. The vibra-
tion data were acquired by the acceleration sensor which
was mounted on the bearing house of the pump at different
conditions with the sampling frequency of 25.6 kHz. For the
real industrial centrifugal pump, the power changes with the
rotating speed. In this dataset, the data samples are drawn
from two different conditions called as domain L and H,
the speeds are 1750 rpm and 2960 rpm, and powers are 37 kW
and 96 kW. The detail of this dataset is shown in Table 10.

2) ACCURACY ACROSS DIFFERENT DOMAINS
The accuracies of the different experiments are calculated
by (16). The results are shown in Table 11. The accuracies
of the CNN model for these two transfer tasks are much
lower, which demonstrates that different rotating speeds and
powers significantly increase the distribution discrepancy
between the source and target domain. The DDC model
certain improves the accuracy for the target domain, but it

TABLE 11. Deep models accuracy (%) for MCP dataset.

is still not enough effective when compared with other deep
models. The DAN is a little better than the JAN, and they are
performing well in this case. It is obvious that our WDMAN
model performs best for these two transfer tasks based on
the results. There is a common phenomenon for the DAN,
JAN, and WDMAN that the accuracy of task L → H is a
little lower than H → L. We think it may be incurred by the
different speeds. Since the input sample length of our method
remains unchanged, the high-speed data will provide more
information than the data from low-speed, when the sampling
frequency is the same. Therefore, the base model will learn
more from the labeled source samples at high-speed, and it
will make the transfer task H → L easier.

3) PERFORMANCE EVALUATION TEST
Table 12 displays the precision and recall of transfer tasks
L → H and H → L for our WDMAN model. It is obvious
that there is no false and missing alarm in the task H → L
since all the precision and recall equal to 100%. However,
the normal and inner race fault in task L → H present poor
precision, which are 82.58% and 86.36%. This means that
about 15% failures are inaccurately classified in categories
1 and 2. About 10% and 20% of fault categories 1 and 2 are
undetected based on the recall of task L → H . The ROC
curves and their AUCs for all transfer tasks in MCP dataset
are shown in Figure 7. The results confirm that there are no
false and missing alarm for task H → L and some certain
false andmissing alarm occurs in task L → H . OurWDMAN
model performs best in the performance evaluation test.
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FIGURE 8. Visualization of full-connection layer for MCP dataset of tranfer task H → L. (a) CNN source. (b) CNN target. (c) WDMAN source.
(d) WDMAN target.

TABLE 12. Precision (%) and recall (%) of the proposed WDMAN for MCP
dataset.

4) FEATURE VISUALIZATION
The visualization results obtained by using t-SNE technol-
ogy for transfer task H → L are shown in Figure 8.
In the CNN model, the distributions of source and target
domain are highly differentiated, which means that the fea-
ture layers are trained well and ready for classifying. How-
ever, the distribution discrepancy for each category between
the source and target domain is quite large. This explains
why the CNN model learned from source samples can not
accurately classify the target samples. The results displayed
in Figure 8(c) and (d) illustrate that after processed by our
WDMAN method the distribution between the source and
target domain becomes completely consistent and there is

no misclassification. The observation results demonstrate
that the WDMAN model is very effective in promoting the
domain transfer capability and provides better robustness for
the deep convolutional neural network model on the problem
of rolling bearing fault diagnosis under different working
conditions.

V. CONCLUSION
This paper presents a new model, WDMAN, to address
transfer learning problem in the rolling bearing fault diag-
nosis under different working conditions through adversarial
learning method. WDMAN model takes advantage of con-
volutional neural network (CNN) and generative adversarial
network (GAN) to solve this transfer problem. The idea of
our method is to learn domain invariant feature between
the source and target domain through adversarial training
strategywithWasserstein Distance GuidedMulti-Adversarial
Networks. The experimental results on real-world datasets
validate the superiority of our proposed model and demon-
strate that WDMAN outperforms the state-of-the-art domain
transfer learning methods.
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