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Abstract

Human activity recognition is emerging as a very import research area due to its poten-

tial applications in surveillance, assisted living, and military operations. Various sensors

including accelerometers, RFID, and cameras, have been applied to achieve automatic

human activity recognition. Wearable sensor-based techniques have been well explored.

However, some studies have shown that many users are more disinclined to use wearable

sensors and also may forget to carry them. Consequently, research in this area started

to apply contactless sensing techniques to achieve human activity recognition unobtru-

sively. In this research, two methods were investigated for human activity recognition,

one method is radar-based and the other is using LiDAR (Light Detection and Rang-

ing). Compared to other techniques, Doppler radar and LiDAR have several advantages

including all-weather and all-day capabilities, non-contact and nonintrusive features.

Doppler radar also has strong penetration to walls, clothes, trees, etc. LiDAR can cap-

ture accurate (centimetre-level) locations of targets in real-time. These characteristics

make methods based on Doppler radar and LiDAR superior to other techniques.

Firstly, this research measured micro-Doppler signatures of different human activities

indoors and outdoors using Doppler radars. Micro-Doppler signatures are presented in

the frequency domain to reflect different frequency shifts resulted from different com-

ponents of a moving target. One of the major differences of this research in relation

to other relevant research is that a simple pulsed radar system of very low-power was

used. The outdoor experiments were performed in places of heavy clutter (grass, trees,

uneven terrains), and confusers including animals and drones, were also considered in the

experiments. Novel usages of machine learning techniques were implemented to perform

subject classification, human activity classification, people counting, and coarse-grained

localisation by classifying the micro-Doppler signatures. For the feature extraction of

ii



the micro-Doppler signatures, this research proposed the use of a two-directional two-

dimensional principal component analysis (2D2PCA). The results show that by applying

2D2PCA, the accuracy results of Support Vector Machine (SVM) and k-Nearest Neigh-

bour (kNN) classifiers were greatly improved. A Convolutional Neural Network (CNN)

was built for the target classifications of type, number, activity, and coarse localisation.

The CNN model obtained very high classification accuracies (97% to 100%) for the out-

door experiments, which were superior to the results obtained by SVM and kNN. The

indoor experiments measured several daily activities with the focus on dietary activities

(eating and drinking). An overall classification rate of 92.8% was obtained in activity

recognition in a kitchen scenario using the CNN. Most importantly, in nearly real-time,

the proposed approach successfully recognized human activities in more than 89% of

the time. This research also investigated the effects on the classification performance of

the frame length of the sliding window, the angle of the direction of movement, and the

number of radars used; providing valuable guidelines for machine learning modeling and

experimental setup of micro-Doppler based research and applications.

Secondly, this research used a two dimensional (2D) LiDAR to perform human activity

detection indoors. LiDAR is a popular surveying method that has been widely used in

localisation, navigation, and mapping. This research proposed the use of a 2D LiDAR

to perform multiple people activity recognition by classifying their trajectories. Points

collected by the LiDAR were clustered and classified into human and non-human classes.

For the human class, the Kalman filter was used to track their trajectories, and the tra-

jectories were further segmented and labelled with their corresponding activities. Spatial

transformation was used for trajectory augmentation in order to overcome the problem

of unbalanced classes and boost the performance of human activity recognition. Finally,

a Long Short-term Memory (LSTM) network and a (Temporal Convolutional Network)

TCN was built to classify the trajectory samples into fifteen activity classes. The TCN

achieved the best result of 99.49% overall accuracy. In comparison, the proposed TCN

slightly outperforms the LSTM. Both of them outperform hidden Markov Model (HMM),

dynamic time warping (DTW), and SVM with a wide margin.
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Chapter 1

Introduction

Human activity recognition is a wide field of study concerned with identifying the specific

movement or action of a person or a group of people based on sensor data. Automatic

human activity recognition is essential in many ambient intelligence applications such as

surveillance, smart home, health monitoring, intelligent control, etc. For example, users

can use gesture recognition [10, 11] to contactlessly interact with electronic devices such

as TV, computers, virtual reality (VR)/augmented reality (AR) glasses, etc. Online

abnormal activity recognition can perform foul detection in sports [12], fall detection

[13], theft detection [14], illegal parking [15], etc. Daily activity monitoring can provide

health assistance for the elderly and patients [16].

Wide research in human activity recognition has been done by using various sen-

sors and techniques. Video-based systems have been well developed for HAR. It has

several advantages. Firstly, videos and images are visual forms that can easily be per-

ceived by people’s eyes. Secondly, cameras are widely deployed and used. It is easy

to obtain video data. Thirdly, Videos and images can be labelled after data collec-

tion. However, wearable-sensor based and radio-based systems need to perform data

labelling while data collection. Fourthly, although different cameras have differences in

resolution, size, brightness, etc., these differences can be easily addressed by using data

1
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augmentation (crop, scale, blend, etc.). The disadvantages of video-based systems are

also worthy to be mentioned. Video-based systems suffer from insufficient illumination.

Video-based systems may cause privacy concerns because people’s faces are exposed in

front of cameras. The data volume of video-based systems is huge. Video data is 4-

dimensional (width, height, channel, time). Data of radars and wearable sensors is usu-

ally 2-dimensional (channel, time). Video-based systems are very computation-intensive

because of their huge data volume.

Wearable sensors including accelerometer, gyroscope, magnetometer, Bluetooth and

RFID receivers have increasingly been applied in human activity recognition as they

are ubiquitous in smart phones, smart watches, and sport bracelets. Wearable sensor

based systems are inconvenient and intrusive to users in many situations as they require

people to keep wearing them. Concerning privacy, convenience, power consumption,

etc., more and more researchers are exploring other possible techniques including WiFi,

GPS (Global Positioning System), and radar for human activity recognition. This the-

sis focuses on contactless human activity recognition by using two different techniques

including micro-Doppler and LiDAR.

1.1 Motivations

The aim of human activity recognition system is to recognize actions and activities

of people by using sensors. There are rapidly increasing demands for human activity

recognition systems. In healthcare, it can record the daily changes of patients in dietary

habits, medicine taking, and sleep conditions. With the coming of the aging society,

activity recognition systems also can provide healthcare assistance for the elderly. For

example, they can provide early warning for fall detection and report their daily activities

to remote doctors for health evaluation. In surveillance, activity recognition systems can

help to detect stealing and robbery, or even prevent potentially dangerous situations.

Thus, human activity recognition can increase the security level and protect people from

acts of violence, terrorism, vandalism, and stealing. In human and computer interaction,



Chapter 1. Introduction 3

more and more VR/AR devices are emerging and they have no keyboard or mouse.

Activity recognition can provide users an immersive way to interact with them. In

electronic games industry, more games try to interpret body motions to level up users’

game experience, especially in sports games. In robotics, activity recognition can help

autonomous vehicles to assess and anticipate pedestrian intention to cross a road, which

is helpful to avoid potential car accidents. Partner robot systems require the ability of

activity recognition to assist in healthcare and ordinary housework.

Video-based and wearable-based systems have been widely explored and well de-

veloped. However, video-based systems are privacy intrusive and wearable sensors are

inconvenient for users to keep wearing them. For instance, a smart band has been used

to monitoring sleep conditions of users, but some users feel uncomfortable to wear a

smart band at sleeping time. Ambient sensing techniques such as radar, LiDAR, and

WiFi are increasingly applied in human activity recognition because they can measure

human activities remotely. These techniques do not require users to carry any receivers

or transmitters and users’ identities are not exposed. It is important to develop a user-

friendly activity recognition system by using these ambient sensing techniques. This

thesis focuses on two ambient sensing techniques: micro-Doppler and LiDAR.

1.2 Micro-Doppler based human activity recognition

Human activity recognition can be accomplished by measuring differences in radar micro-

Doppler signatures of different activities. A moving target relative to a radar sensor

induces a frequency shift of the echo as a result of the well-known Doppler effect. Ad-

ditional movements of smaller parts of the target, called micro-motion, will result in

additional modulation of the main Doppler frequency shift, known as the micro-Doppler

effect [17, 18]. In 2000, Chen first labelled the intratarget radar frequency shifts as

the micro-Doppler effect in [19]. Later on, he further developed this concept to micro-

Doppler signature. As he described in [20], ‘The micro-Doppler signature is a distinctive

characteristic of the observed micro-Doppler effect in an object. The “signature” is com-
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monly used to refer to the characteristic expression of an object or a process. When

examining the micro-Doppler effect, the distinctive micro-Doppler characteristic, i.e.,

the micro-Doppler signature of an object, allows the recognition of an object’s identity

through its movements.

Human activity is complex but very unique. A human body is an articulated object,

comprising a number of rigid parts connected by joints. When a person moves, different

parts of his body (torso, arms, legs) have a particular motion that produces characteristic

micro-Doppler signatures. Usually, human activities can be decomposed into periodic

motions of different parts of the human body. As shown in Figure 1.1, when a person is

walking or running, his arms and legs are swinging back and forth periodically relative to

his torso. The torso, arms, and legs have their own speeds, and each individual part will

result in different Doppler frequency returns. In Figure 1.2, the spectrogram of a person

walking with both arms swinging is generated by time-frequency analysis. It shows that

the spine of the spectrogram is induced by the torso, and the main sidelobes represent

the micro-Doppler signatures of the leg swing and the arm swing.

Micro-Doppler signatures are obtained by Doppler radars. Unlike other sensor tech-

nologies, Doppler radar has all-weather and day-and-night capabilities [21], while smoke,

dust, and fog only slightly attenuate the signal. Radar signals are also able to penetrate

building wall material, cloth, and dense foliage [22]. It does not intrude on people’s

privacy, their identities and faces will not be disclosed because of radar detection. So it

is very suitable to be used in human activity recognition.

1.3 LiDAR based human activity recognition

Trajectory-based human activity recognition is gradually attracting attention from in-

dustry and academia as human activity is usually accompanied by the location changes

of people. Location acquisition systems have been widely applied in people’s life and

several techniques have been used, such as GPS, radar, LiDAR, etc. These systems

generate a large amount of location data, and in the past years, they have been applied
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Figure 1.1: A person moving towards a radar

Figure 1.2: Spectrogram of a walking person [1]

in navigation, route planning, and mapping. Recently, more and more studies attempt

to infer semantic information from the trajectories formed by the locations of people,

in order to provide a higher level of services, for example, for personalized recommen-

dations, smarter home or more intelligent human-like robot interaction. Although there

are many localisation techniques, none of these can be applied ubiquitously for any pur-

pose. GPS hardly works indoors as its signals cannot penetrate walls. Radars may

suffer interference from the ground surrounding and multi-path effects. Bluetooth and

RFID (Radio-Frequency Identification) can perform indoor localisation, however, due to

their short-range sensing capability, they generally require larger deployments that may

become difficult to maintain.

As a surveying and mapping technique, LiDAR has been increasingly used in self-

driving and robots. LiDAR is a surveying method that measures the distance to a target
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by illuminating the target with pulsed laser light and measuring the reflected pulses

with a laser [23]. The data collected by a LiDAR is a set of points. These points show

the locations of different objects. The trajectory of a moving person can be obtained

by correlating its locations at different time steps. Trajectories reflect the activities of

people from temporal and spatial dimensions. LiDAR has high localisation accuracy,

high real-time performance, and it is easy to deploy. It also can be applied both indoors

and outdoors. These merits make LiDAR an ideal technique in trajectory-based human

activity recognition. However, research in trajectory-based human activity recognition

using LiDAR is few in number.

1.4 Challenges

Human activity is a very challenging research topic. It requires multi-discipline knowl-

edge including sensors, communication, signal processing, machine learning, etc. As

human activity is a dynamic changing process, this process is affected by many fac-

tors such as occlusions, noise, and confusers. Even the same activity can be performed

from different perspectives at different speeds by different people. The limitations of

sensors also bring challenges to human activity recognition. For long-time continuous

monitoring, it requires activity recognition systems to be power-efficient. For emergency,

it requires activity recognition systems to support nearly real-time response. This sec-

tion summarizes the main challenges in human activity recognition using micro-Doppler

signatures and LiDAR.

Complexity of human activity

Human activity has high complexity. It is a dynamic process that contains the move-

ments of multiple components of the human body. Human activity has many types, such

as running, walking, sitting, etc. Some activities are highly dependent on scenarios, for

instance, walking to get in, walking to get out, walking upstairs, walking downstairs.

Activities of daily living are switching in different scenarios, which creates many types of

activities. Different activities have different time cycles. Consequently, it is impossible
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to capture these activities by using a fixed duration. Some activities usually happen

simultaneously. For example, people can take a phone call while walking. Besides,

some activities have high similarities, such as eating and drinking. It is very hard to

discriminate such activities due to their similar movement patterns.

Activity recognition of multiple people

Currently, most research work focuses on single-person activity recognition. How-

ever, activity recognition of multiple people or a group of people is also important. For

instance, the activity recognition of a team in sports can support the coach to do tac-

tic analysis. Activity recognition of the crowd in subway stations is helpful to security

and evacuation in an emergency. The changing spatial distribution of people and the

interactions between people in a group increase the difficulty of multi-person activity

recognition.

Noises and obstacles

It is very possible that non-human objects produce noises and interference in hu-

man activity recognition system. For micro-Doppler based human activity recognition,

the noises resulted from other small movements and moving objects can affect the per-

formance. Especially, outdoors, swaying leaves and trees generate additional frequency

changes that interfere with the signal frequency of a target, and animals and birds are

potential confusers to humans. For LiDAR, it is necessary to discriminate humans for

non-human objects such as walls, tables, cars, etc., in a space.

Real-time response

Many applications require a real-time response in human activity recognition. For

example, it needs to report abnormal behaviours (falling, abnormal heartbeat) in order

to provide immediate assistance for the elderly and patients. Generally, human activity

recognition requires a multi-stage process including data collection, data fusion from

multiple sensors, data processing, classification. It is challenging to finish all these pro-
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cesses in nearly real-time with limited computation resources. It requires to divide sensor

signals to small segments with little compromise in recognition performance.

Spatio-temporal context association

In many human activity recognition tasks, it is not sufficient to recognize specific

human activities. It is also important to know ‘when’ and ‘where’ these activities are

happening or have happened. It requires to associate the human activity with time and

location. It is not difficult to get the occurrence of the time because sensor signals are

time-series. However, many sensors have no localisation capabilities. This requires to

integrate human activity techniques and localisation techniques.

1.5 Main contributions

As mentioned above, the work in this thesis make use of Doppler radar and LiDAR to

perform human activity recognition. The main contributions of this thesis are listed as

follows:

1. Usage of power-efficient Doppler radars: this thesis uses low-cost and low-

power Doppler radars to support long-time and continuous human activity recogni-

tion both indoors and outdoors. Most radars used in the literature are very power

consuming. In some outdoor areas, there is even no power supply to support these

radars to perform continuous human activity recognition. They are not suitable

to perform continuous and long-time monitoring. The usage of energy-efficient

radars is also able to reduce the cost of power and the effort of maintenance . The

radar system built in this research consists of two Bumblebee radars. The center

frequency of each Bumblebee radar is 5.8 GHz. Its detection range is up to 10m.

Especially, it only consumes about 12 mA and can be power by 3 AA batteries

for about 8 days. More details about Bumblebee radars are described in Section

3.3.1. By using such a radar system, this research still achieved the results that are

comparable or even better than the related work. The results are 98.58% overall
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accuracy (OA) in human recognition, 99.89% OA in activity recognition, 98.85%

OA in people counting, and 100% in rough localisation.

2. Consideration of the clutter from environments: In reality, lots of objects

can create interference to human activity recognition. Outdoor environments are

relatively unstable, and the trees, leaves, and grass keep swaying because of airflow.

They will introduce interference/noise to radar signals. Other moving objects such

as animals, cars, drones may be confused with humans, creating false positives.

It is necessary to discriminate humans from non-human objects. In this research,

the radar signals were collected from three different scenarios that are surrounded

by trees and grasses. Samples created from these signals are able to improve the

robustness of machine learning models to noises. This research did not just collect

the signals of humans, but also dogs, drones, and backgrounds. This can eliminate

the false positives that may be resulted by dogs, drones, and backgrounds. For

the LiDAR-based approach, the LiDAR points do not just contain humans, but

also tables, chairs, and walls. In order to remove the clutters of tables, chairs, and

walls, geometric features were extracted to classify them as human and non-human

classes after clustering.

3. Nearly real-time human activity recognition: In the related work, many ap-

proaches are only able to perform offline human activity recognition after collecting

all data. Although some of them can do online activity recognition, they use a long

window to produce signal segments, which results in a significant delay. This thesis

uses very short sliding windows to perform data segmentation in order to achieve

nearly real-time human activity recognition. For radar-based activity recognition

outdoors, a 5s sliding window was used to segment radar signals, which results

in a delay of less than 5s. For radar-based human activity recognition indoors, a

2.5s sliding window was applied in signal segmentation, which results in a delay of

less than 2.5s. For LiDAR-based human activity recognition indoors, a 2.5s sliding

window was used to segment the trajectories of fifteen activities, which also results
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in a delay of less than 2.5s.

4. Activity recognition of multiple people: This thesis does not just investigate

the activity recognition of a single person. This research also investigated micro-

Doppler signatures of a group of people and successfully estimated the number

of people and the activity of groups. The overall accuracy achieved for micro-

Doppler based people number estimation reaches 98.85%. For activity recognition

of a group of people, the micro-Doppler based approach reaches 99.89%. LiDAR

successfully recognise the activities of each person among a group of people, and

the overall accuracy for the recognition of fifteen activities reaches 99.49%.

5. Association of human activity and the corresponding location: It is impor-

tant to know where the human activity is happening or happened. This research

associates human activities with their corresponding locations. For the micro-

Doppler technique, an approach is proposed to perform coarse-grained estimation

of the distance between the radar and the target according to the changing intensity

of the micro-Doppler signatures due to the atmospheric attenuation, and reflections

of the target and the environment. In this thesis, the overall accuracy achieved for

micro-Doppler based coarse-grained localisation reaches 100%. As LiDAR itself is

a localisation technique, it easy to get very accurate locations (centimeter-level) of

humans from the point cloud of LiDAR.

6. Datasets for human activity recognition: In this research, three datasets

were collected. They are radar signals for human activity recognition outdoors,

radar signals for human activity recognition indoors, and 2D LiDAR data for

human activity recognition indoors. The first dataset was collected from three

angles by using the radar sensor network outdoors for human recognition, activ-

ity recognition, people counting, and rough localisation. The second dataset was

collected by using the radar sensor network in a kitchen for 15 activities. The

third dataset was collected by using a 2D LiDAR in the kitchen for 15 activi-

ties. The datasets are public now in order to encourage people who interested
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Figure 1.3: Thesis progression

in human activity recognition to develop better algorithms upon it. The link is

https://drive.google.com/open?id=1pLwiKg8a5s-pAf58QRWOPGn4brzlPsd5.

1.6 Thesis outline

This thesis has been organized into 6 chapters, as shown in Figure 1.3. A brief description

of the consecutive chapters is as follows:

• Chapter 2 – Fundamental concepts of radar, LiDAR, and machine learn-

ing

This chapter introduces the history and fundamental concepts of both radar and

LiDAR. The mathematical deduction of the micro-Doppler analysis is also pre-

sented. It describes machine learning algorithms including CNNs and LSTM used

in human activity classifications in detail.

• Chapter 3 – Human activity recognition, people counting, and coarse-

grained localisation outdoors using micro-Doppler signatures

This chapter presents novel usages of machine learning techniques to perform hu-

man detection, human activity recognition, people counting, and coarse-grained
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localisation by classifying micro-Doppler signatures obtained from a low-cost and

low-power radar system. It describes the experiments performed outdoors in detail.

It presents the proposed CNN that achieved much better results than SVM, kNN,

and the other approaches in the related work for human activity recognition. It

demonstrates the investigation of three factors in micro-Doppler analysis including

the frame length of the sliding window, the angle of the direction of movement,

and the number of radars.

• Chapter 4 – Human activity recognition indoors using micro-Doppler

signatures

This chapter describes the implementation of the human activity recognition in

a kitchen scenario using the low-power radar system. Fifteen different activities

of different people were investigated. It describes the proposed CNN for human

activity recognition. It also presents a real-time human activity system that was

developed in this research and it successfully recognized human activities in more

than 89% of the time.

• Chapter 5 – Multi-person activity recognition using a 2D LiDAR

This chapter describes the use of a 2D LiDAR in multiple people activity recog-

nition. Raw LiDAR data was divided into different clusters. The clusters were

further classified into human and non-human classes. For the clusters of humans,

it presents the implementation of the Kalman Filter for tracking their trajectories

which were further segmented and labeled with corresponding activities. It de-

scribes the use of spatial transformation for trajectory augmentation in order to

overcome the problem of unbalanced classes and boost the performance of human

activity recognition. It illustrates the proposed LSTM network and the TCN for

classifying trajectory samples of 15 activities collected in a kitchen.

• Chapter 6 – Analysis, conclusion, and future works
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This chapter concludes this dissertation, summarizes the main advantages and dis-

advantages of all the proposed approaches. This chapter makes a comparison be-

tween micro-Doppler based techniques and LiDAR based techniques, and presents

possible future directions, extensions, and perspectives for future research.

1.7 Publications

Journal papers

1. F. Luo, S. Poslad, and E. Bodanese, “Human Activity Detection and Coarse

Localization Outdoors Using Micro-Doppler Signatures,” IEEE Sensors Journal.

(Published)

2. F. Luo, S. Poslad, and E. Bodanese, “LSTM-based multi-person activity recogni-

tion using a 2D LIDAR,” IEEE Internet of Things Journal. (Accepted and will be

published soon)

Conference papers

1. F. Luo, S. Poslad, and E. Bodanese, “Kitchen Activity Detection for Healthcare

using a Low-Power Radar-Enabled Sensor Network,” IEEE International Confer-
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Chapter 2

Fundamental concepts of Doppler

radar, LiDAR, and machine

learning

Human activity recognition generally involves sensor data collection, data processing,

feature extraction, and classification. The sensor data in this research is collected by

using a Doppler radar system and a LiDAR sensor. This chapter first introduces the

history, types, and structures of Doppler radar and LiDAR respectively. As human activ-

ity is reflected and represented by micro-Doppler signatures while using Doppler radars,

the mathematical principles of micro-Doppler are introduced. Activity classification is

usually performed by using machine learning. Since deep learning has achieved state-of-

the-art in many fields, this thesis implements deep learning including CNNs and LSTM

to perform activity classification. The fundamental of CNNs and LSTM are described

in detail in this chapter.

14
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2.1 Doppler radar

This section first introduces the basic concepts and an abridged history related to the

Doppler radar. The background of Doppler radar is put in a historical context to show

what attempts have been made to extend the capabilities of radar, how Doppler radar

was invented, the components of radar, and what area the Doppler radar has been used

for. Then it presents the fundamental concepts of micro-Doppler and the frequency

spectrum analysis used for the representation of micro-Doppler signatures.

2.1.1 The history of radar

The acronym RADAR (for Radio Detection And Ranging) was coined by the U.S. Navy

in 1940, and the term “radar” became widely used. Before the technology was first

demonstrated in the United States during December 1934, it has been explored by many

scientists. In 1870s, Scottish physicist James Clerk Maxwell had formulated the general

equations of the electromagnetic field, determining that both light and radio waves are

examples of electromagnetic waves governed by the same fundamental laws but having

widely different frequencies. During the late 1880s, German physicist Heinrich Hertz

verified the earlier theoretical work of Maxwell, demonstrated that radio waves could

be reflected by metallic objects. In 1900, Nicola Tesla suggested that the reflection of

electromagnetic waves could be used for detecting of moving metallic objects. In 1917,

he stated the principle of radar using standing electromagnetic waves along with pulsed

reflected surface waves to determine the relative position, speed, and course of a moving

object [24]. As these principles were becoming widely available in the early 20th century,

German inventor Christian Hülsmeyer is the first to use radio waves to detect a ship in

dense fog on the sea. The system was not able to provide range information, only warning

of a nearby object. In 1922, the American electrical engineers Albert H. Taylor and Leo

C. Young of the Naval Research Laboratory were inspired by Marconi’s suggestion to use

a continuous waveform interference radar with 5 m wavelength, with separate transmitter

and receiver, to locate a wooden ship for the first time; and discovered that a ship passing
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through the beam path caused the received signal to fade in and out. Eight years later,

Lawrence A. Hyland at the Naval Research Laboratory observed similar fading effects

from a passing aircraft; this led to a patent application as well as a proposal for serious

work at the Naval Research Laboratory on radio-echo signals from moving targets.

Before the Second World War, researchers in different countries developed technolo-

gies that led to the modern version of radar independently and secretly. In France in

1934, the research branch of the Compagnie Générale de Télégraphie Sans Fil (CSF),

headed by Maurice Ponte began developing an obstacle-locating radio apparatus, a part

of which was installed on the liner Normandie in 1935. During the same time, the

Soviet military engineer P. K. Oshchepkov, in collaboration with Leningrad Electro-

physical Institute, produced an experimental apparatus, RAPID, capable of detecting

an aircraft within 3 km of a receiver [25]. However, the French and Soviet systems

had continuous-wave operation that could not provide the full performance ultimately

equivalent to modern radar. Full radar evolved as a pulsed system, and the first such

elementary apparatus was demonstrated in December 1934 by the American Robert M.

Page, working at the Naval Research Laboratory [26]. The following year, the German

physicist Rudolf Kühnhold invented a pulsed system. The Chain Home radar system, a

five-station system, was developed and by 1940 stretched across the entire UK including

Northern Ireland. In 1939, a small but powerful radar was developed by John Turton

Randall and Henry Albert Howard Boot, this radar was deployed in the B–17 airplanes,

which aimed to spot submarines from the air. During the Second World War, the radar

technology underwent a strong development boost, which was driven by general war

events and the development of the Air Force to major branch of service. After the war,

progress in radar technology slowed considerably. The last half of the 1940s was devoted

to developments initiated during the war. Two of these were the monopulse tracking

radar and the moving-target indication (MTI) radar. Another notable development was

the klystron amplifier, which provided a source of stable high power for very-long-range

radars. Synthetic aperture radar first appeared in the early 1950s, but it took almost

30 more years to reach a high state of development, with the introduction of digital
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processing and other advances. The airborne pulse Doppler radar also was introduced

in the late 1950s in the Bomarc air-to-air missile. Also in 1950s, the publication of im-

portant theoretical concepts helped to put radar design on a more quantitative basis.

These included the statistical theory of detection of signals in noise, called matched filter

theory, which showed how to configure a radar receiver to maximize detection of weak

signal; the Woodward ambiguity diagram, which made clear the trade-offs in waveform

design for good range and radial velocity measurement and resolution; and the basic

methods for Doppler filtering in MTI radars, which later became important when digital

technology allowed the theoretical concepts to become a practical reality.

The Doppler frequency shift and its utility for radar were known before the Second

World War, an Austrian physicist Christian Andreas Doppler first described how the

observed frequency of light and sound waves was affected by the relative motion of the

source and the detector in 1842. This phenomenon became known as the Doppler effect.

But it took years of development to achieve the technology necessary for wide-scale

adoption. Serious application of the Doppler principle to radar began in the 1950s,

and today the principle has become vital in the operation of many radar systems. As

previously explained, the Doppler frequency shift of the reflected signal results from the

relative motion between the target and the radar. The use of the Doppler frequency is

indispensable in continuous wave, MTI, and pulse Doppler radars, which must detect

moving targets in the presence of large clutter echoes. The Doppler frequency shift is

the basis for police radar guns. Synthetic-aperture radars (SAR) and Inverse synthetic-

aperture radars (ISAR) make use of Doppler frequency to generate high-resolution images

of terrain and targets. The Doppler frequency shift also has been used in Doppler-

navigation radar to measure the velocity of the aircraft carrying the radar system. The

extraction of the Doppler shift in weather radars, moreover, allows the identification of

severe storms and dangerous wind shear not possible by other techniques.

A Doppler radar is a specialized radar that uses the Doppler effect to produce velocity

data about objects at a distance. It allows accurate measurements of the radial compo-
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nent of a target’s velocity relative to the radar. There are four types of Doppler radar:

Coherent Pulsed, Continuous Wave (CW), Frequency Modulated, and Pulse-Doppler

radar. Early Doppler radars were CW Doppler radars, which only provide a velocity

output, as the received signal from the target is compared in frequency with the original

signal. But it quickly led to the development of the Frequency Modulated (FM-CW)

radar, which sweeps the transmitter frequency to encode and determine range. CW, or

FM radar was developed during World War II for United States Navy aircraft, to sup-

port night combat operation. Both of the CW and FM-CW radars can only process one

target, which limits their applications. With the advent of the digital techniques, Pulse-

Doppler (PD) radars were introduced, and Doppler processors for coherent pulse radars

were developed at the same time. The advantage of combining Doppler processing to

pulse radars is to provide accurate velocity information. During 1970s, digital technology

underwent a tremendous advance, digital fast Fourier transform (FFT) filtering became

practical. This was immediately connected to coherent pulsed radars, where velocity in-

formation was extracted. Its usability was proved in both weather and air traffic control

radars. Pulse-Doppler radars are widely used in airborne early warning, navigation, mis-

sile guidance, satellite tracking, battlefield reconnaissance, range measurement, weapon

fire control and weather detection, and has become an important military equipment.

An early warning aircraft equipped with a pulsed Doppler radar has become an effective

military weapon against low-level bombers and cruise missiles. For example, airborne

fire control systems mainly use Pulse Doppler radars, the APG-68 radar-equipped in

American aircraft represents the advanced level of airborne pulse Doppler fire control

radar. In addition, Pulse-Doppler radars are also used for meteorological observation. In

addition to all the functions of the conventional weather radars, Doppler weather radars

can also provide signals of atmospheric wind. The velocity distribution of atmospheric

turbulence in different heights of the atmosphere can be obtained by Doppler velocity

resolution of meteorological echoes.
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Figure 2.1: Structure of a monostatic radar system

2.1.2 Basics of radar

RADAR is the abbreviation for Radio Detection and Ranging System. It is basically

an electromagnetic system used to detect the location and distance of an object from

the point where the RADAR is placed. It works by radiating energy into space and

monitoring echo or reflected signals from the objects. It operates in the ultra-high

frequency (UHF) and microwave range.

2.1.2.1 The components of a radar

A radar system generally consists of a transmitter that produces an electromagnetic

signal that is radiated into space by an antenna. When this signal strikes any object, it

gets reflected or reradiated in many directions. This reflected echo or signal is received

by the radar antenna that delivers it to the receiver, where it is processed to determine

the geographical statistics of the object. The range is determined by calculating the

time taken by the signal to travel from the radar to the target and back. The target’s

location is measured in angle, from the direction of maximum amplitude echo signal that

the antenna points to. Doppler Effect is used to measure range and location of moving

targets.
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The major components of a radar system (shown in Figure 2.1) are listed below:

1. A transmitter: It can be a power amplifier like a Klystron, traveling wave Tube

or a power oscillator like a magnetron. The signal is first generated by using a

waveform generator and then amplified in the power amplifier.

2. Feed system: It refers to all components connecting the antenna to the transmitter

or receiver. In a transmitting antenna, it includes all of the components involved

conveying the RF electrical current into the radiating part of the antenna, where

the current is converted to radiation; in a receiving antenna, it is the system that

converts the electric currents already collected from incoming radio waves into

a specific voltage to current ratio (impedance) needed at the receiver. In a radar

system, a feed system might consist of a feed horn, orthomode transducer, polarizer,

frequency diplexer, waveguide, waveguide switches, rotary joint, etc. [27].

3. Antenna: A common form of a radar antenna is a parabolic dish antenna fed from

a feeding antenna at its focus. Phased-array antennas have also been used for

radar. In a phased-array antenna, the antennas beam is scanned electronically by

introducing phases to the phase shifters connected to elements. The functions of

the antenna are to concentrate the transmitting signal into a narrow beam in a

single preferred direction, intercept the target echo signal from the same direction

[28].

4. Duplexer: A duplexer allows the antenna to be used as a transmitter or a receiver.

It can be a gaseous device that would produce a short circuit at the input to the

receiver when the transmitter is working.

5. Receiver: The function of the receiver is to detect wanted echo signals in the

presence of noise, clutter, and interference [29]. It can be a superheterodyne type

consisting of a low-noise RF amplifier, a mixer, an intermediate frequency (IF)

amplifier, etc. Returned signals are enhanced by the low noise RF amplifier. The

mixer converts the RF signal into an IF signal. The IF is the difference between
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the target return frequency and the local oscillator frequency.

6. Threshold Decision: The output of the receiver is compared with a threshold to

detect the presence of an object. If the output is below any threshold, the presence

of noise is assumed.

2.1.2.2 Radar types

As shown in Figure 2.2, types of radar can be classified based on frequency, waveform,

pulse repetition frequency (PRF), and application [30].

Radars can operate on different frequency bands: (i) high frequency (HF) band (3-

30 MHz) radars; (ii) very high frequency (VHF) band (30-300 MHz) and ultra-high

frequency (UHF) band (300-1000 MHz) radars; (iii) L-Band (1-2 GHz) radars; (iv) S-

Band (2-4 GHz) radars; (v) C-Band (4-8 GHz) radars; (vi) X-Band (8-12 GHz) radars;

(vii) Ku (12-18 GHz), K (18-26.5 GHz), Ka (26.5-40 GHz) band radars; (viii) infrared,

visible light band (40-75 GHz) radars; (IX) W-Band (75-110 GHz) radars; (X) THz band

Figure 2.2: Radar types
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(above 110 GHz).

Base on the waveform, radars can be classified as follows: (i) unmodulated CW

radars; this kind of radar transmits a constant frequency with constant amplitude. The

received echo signal has either exactly this frequency, or the echo signal is reflected on a

moving target with a radial velocity of the reflector and it is then shifted by the amount

of Doppler frequency. It only detects moving targets, as stationary targets (along with

the line of sight) will not cause a Doppler shift. (ii) modulated CW radars, this kind of

radar continuously transmits radio waves with varied frequencies at a known rate and the

frequency of reflected signals is compared with the frequency of the transmitted signal.

The frequency difference between the received signal and the transmit signal increases

with delay, and hence with distance. (iii) A pulse radar is a radar device that emits short

and powerful pulses and in the silent period receives the echo signals. In contrast to the

continuous wave radar, the transmitter is turned off before the measurement is finished.

Based on the PRF, radars have three types. (i) Low PRF (LPRF), its parame-

ters are designed so that range measurement is unambiguous. (ii) High PRF (HPRF)

radars are ambiguous in range but can measure Doppler shifts without ambiguities. (iii)

Medium PRF (MPRF) radars represent the intermediate case between low and high

PRF radars. They are ambiguous in both range and Doppler. However, using MPRF is

a good compromise for target detection because of the higher information update rate

in comparison to LPRF. Based on antenna configurations, radars can be classified into

three types. (i) Monostatic radar, the radar’s transmitter and receiver share a common

antenna. (ii) Bistatic radar, the radar receive antenna is located far from the radar

transmit antenna. (iii) Multistatic radar, a multistatic radar system contains multiple

spatially diverse monostatic radar or bistatic radar components with a shared area of

coverage. A multistatic radar is an integration of multiple radars that provide multiple

looks at a subject from different viewpoints [31].

Radars have lots of applications in many areas. Based on applications, radars can

be classified into many types. In the military, the radar has three major applications.
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In air defense, the radar is used for target detection, target recognition and weapon

control (directing the weapon to the tracked targets). In a missile system, it can guide

the weapon. It identifies the enemy location in a map. In air traffic control, the radar is

used to control air traffic near airports, guide the aircraft to land in bad weather, and scan

the airport surface for aircraft and ground vehicle positions. In remote sensing, radar

can be used for observing weather or observing planetary positions and monitoring sea

ice to ensure a smooth route for ships. In-ground traffic control, radar can also be used

by traffic police to determine speed and range of the vehicle, controlling the movement

of vehicles by giving warnings about the presence of other vehicles or any other obstacles

behind them. In space, radar can be used to guide the space vehicle for a safe landing

on the moon, observe the planetary systems, detect and track satellites, and monitor

the meteors. With the development of radar, the application of radar is continuing

extending.

2.1.3 Micro-Doppler

Micro-Doppler signatures reflect the periodic kinetic characteristics of a moving object.

Modulations of the radar resulted from the arms, the legs and even the body sway have

been investigated by researchers [32–34].

Given an electromagnetic wave transmitted by a radio frequency (RF) radar, the

frequency of the received signals due to a moving target with a constant radial velocity

v with respect to the radar is:

f = f0(1 + 2v/c), (2.1)

where f0 is the carrier frequency of the radar and c is the speed of the light. The Doppler

frequency shift due to the target is:

fD = f0(2v/c), (2.2)

which is proportional to the velocity of the target relative to the radar.
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In the case of an articulated body such as a walking person, the torso, each arm and

each leg has its own velocity, and even when the torso’s velocity is constant, the velocity

of the limbs changes over time [34]. The Doppler signature fDsig for such a complex

object has multiple time-dependent frequency shifted components and it is defined as:

fDsig(t) = f0

N∑
i=1

2vi(t)/c, (2.3)

where N is the number of parts of the moving target, vi(t) is the velocity of each part

as a function of the time. The analytic signal of the returned echo from such a target is

given by:

ŜR(t) = ej2πf0tej2πfDsig(t)t, (2.4)

Mixing the received signal ŜR(t) with the transmitted signal ŜT (t) as follows [35]:

ŜR(t)ŜT (t)∗ = ej2πfDsigt. (2.5)

This allows the extraction of the Doppler signature from the data. This is the com-

ponent of the signal that contains the micro-Doppler information of the target and it

can be used for target or activity recognition and classification. The bandwidth of the

resulting signal is normally much smaller than the carrier frequency, because the radial

speed of the target is very small compared to the speed of the light, producing lower

Doppler frequencies [17]. It can be seen from Equation 2.2, only when v > c/2, the fD

can be higher than f0. Any common observable moving target would present a much

smaller speed than half of the speed of light, consequently the Doppler frequency would

be normally much smaller than the carrier frequency, i.e., the bandwidth of the resulting

signal is much smaller than the carrier frequency.

The micro-Doppler signature can be represented in a two-dimensional time-frequency
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space using a Short Time Fourier Transform (STFT):

STFT (i,K) =

N−1∑
n=0

xi(n)e−j2π(nK/N),

K = 0, . . . , N − 1

(2.6)

where xi(n) is the sliding window with a given length N . The ith window is defined as:

xi(n) = ŜR(n+ i(N/2))w(n), (2.7)

where w(n) is a weighting function.

The frequency resolution can be approximated as the inverse of the duration of the

window:

Tw = N/fs, (2.8)

where fs is the sampling rate, and therefore only Doppler shifts that are greater than

1/Tw, corresponding to velocities

v > c/2foTw, (2.9)

will be clearly visible [17]. From Eq. (2.9), it can be shown that radars that work in

higher frequencies have the additional advantage to induce a wider micro-Doppler band-

width where small movements are more easily detected for a given frequency resolution,

because the carrier frequency is higher [17].

In this thesis, STFT has been used to generate time-frequency spectrograms for micro-

Doppler signatures representation. Micro-Doppler signature will be used in Chapter 3

and Chapter 4 for human activity recognition.
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2.2 LiDAR

This section introduces the history, basic concepts and the composition of LiDAR sensors.

The types of LiDARs and their corresponding applications are presented.

2.2.1 The history of LiDAR

In 1930s, the first attempt was made to measure the composition of the atmosphere

using sweeping searchlight beams. In 1938, pulses of light were used for the first time

to measure cloud based heights. The acronym LiDAR for this kind of measurement

technique was first introduced by Middleton and Spilhaus in 1953. Theodore Maiman

built and demonstrated the first practical laser in 1960. Shortly after the invention of

the laser, the Hughes Aircraft Company proposed the first LiDAR-like system in 1961.

This system combined laser-focused image to calculate the distance by measuring the

time for a signal to return in order to perform satellite tracking. In 1963, a large rifle-like

laser rangefinder was produced for military targeting. It had a detection range of 7 miles

and an accuracy of 15 feet. LiDAR was firstly applied in meteorology to measure clouds

and pollution by the National Center for Atmospheric Research. In 1971, the general

public realized the accuracy and usefulness of LiDAR systems due to that astronauts

used a laser altimeter to map the surface of the moon during the Apollo 15 mission. In

1975, NASA launched the Airborne Oceanographic LiDAR (AOL) program. The French

Starlette satellite was firstly launched for satellite laser ranging. The first commercial

LiDAR system appear in 1980s. By the mid-1990s, manufactures of laser scanners were

producing LiDAR sensors that were widely used for geographical mapping. Nowadays,

with the development of robots and self-driving, LiDAR is increasingly being used in

robots drones, self-driving cars for localisation, navigation and obstacle avoidance.

2.2.2 Basics of LiDAR

Light detection and ranging (LiDAR) is a surveying method that measures distance to a

target by illuminating the target with laser light and measuring the reflected light with
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Figure 2.3: Basic structure of LiDAR [2]

a sensor.

2.2.2.1 The structure of LiDAR

The basic structure of a LiDAR system is shown in Figure 2.3. It consists of a transmitter,

a receiver, control electronics, a mirror, an angle encoder, and a motor. It is a non-

contact optical surveying system based on the principle of time-of-flight measurement.

It calculates the distance of objects by the time it takes from emitting infrared lasers to

receiving the reflected lasers. The maximum power of the laser transmitter is limited in

order to make it eye-safe for the people around it. Wavelengths used in LiDAR depend

on the application and extend from about 250nm to 11µm. The Laser transmitters are

categorized by their wavelength. The receiver reads and records the backscattered signal

to the system. The mirror is rapidly rotated by the motor to perform scanning. The

angle encoder converts the angular position or motion of a shaft or axle to analog or

digital output signals.

2.2.2.2 The types of LiDAR

LiDAR systems can be classified based on platform, physical process, and scattering

process, respectively.
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Based on platform, LiDAR can be divided into ground-based LiDAR and airborne

LiDAR. Ground-based LiDARs are placed on the Earth’s surface. Ground-based Li-

DARs have many uses, including surveying and mapping, engineering and construction,

archaeology, and self-driving cars. They acquire 3D point clouds that can be matched

with digital images to create 3D models. Ground-based LiDARs can be either station-

ary or mobile. Mobile LiDARs are attached to a moving vehicle to collect data. For

self-driving cars, gound-based LiDARs provide 3D point cloud of roads, pedestrians, and

surrounding cars to help them perform navigation. Airbone LiDAR is attached to an

aircraft. An Airborne LiDAR system consists of a laser scanner, an IMU (Inertial Mea-

surement Unit), and a GPS. It creates a 3D model for a large landscape. Airbone LiDAR

is a more accurate method of creating digital elevation models. One major advantage is

that airbone LiDAR is able to filter out reflections from vegetation from the point cloud

data.

Based on physical process, LiDAR can be divided into rangefinder LiDAR, differential

absorption LiDAR (DIAL), and Doppler LiDAR. A rangefinder LiDAR uses a laser beam

to determine the distance to an object based on time-of-flight principle by sending a laser

pulse towards the object and measuring the time taken by the pulse to be reflected off

the target and returned to the LiDAR. The operating principle of Doppler LiDAR is

the same as Doppler radars. Doppler LiDAR measures the Doppler frequency shift of

the backscatter signal. It has been used to monitor the changes of air flow such as wind

speed, wind direction, etc.

DIAL is a laser remote-sensing technique that is used for range-resolved (profile)

measurements of atmospheric gas concentrations [36]. Light is absorbed by many of the

atmospheric components. Based on this, DIAL is used to measure the atmospheric con-

centrations of gases such as water vapor and ozone. The wavelength of the atmospheric

backscatter echoes is sequentially alternated between two wavelengths (λon and λoff ),

λon coinciding with an absorption line of the gas of internet, λoff in the close vicinity

but off the absorption line [37]. Assuming that the atmosphere and the detection system
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have the same properties at the two wavelengths apart from the absorption due to the

gas of interest, the range-resolved gas absorption profile can be measure from the ratio

of the atmospheric echoes at two wavelenghts [37]:

P (λon, z)

P (λoff , z)
= K exp

{
−2

∫ z

0
N(z

′
[σ(λon)− σ(λoff )] dz

′
}
, (2.10)

where z is the distance, P (λon, z) and P (λoff , z) are the backscattering signals at λon

and λoff at the distance z, N(z) is the gas concentration at distance z, σ(λ) is the

gas absorption cross section, and K is the ratio of the transmitted laser power at on-

and off- wavelengths. Thus, with known absorption cross sections at λon and λoff , the

gas distribution along the path of the laser beam can be retrieved through the DIAL

equation:

N(z) =
1

2[σ(λon)− σ(λoff )]

d

dz
ln

[
P (λoff , z)

P (λon, z)

]
. (2.11)

These types of LiDARs have been applied in a wide variety of applications. LiDARs

are widely applied in surveying and mapping to get 3D map and make digital elevation

models. They also have been used in localisation and navigation on robots and drones. In

autonomous vehicles, LiDARs are used for obstacle detection and avoidance to navigate

safely through environments. In architecture, LiDAR can be used to capture buildings’

structure. In the Atmospheric Physics, LiDAR is used to measure the concentration of

oxygen, nitrogen, potassium, sodium and other gas particles in the middle and upper

atmosphere. DIAL can be used to trace amount of gases above the hydrocarbon region,

which helps to find the oil and gas deposits. More applications of LiDAR can be found

in [38].

In this thesis, a 2D rangefinder LiDAR is implemented to perform localisation and

tracking of people for collecting their trajectories related to different activities.
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2.3 Machine learning

Generally, human activity recognition is achieved by performing classification upon sen-

sor data. Activity classification is usually achieved by using machine learning. In ma-

chine learning and statistics, classification is used to identify a new observation belongs

to which category based on a training set of data containing observations whose cate-

gory membership is known [34]. In human activity recognition, the training dataset is

collected by sensors, a machine learning algorithm is trained upon the sensor data to

classify different activities. In recent years, deep learning has shown strong learning abil-

ity and achieved state-of-the-art in the fields of image recognition, speech recognition,

game competition, etc. The hierarchical structure of deep learning enables automatic

learning of the features from raw data without relying on feature extraction methods.

This section reviews the machine learning algorithms implemented in the related work,

then introduces the fundamental concepts of traditional machine learning algorithms

including SVM and kNN, and deep learning including CNN and LSTM, which are ap-

plied in this thesis. SVM and kNN are compared with deep learning for human activity

recognition in this thesis.

2.3.1 Machine learning in human activity recognition

A number of machine learning algorithms have been applied in human activity classi-

fication. Traditional classification methods such as decision tree, kNN, and SVM are

trained to identify different activities using handcrafted features, which are extracted by

a hand process and human visual judgement, not automatically by a computer system.

For instance, in [39], the authors developed a kNN algorithm to classify the activities of

walking, running, sitting and standing measurerd by mobile sensors. In [40], an SVM

was built to classify handcrafted micro-Doppler features of seven different human activ-

ities. In [41], the authors used a decision tree to classify five activities collected by the

accelerometer embedded in smartphones, such as staying still, walking, running, and go-

ing upstairs and downstairs. Some related work applied ensemble learning that combines
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different algorithms to perform human activity classification [42, 43]. Deep learning also

has been increasingly implemented in human activity classification and achieved very

good results. Kim et al. [44] proposed the use of deep convolutional neural networks

(DCNNs) for human detection and activity classification. A DCNN was implemented

upon the sample spectrograms of four types of targets (human, dog, horse, car) and

seven human activities that measured by a Doppler radar operating at 7.25 GHz, and

it achieved 97.6% and 90.9% accuracy respectively. In [45], the authors built a bidi-

rectional LSTM network to classify accelerometer and gyroscope data obtained from a

smartphone, and an overall accuracy of 92.67% was achieved upon six human activities

including sitting, standing, laying, walking, walking upstairs, and walking downstairs.

2.3.2 Support vector machine (SVM)

SVMs are a set of supervised learning algorithm which can be used for both classifi-

cation and regression analysis. A support vector machine finds a hyperplane or a set

of hyperplanes in a high- or infinite-dimensional space and selects the hyperplanes that

maximize the distance between the nearest training samples and the hyperplanes.

Given a training dataset of N data points {xi, yi}Ni , where xi ∈ Rn is the ith input

and yi ∈ {−1, 1} is the ith output. The aim is to find a separating hyperplane, which

divides the group of points xi for which yi = 1 from the group of points for which yi = −1

with the maximum distance between the hyperplane and the nearest point xi from either

group.

Any hyperplane can be written as the set of points X satisfying

W T ·X − b = 0, (2.12)

where W is the normal vector to the hyperplane. The parameter b
‖W‖ determines the

offset of the hyperplane from the origin along the vector W .

As shown in Figure 2.4, if the training data is linearly separable, there are two parallel
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Figure 2.4: Maximum-margin hyperplane and margins for an SVM trained
with samples from two classes [3]

hyperplanes that separate two classes of data, so that the distance between them is as

large as possible. The region bounded by these two hyperplanes is called the margin,

and the maximum-margin hyperplane is the hyperplane that lies halfway between them

[46]. These hyperplanes can be described by the equations:

W T ·X − b = 1, (2.13)

and

W T ·X − b = −1. (2.14)

To maximize the distance between these two hyperplanes is equally to minimize ‖W‖.

To prevent data points from falling into the margin, the following constraint is added:

for each i

W T · xi − b ≥ 1, if yi = 1,

W T · xi − b ≤ −1, if yi = −1,

(2.15)

which is equivalent to

yi(w
T · xi − b) ≥ 1, for all 1 ≤ i ≤ N. (2.16)

So the optimization problem can be described as minimizing ‖W‖ subject to yi(w
T ·
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Figure 2.5: kNN (k=5) classification [4]

xi − b) ≥ 1, for i = 1, · · · , n.

To extend SVM to cases in which the data are not linearly separable, the hinge loss

function is introduced here [46],

max(0, 1− yi(~w · ~xi − b)). (2.17)

This function is zero if the constraint in Equation 2.16 is satisfied, in other words

if ~xi lies on the correct side of the margin. For data on the wrong side of the margin,

the function’s values if proportional to the distance from the margin. It is expected to

minimize [
1

n

n∑
i=1

max(0, 1− yi(~w · ~xi − b))

]
+ λ ‖~w‖2 , (2.18)

where the parameter λ determines the tradeoff between increasing the margin-size and

ensuring that ~xi lie on the correct side of the margin.

2.3.3 K-nearest neighbors (kNN)

KNN is one of the the most fundamental and simple classification methods and should be

one of the first choices for a classification study when there is little or no prior knowledge

about the distribution of the data.

The basic idea as shown in Figure 2.5 which presents a 5-nearest neighbour classifier
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on a three-class problem in a two-dimensional feature space. In this example, the decision

for ? is simple. It has three neighbours of one class ∆, one neighbour of class −, and

one neighbour of class +. This can be resolved by simple majority voting or by distance

weighted voting. Because class ∆ is the majority of its neighbours, so the class of ? is

decided as ∆.

So kNN classification has three stages, which can be summarized as follows:

1. Choose the number of k and a distance metric, which is commonly based on the

Euclidean distance.

2. Find the k nearest neighbours of the sample that needs to be classified.

3. Assign a class label by majority vote.

In this thesis, both SVM and kNN have been trained on micro-Doppler features for

human activity recognition. SVM is also applied in trajectory-based activity classifica-

tion. The results obtained by them are compared with that obtained by deep learning.

2.3.4 Deep learning

This section describes the fundamental of artificial neural networks, then introduces

CNNs that used in micro-Doppler signatures classification and LSTM that used in LiDAR

data classification in detail.

2.3.4.1 Artificial neural network (ANN)

An artificial neural network is a biologically inspired computational model formed from

hundreds of single units, artificial neurons, connected with coefficients (weights) which

constitute the neural structure [47]. An artificial neuron in a neural network is called a

perceptron. Perceptrons were developed in the 1950s and 1960s by the scientist Frank

Rosenblatt [48]. The perceptron was designed for a specific type of machine Learning

problems: binary classification problems. A perceptron takes several binary inputs,

x1, x2, ..., and produce a single binary output.
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Figure 2.6: Perceptron

Figure 2.6 presents a perceptron with three inputs x1, x2, x3, and ‘+1’ is a bias unit.

In general, it could have more or fewer inputs. Weights, w1, w2, ..., are introduced in

order to express the importance of the respective inputs to outputs. An output can be

formularized as:

hw,b(x) = f(wTx) = f(

3∑
i=1

wixi + b), (2.19)

where f : < 7→ < is called an activation function, b is the bias associated with the feature

x. As shown in the subsequent equations, there are several available activation functions,

such as tanh, sigmoid, and Rectified Linear Units (ReLU), in neural networks. Equation

2.20 shows the equations of three activation functions and Figure 2.7 presents the plots

of tanh, sigmoid, and ReLU functions.

sigmoid : f(z) =
1

1 + e−z
,

tanh : f(z) = tanh(z) =
ez − e−z

ez + e−z
,

relu : f(z) = max(0, z).

(2.20)

The tanh(z) function is a rescaled version of the sigmoid, and its output range is

[−1, 1] instead of [0, 1]. The rectified linear function is a piece-wise linear and it saturates

at exact point 0 whenever the input z is less than 0.

A neural network is created by hooking together many of simple perceptrons with

a hierarchical structure, the output of the perceptrons in one layer can be the input of
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Figure 2.7: Activation functions

Figure 2.8: Neural network model

the perceptrons in another layer. Figure 2.8 shows a small neural network. The leftmost

layer of the network is called the input layer, and the rightmost layer the output layer

(which, in this example, has only one node). The middle layer of nodes is called the

hidden layer, because its values are not observable in the training set. a
(l)
i denotes the
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activation (output value) of unit i in layer l. For l = 1, a
(1)
i = xi. Given a fixed setting

of the parameters W,b, a hypothesis hW, b(x) can be defined as a real number output.

Specifically, the computation that this neural network represents is given by:

a
(2)
1 = f(W

(1)
11 x1 +W

(1)
12 x2 +W

(1)
13 x3 + b

(1)
1 ),

a
(2)
2 = f(W

(1)
21 x1 +W

(1)
22 x2 +W

(1)
23 x3 + b

(1)
2 ),

a
(2)
3 = f(W

(1)
31 x1 +W

(1)
32 x2 +W

(1)
33 x3 + b

(1)
3 ),

hW,b(x) = a
(3)
1 = f(W

(2)
11 a

(2)
1 +W

(2)
12 a

(2)
2 +W

(2)
13 a

(2)
3 + b

(2)
1 ).

(2.21)

Let z
(l)
i denote the total weighted sum of inputs to unit i in layer l, the equations

above can be written more compactly as:

z(2) = W (1)x+ b(1),

a(2) = f(z(2)),

z(3) = W (2)a(2) + b(2),

hW,b(x) = a(3) = f(z(3)).

Similarly, the number of hidden layers in a neural network can be extended to more

than one.

2.3.4.1.1 The backpropagation algorithm

The backpropagation algorithm is one of the most popular methods of training artificial

neural networks, it propagates error values backwards from the output, and uses these

error values to calculate the gradient of loss function with weights in the network, then

feeds this gradient to an optimization method, which in turn uses it to update the

weights, in an attempt to minimize the loss function.



Chapter 2. Fundamental concepts of Doppler radar, LiDAR, and machine learning 38

For a single training example (x, y), a cost function can be defined as:

J(W, b;x, y) =
1

2
‖hW,b(x)− y‖2 , (2.22)

it is a squared-error cost function. Given a training set of m examples,
{

(x(1), y(1)), · · · , (x(m), y(m))
}

,

then the overall cost function is defined as:

J(W, b) = [
1

m

m∑
i=1

J(W, b;x(i), y(i))] +
λ

2

nl−1∑
l=1

sl∑
i=1

sl+1∑
j=1

(W
(l)
ji )2

= [
1

m

m∑
i=1

1

2
‖hW,b(x)− y‖2] +

λ

2

nl−1∑
l=1

sl∑
i=1

sl+1∑
j=1

(W
(l)
ji )2,

(2.23)

The first term in the definition of J(W, b) is an average sum-of-squares error term.

The second term is a regularization term (also called a weight decay term) that tends to

decrease the magnitude of the weights, and helps prevent overfitting. The weight decay

parameter controls the relative importance of the two terms.

The goal is to minimize J(W, b) as a function of W and b. One iteration of gradient

descent updates the parameters W , b as follows:

W
(l)
ij = W

(l)
ij − α

∂

∂W
(l)
ij

J(W, b),

b
(l)
i = b

(l)
i − α

∂

∂b
(l)
i

J(W, b),

(2.24)

where α is the learning rate, its value range is (0, 1). The key step is computing the

partial derivatives above. The derivative of the overall cost function J(W, b) can be

computed as:

∂

∂W
(l)
ij

J(W, b) =
1

m

m∑
i=1

∂

∂W
(l)
ij

J(W, b;x(i), y(i)) + λW
(l)
ij ,

∂

∂b
(l)
i

J(W, b) =
1

m

m∑
i=1

∂

∂b
(l)
i

J(W, b;x(i), y(i)).

(2.25)
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For each node i in layer l, define δ
(l)
i that measures how much that node was “re-

sponsible” for any errors in the output. For an output node, the difference between the

network’s activation and the true target value can be defined as δ
(nl)
i . For each output

unit i in layer nl (the output layer), set

δ
(nl)
i =

∂

∂znl
i

1

2
‖y − hW,b(x)‖2 = −(yi − a(nl)

i ) · f ′(z(nl)
i ), (2.26)

then, each node i in layer l, where l ∈ [nl − 1, nl − 2, nl − 3, · · · , 2], set

δ
(l)
i = (

sl+1∑
j=1

W l
jiδ

(l+1)
j )f

′
(z

(l)
i ). (2.27)

Compute the desired partial derivatives, which are given as:

OW (l)J(W, b;x, y) =
∂

∂W
(l)
ij

J(W, b;x, y) = a
(l)
j δ

(l+1)
i ,

Ob(l)J(W, b;x, y) =
∂

∂b
(l)
i

J(W, b;x, y) = δ
(l+1)
i .

(2.28)

Finally, one iteration of batch gradient descent can be implemented as follows:

1. Set ∆W (l) := 0,∆b(l) := 0 (matrix/vector of zeros) for all l.

2. For i = 0 to m,

(a) Use the backpropagation method to compute OW (l)J(W, b;x, y) and Ob(l)J(W, b;x, y).

(b) Set ∆W (l) := ∆W (l) + OW (l)J(W, b;x, y).

(c) Set ∆b(l) := ∆b(l) + Ob(l)J(W, b;x, y).

3. Update the parameters:

W (l) = W (l) − α[(
1

m
∆W (l)) + λW (l)],

b(l) = b(l) − α[(
1

m
∆b(l))].

(2.29)
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To train a neural network, the above steps of gradient descent can be repeatedly

implemented to reduce the cost function J(W,b).

2.3.4.2 Convolutional neural networks (CNNs)

Convolutional Neural Network (CNN) is one of the variants of artificial neural networks

widely used in the field of computer vision. In this thesis, a CNN is built to classify

frequency spectrograms generated from radar signals. CNNs have an associated termi-

nology and a set of concepts that are unique to them, and that set them apart from

other types of neural network architectures. The main ones are detailed in this section.

2.3.4.2.1 Input/Output Volumes

CNNs are usually applied to image data. Every image is a matrix of pixel values.

The range of values that can be encoded in each pixel depends upon its bit size. The

possible range of values a single pixel can represent is [0, 255]. However, with coloured

images, particularly RGB (Red, Green, Blue)-based images, the presence of separate

colour channels (3 in the case of RGB images) introduces an additional ‘depth’ field to

the data, making the input 3-dimensional. As shown in Figure 2.9, for a given RGB

image with 4× 4(Width×Height) pixels, it has 3 matrices , one for each of the colour

channels. Thus the image in its entirety, constitutes a 3-dimensional structure called the

Input Volume (4× 4× 3).

2.3.4.2.2 Filters (Convolution Kernels)

A filter (or kernel) is an integral component of the layered architecture. Generally, it

refers to an operator applied to the entirety of the image such that it transforms the

information encoded in the pixels. In practice, however, a kernel is a smaller-sized matrix

in comparison to the input dimensions of the image, that consists of real valued entries.

The kernels are convolved with the input volume to obtain so-called activation maps

or feature maps. Activation maps indicate ‘activated’ regions, i.e. regions where features

specific to the kernel have been detected in the input. The real values of the kernel matrix
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Figure 2.9: The cross-section of an input volume of size: 4× 4× 3.

change with each learning iteration over the training set, indicating that the network is

learning to identify which regions are of significance for extracting features from the

data.

2.3.4.2.3 Receptive Field

It is impractical to connect all neurons with all possible regions of the input volume. It

would lead to too many weights to train, and produce a too high computational com-

plexity. Thus, instead of connecting each neuron to all possible pixels, a 2-dimensional

sub-region called receptive field extending to the entire depth of the input, within which

the encompassed pixels are fully connected to the following convolutional layer. It’s

over these small regions that the network layer cross-sections (each consisting of several

neurons (called depth columns)) operate and produce the activation map. Figure 2.10

presents a receptive field 2× 2 field.

2.3.4.2.4 Architecture of convolutional neural networks

Generally, a CNN contains three typical layers: Convolutional Layers, Pooling Layers,

and Fully-Connected Layers [49]. As illustrated in Figure 2.11, these layers are stacked

to form a full CNN architecture. These three types of layers are detailed further below:
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Figure 2.10: Concept of Receptive Field

Figure 2.11: Architecture of a CNN

The convolutional layer is the main fundamental layer of a CNN. Each con-

volutional layer performs an aggregational operation aimed to learn the feature repre-

sentation of the input and reduce the number of learnable parameters; it operates on

the input/feature maps by applying a filter (e.g. kernel function) over the input. A

convolution applies a linear operation on the input/feature maps using a set of filters F .

The filter size is a matrix G×G of learnable parameters, on an input feature map x, it

produces an output feature map x
′

as

x
′

=

k∑
i=1

G∑
r=1

G∑
c=1

xrc · Fi + b
′, (2.30)
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where k is the number of filters F , b
′

is the bias parameter associated with the feature

map x
′
.

By convolving the input with the filter, a set of feature maps is produced. A con-

volutional layer is parameterized by a depth , a kernel field size , a stride , and a

zero-padding . The depth determines the channel size of the output (i.e. the desired

number of feature maps). The kernel field size, i.e. the filter size, covers a small region of

pixels of the input image at each convolution step (see the bold square in Figure 2.12).

Each element in a feature map is generated by the filter convolving with the covered

region of the input (e.g. the generated elements in the feature map in Figure 2.12). The

stride determines the number of pixels by the filter which is moved during each filtering

step over the image. As can be seen in Figure 2.12 by the squares (representing the

filter) over the input image. The zero-padding is used to pad the input with zeros on its

border, as seen in Figure 2.12. The zero-padding is useful to determine a desired output

size of the feature map. For example, given an input image of height and width H ×W ,

a kernel field size of G × G, a stride S, and an amount of zero padding P , the spatial

size (H
′ ×W ′

) of the feature map generated can be computed as

H
′

=

(
H −G+ 2P

s
+ 1

)
,

W
′

=

(
W −G+ 2P

s
+ 1

)
.

(2.31)

Figure 2.12 provides a numerical example of the convolution process: assuming an

image with the size of 4× 4 pixels that is zero-padded with value 1, then convolved by a

kernel of 3× 3 with a stride of 2, a resulting feature map of 2× 2 neurons is produced.

An image usually contains three channels (R, G, B), which also means the depth of an

image is 3. For convolving with an image, the kernel is also initialize with 3 channels that

is the same as the depth of the image . The convolution process with a 3×3 filter/kernel

on an image is shown as Figure 2.13. The channel 1, 2, 3 of the filter convolves with

the channel 1, 2, 3 of the image respectively. The final output value is generated by
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Figure 2.12: convolution process

Figure 2.13: Multi-channel convolution in CNNs

summing the output on each channel and the bias. For an input with a different depth,

the convolution process is similar, which the depth of the kernel is initialized as the same

depth of the input.

The pooling layer is a form of non-linear down-sampling. It is designed to reduce

the spatial size (dimensionality) of the input, in order to reduce the number of parameters

(e.g. neurons and their connectivity) in the CNN. It aggregates the values of a local region

of the input (window), commonly by applying an average or a maximum function. Max

pooling is the most common function to implement pooling by using the maximum

function. It partitions the input image into a set of non-overlapping windows. For
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Figure 2.14: The Max-Pooling operation

each such window, it takes the maximum neuron value of that window and places it

as an output. It is common to periodically insert a pooling layer between successive

convolutional layers in a CNN architecture.

Figure 2.14 presents the max-pooling implemented on an image with the volume of

size 4×4×1, the sliding window is of size 2×2, it slides forward and down with a stride

value of [2, 2] , the values in the sliding window are down-sampled to the maximum value.

The fully connected layer follows after several convolutional and max pooling

layers to perform high-level reasoning in the neutral network. Perceptrons in a fully

connected layer have full connections to all the input in the previous layer, as seen in

regular Neural Networks.

CNNs model animal visual perception, has been widely applied to image recognition

or classification tasks. In this research, frequency spectrograms generated from micro-

Doppler signals can be taken as images with one channel, CNNs are very suitable to

classify these frequency spectrograms related to different human activities.

2.3.4.3 Recurrent neural networks (RNNs)

Recurrent neural networks are a class of artificial neural networks where connections

between nodes form a directed graph along a temporal sequence [50]. Figure 2.15 illus-

trates the basic structure of RNNs. Just the same as an ANN, a RNN consists of an

input layer, one or more hidden layers, and an output layer. As shown in the unfolded



Chapter 2. Fundamental concepts of Doppler radar, LiDAR, and machine learning 46

Figure 2.15: Unfolded basic recurrent neural network [5]

structure (the left side of Figure 2.15), each node in a given layer is connected with a

directed connection to every other node in the next successive layer.

Given an input sequence x = (x0, ..., xT−1), the hidden states of a recurrent layer

s = (s0, ..., sT−1) and the output of a single hidden layer RNN o = (o0, ..., oT−1) is

formulated as follows:

st = f(UxsX
t +Wsss

t−1 + bs),

ot = g(Vsos
t + bo),

(2.32)

where Uxs, Wss, Vso denote the connection weights from the input layer x to hidden

layer state s, the hidden layer s to itself and the hidden layer s to the output layer o,

respectively. bs and bo are bias vectors. f(·) and g(·) are the activation functions in the

hidden layer and the output layer.

2.3.4.4 Long short-term memory (LSTM)

Long short-term memory is a variant of RNNs. It is invented to address the exploding and

vanishing gradients problem of RNNs [51]. This problem arises when back-propagating

through RNNs during training, especially for networks with deep layers. The gradients

have to go through continuous matrix multiplications during the back-propagation pro-

cess due to the chain rule, causing the gradient to either shrink exponentially (vanish)
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Figure 2.16: The structure of an LSTM unit [6]

or erupt exponentially (explode) [52]. To overcome the problem, LSTM uses a gating

mechanism within each LSTM cell. In a normal RNN cell, the input at a time-step

and the hidden state from the previous time step is passed through a tanh activation

function to obtain a new hidden state or output. However, LSTM uses a few gates to

control the passing of the information along the sequence and thus can learn long-range

dependencies.

As shown in Figure 2.16, a typical LSTM unit contains an input gate it, a forget gate

ft, a cell ct, an output gate ot and an output response ht. The input gate controls the

extent to which a new value flows into the cell, the forget gate controls the extent to

which a value remains in the cell, and the output gate controls how much information
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form the cell is passed to the output ht. The recursive computation of an LSTM unit is

it = δ(Wxixxt +Whiht−1 +Wcict−1 + bi),

ft = δ(Wxfxxt +Whfht−1 +Wcfct−1 + bf ),

ct = ft � ct−1 + it � tanh(Wxcxt +Whcht−1 + bc),

ot = δ(Wxoxxt +Whoht−1 +Wcoct−1 + bo),

ht = δ � tanh(ct),

(2.33)

where � denotes element-wise product, δ(x) is the sigmoid function defined as δ(x) =

1/(1 + e−x), Wαβ is the weight matrix between α and β (e.g., Wxi is the weight matrix

from the input xt to the input gates it), and bβ denotes the bias term of β with β ∈

i, f, c, o.

Notably, there exist several variations on the basic LSTM architecture. A common

one is creating peephole connections that allow the gates to not only depend on the

previous hidden state ht−1, but also on the previous internal state ct−1 by adding an

additional term in the gate equations. Figure 2.17 presents an LSTM unit with peephole

connections. Peephole connections allow the gates to access the constant error carousel

(CEC), whose activation is the cell state. The computation of a peephole LSTM unit is

it = δ(Wxixxt +Whict−1 +Wcict−1 + bi),

ft = δ(Wxfxxt +Whfct−1 +Wcfct−1 + bf ),

ct = ft � ct−1 + it � tanh(Wxcxt + bc),

ot = δ(Wxoxxt +Whoht−1 +Wcoct−1 + bo),

ht = tanh(δ � ct).

(2.34)

LSTM has been applied to classify human trajectories collected by a LiDAR in this

research in order to recognize human activities.
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Figure 2.17: A peephole LSTM unit

Figure 2.18: Temporal convolutional network, (a) dilate casual convolution,
(b) residual block

2.3.4.5 Temporal convolutional network (TCN)

TCN is a class of time-series neural network models that capture long-range patterns

using a hierarchy of temporal convolutional filters [53]. TCNs integrate dilated casual

convolutions and the residual block structure to expand the receptive field and increase

the depth. In dilated casual convolutions, an output at time t is convolved only with the

elements from time t and earlier in the previous layer by using dilated convolution to
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enable an exponentially large receptive field [54]. For a 1-D sequence input x ∈ Rn and

a filter f : 0, f : {0, · · · , k − 1} → R, the dilated convolution operation F on element s

of the sequence is defined as [54]

F (s) = (x ∗d f)(s) =

k−1∑
i=0

f(i) · xs−d·i, (2.35)

where d is the dilation factor,k is the filter size, and s − d · i accounts for the direction

of the past. With dilated casual convolutions, it is able to increase the receptive field

of the TCN by using larger filter sizes k and increasing the dilation factor d. Figure

2.18(a) presents a dilated causal convolution with dilation factors d = 1, 2, 4 and filter

size k = 3.

A TCN is consisted of several residual blocks. Each residual block contains a series

of transformations τ . As shown in Figure 2.18(b), a residual block consists of two sets of

layers including a dilated casual convolution layer, a weight normalization layer, a ReLU

activation layer, and a dropout layer. The output of each residual block is the sum of

the output of these transformations and the input x:

o = Activation(x+ τ(x)). (2.36)

This is also called skip connection. Residual blocks avoid the vanishing gradient problem

by carrying gradient throughout the extent of very deep network.

2.3.4.6 Regularization techniques in neural networks

One of the most common problem in machine learning is to aviod overfitting. Overfitting

is a machine learning model fits too well to the training set but does not perform as well

on the test set. Deep learning is very prone to overfitting since the model is able to

adapt freely to large amount of complex data. Regularization is a technique which is

used to solve the overfitting problem in machine learning. The most common methods

of regularization are weight penalty (L1 and L2), data augmentation, dropout, and early
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stopping.

2.3.4.6.1 Weight penalty

Weight penalty reduces the complexity of a model by penalizing larger individual weights,

since large weights will result in a higher loss. A large weight has the effect of making

the output of the network sensitive to small changes in the feature that it corresponds to

because changes in this feature are amplified by being multiplied by a large weight [55].

Small changes in the value of this input feature can lead to large changes in the output.

The methods of weight penalty mainly are L1 regularization and L2 regularization. In

L1, the penalty is the sum of the absolute values of weights. The loss function with L1

regularization is formalized as:

Loss = Min(
n∑
i=1

(yi − wixi)2 + p
n∑
i=1

|wi|), (2.37)

p is the tuning parameter which decides the extent in penalization.

In L2, the penalty is the the sum of the squared values of weights. The loss function

with L2 regularization is formalized as:

Loss = Min(

n∑
i=1

(yi − wixi)2 + p

n∑
i=1

(wi)
2). (2.38)

2.3.4.6.2 Data augmentation

Data augmentation is a strategy that is able to significantly increase the diversity of

data available for training models, without actually collecting new data. It can be used

as a regularization technique that is used to avoid overfitting when training dataset is

small. For images, augmentation techniques such as cropping, padding, and horizontal

flipping are commonly used to enrich training samples. For text, the authors of [56]

applied synonym replacement, random insertion, random swap, and random deletion

to create more text data for boosting performance on text classification tasks. Other



Chapter 2. Fundamental concepts of Doppler radar, LiDAR, and machine learning 52

Figure 2.19: Dropout neural network model. (a) a standar neural netwrok
with 2 hidden layers, (b) a thinned network produced by applying
dropout to (a).

augmentation techniques such as adding random noise, is also very effective.

2.3.4.6.3 Dropout

Dropout prevents overfitting and provides a method of approximately combining expo-

nential many different neural network architectures efficiently [57]. The term ‘dropout’

refers to randomly dropping out units (along with their connections) from the neural

network during training. Dropping a unit out, means temporarily removing it from a

network, along with all its incoming and outgoing connections, as shown in Figure 2.19.

The choice of which units to drop is random. Dropout is initialized with a rate p. At

each training stage, individual nodes are individual nodes are either ”dropped out” of

the net with probability 1− p or kept with probability p. Applying dropout to a neural

network equates to sampling a ‘thinned’ network from it. Training a neural network

with dropout can be seen as training a collection of thinned networks extensive weight

sharing.

2.3.4.6.4 Early stopping

Early stopping provides guidance as to how many iterations can be run before the learner

begins to overfit. Early stopping rules work by splitting the original training set into a
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new training set and a validation set. The error on the validation set is used as a proxy

for the generalization error in determining when overfitting has begun. These methods

are most commonly employed in the training of neural networks. A naive implementation

of holdout-based early stopping is as follows [58]:

1. Split the training data into a training set and a validation set.

2. Train only on the training set and evaluate the per-example error on the validation

set once in a while, e.g. after every fifth epoch.

3. Stop training as soon as the error on the validation set is higher than it was the

last time it was checked.

4. Use the weights the network had in that previous step as the result of the training

run.

2.4 Summary

This chapter introduced the basic concepts and abridged histories of radar and LiDAR,

respectively. The types and applications of LiDAR and radar were presented. The

fundamental concepts of deep learning including CNN, RNN, and LSTM are reviewed. In

follow chapters, radar and LiDAR sensors are combined with deep learning respectively,

to perform human activity recognition both indoors and outdoors
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Human activity recognition,

people counting, and

coarse-grained localisation

outdoors using micro-Doppler

signatures

Human activity recognition and classification can be achieved by comparing the differ-

ences in the radar micro-Doppler signatures of different targets and activities. Currently,

most related work focuses on recognizing different human activities in different indoor

scenarios. However, human activity recognition outdoors using micro-Doppler signa-

tures is more challenging because outdoor environments are more complex than indoor

environments. There are complex terrains, many kinds of animals, and trees in out-

door areas. Additionally, the power supply is also a problem in some outdoor areas.

This chapter builds a low-power radar system to perform human activity recognition,

people counting, coarse-grained localisation in outdoor areas with consideration of the

54
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surrounding trees and grasses, and confusers such as animals and drones.

3.1 Introduction

The detection, recognition, and classification of human targets and human activities

outdoors is an important topic in many applications, such as surveillance, search and

rescue, and military. Since Doppler radar is contactless, privacy-preserving, and able to

penetrate walls, clothes, etc., it has been increasingly used in human activity recognition.

In recent years, there has been great research interest in human activity classification

using micro-Doppler signatures [21, 44, 59, 60]. In [7], a low-power pulse-Doppler radar

that operates at 5.8 GHz was used to collect the micro-Doppler signatures of three

different activities (walking, running, and crawling) performed by four subjects on a

treadmill. Kim and Lin [40] used a 2.4 GHz Doppler radar to classify seven human

activities, including running, walking, boxing, etc. I. Bilik et al. [61] employed a Pulse-

Doppler radar operating at 9 GHz to perform automatic target recognition on multiple

people, wheeled vehicles, tracked vehicles, and animals. Fairchild et al. [62] built a

bistatic radar system operating at 4 GHz to differentiate three human motions, such as

no activity, arm swinging, and picking up an object.

In the published work above, various methods, such as Principle Component Analysis

(PCA) [63], Empirical Mode Decomposition (EMD) [64], and Mel-frequency Cepstral

Coefficients (MFCC) [65] were used to extract the micro-Doppler features. These are

computer algorithms that extract features automatically, like other possible techniques

such as Linear Discriminate Analysis (LDA) and Gabor wavelet filter. They are more

efficient and informative compared to handcrafted feature extraction, where features are

extracted manually by human visual judgment such as in [7, 40, 66, 67].

After being extracted, the micro-Doppler features are fed into classifiers. The most

used classifiers in micro-Doppler based human activity classification are SVM [40, 66, 68],

kNN [7] and Näıve Bayes [69]. Deep learning is increasingly being used to classify micro-

Doppler signatures [70, 71]. The hierarchical structure of deep learning enables automatic
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learning of the features from raw data without relying on feature extraction methods.

So far, most related work was implemented in confined spaces [7, 65, 72]. Micro-

Doppler based human activity detection outdoors has not been extensively investigated.

With the constant development and improvement of radar manufacturing, the Doppler

radar is becoming cheaper and able to operate with low power consumption, this makes

Doppler radar more suitable to be deployed outdoors and on a large scale. In [66],

the authors investigated human motion in four different environments including free

space, through-the-wall, leaf tree foliage, needle tree foliage. Their results indicate that

the movement of leaves and trees outdoors can cause interference to the micro-Doppler

signatures and may contribute to making the environment less stable. It is more chal-

lenging to perform human activity detection in outdoors. These challenges can be listed

as follows:

1. Complex background, trees, and foliage will introduce noise resulting in complex

multipath effects and signal attenuation.

Most objects indoors are simple and static. With the isolation of walls, indoor

environments are stable. However, there are many plants (grass, trees) in outdoor

environments. Because of the airflow, these plants keep producing tiny movements.

This can result in low SNR (signal-noise-ratio). If there is wind, the movement

would affect the quality of micro-Doppler signatures seriously. Multipath is the

propagation phenomenon that results in radio signals reaching the receiving an-

tenna by two or more paths. Uneven terrains and foliage can result in complex

multipath propagation and signal attenuation.

2. Animals and drones can be strong confusers to humans

Many moving subjects can appear in the detection range of radar systems. Besides

humans, there are animals, drones, etc. They also can produce strong and unique

micro-Doppler signatures. This creates a considerable challenge to human recogni-

tion. It is necessary to take these confusers into consideration in the experiments
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in order to differentiate humans from them.

3. Lack of power supply

Most radar systems are power-consuming. However, many monitoring areas may

be far away from residential areas, where has no power station to support long-

time monitoring with a radar system. However, a low-power radar system usually

compromises its performance. So it is challenging to use a low-power radar system

and achieve the results that are comparable to other radar systems.

Additionally, outdoor areas are usually large. It is important not only to know what

the target is doing but also where the target is, and how many people are in the detection

area. To the best of the author’s knowledge, there is no relevant literature research ap-

plying micro-Doppler signature classification for coarse-grained location estimation. This

chapter implements subject classification, human activity recognition, people counting,

and coarse-grained localisation by using a low-power and low-cost Doppler radar system.

3.2 Related work

Generally, human activity recognition involves data collection, feature extraction, and

classification with machine learning. So this section reviews related work from three as-

pects: radar sensors used in data collection, feature extraction in micro-Doppler analysis,

and machine learning in radar-based human activity classification.

3.2.1 Radars used in human activity recognition

Radar sensors have a great impact on micro-Doppler based human activity recognition.

As micro-Doppler signatures are extracted in frequency scale, a radar that operates at

a higher frequency can provide more detailed micro-Doppler signatures [73]. In addition

to the frequency, a high range resolution can offer additional information about the

target, which contains the size and the number of moving parts. Range resolution is

the minimum separation (in range) of two targets or equal cross-section that can be
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resolved as separate targets [74]. It is determined by the bandwidth of transmitted

signals. With the range resolution, the received signal returns are separated into a

set of discrete elements, called range bins. When a moving target is observed using

a wideband radar system, the individual scatterers of the target can be expected to

migrate between range bins, each scatterer follows a different trajectory based upon

target’s macro-motion (like the torso’s movement of human walking) and micro-motion

(like the arm and leg swings of human walking), the different trajectories result in varying

radar-target ranges for each scatterer, the composition of all individual scatter range

paths is called range-Doppler signatures [75]. In [76], the authors investigated range-

Doppler signatures of pedestrian walking/running with an S-band (2.9-3.4 GHz) radar

system, which had a wide frequency bandwidth of 800 MHz; as shown in Figure 3.1, two

spectrograms generated from range-Doppler analysis show the range-Doppler signatures

of walking and running respectively, the moving parts in human walking are clearly

separated in Figure 3.1(a). In [77], two radar systems, which are an acoustic system

with a 70 KHz and an RF pulse Doppler with 92.5 GHz central frequency and 1 GHz

bandwidth were used to investigate the range-Doppler signatures of individual walking,

the generated spectrograms from both radars are similar, it shows that at positions

corresponding to when the limbs are near the torso the number of discrete frequency

components in the observed range bins increases. Fogle et al. [78] employed a Doppler

radar that operates at 10 GHz which has a bandwidth of 4 GHz to measure range-

Doppler signatures of human walking, and proposed an expectation-maximization (EM)

to decompose range-Doppler signatures into the responses of constituent body parts.

With a wideband (a large bandwidth) radar, it is very promising to enhance the accuracy

of human activity classification by combing range-Doppler signatures and micro-Doppler

signatures.

Polarimetric radars have been employed in some research work. Different from com-

mon radars that transmit and receive radio waves with a single horizontal polarization,

polarimetric radars transmit and receive both horizontal and vertical polarizations. The

transmit and receive polarizations usually denoted by a pair of symbols, which are listed
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Figure 3.1: Experimental range-Doppler images of (a) walking and (b) running

as follows: (a) HH, for horizontal transmit and horizontal receive, (b) VV, for vertical

transmit and vertical receive, (c) HV, for horizontal transmit and vertical receive, (d) VH,

for vertical transmit and horizontal receive. HH and VV are referred to as co-polarized

(co-pol), because the transmit and receive polarizations are the same; HV and VH are

referred to as cross-polarized (cross-pol) because the transmit and receive polarizations

are orthogonal to one another. Fully polarimetric radar data can potentially improve

the separability of different parts of human motion [79]. In [79], a polarimetric radar

operating at Ka band was used to measure human walking with or without carrying a

load, with analysis of the collected data, it showed the arm was often bent at the elbow,

providing a surface similar to a dihedral which could create a double bounce, this phe-

nomenon is easier to be observed when the subject is not carrying a load. In [80], J. Park

et al. measured polarimetric micro-Doppler signatures of simulated human walking, the

results showed only minor difference between VV and HH polarized returns, but large

difference between co- and cross-polarizations; the motions of the torso and head pro-

duces strong co-pol but weaker cross-pol scattering, so it is expected that cross-polarized

observations will emphasize the movements of legs and arms.

Monostatic Doppler radar can only observe the radial component of the micro-

Doppler signatures. If the target moves perpendicularly to the radar beam, the radar

cannot detect the movement. For overcoming the limitations of monostatic radar sys-

tems, wide research has been done with bistatic or multistatic radars. A bistatic radar is

a radar that the transmitter and the receiver are separated in different locations. Multi-
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static radar is an integration of multiple radars that provides multiple looks at a subject

from different viewpoints [31]. In [81], a multistatic radar system NetRAD, which is

a 2.4 GHz, 45 MHz bandwidth, pulsed coherent radar system developed at University

College London, was used to gather the polarimetric micro-Doppler signatures for de-

termining whether a person is armed or not, the classification accuracies provided by

Naive Bayes and LDA were up to 0.9-0.95, the results showed classification performance

with co-pol (HH, VV) data has lower classification error in comparison to cross-pol (HV)

data, and the combining co-pol and cross-pol data has shown positive improvement in

the classification accuracy. In [62], a bistatic radar system operating at 4 GHz was used

to differentiate three motion classes (no activity, swinging arm, picking up an object)

from three aspect angles (0◦, 45◦, 90◦), it was compared with a monostatic radar in

classification with an SVM classifier, the results showed it can achieve a higher accuracy

when the motion is perpendicular to the radar beam. In [82], the NetRAD radar system

was used to detect individual walking, and the data of each sensor (a bistatic channel)

was compared with the data of the monostatic Doppler radar operating at 2.4 GHz,

the low level of correlation between the monostatic and bistatic channels indicates they

carry independent information about the target, which provides additional information

to improve the detection performance, with this knowledge, it can be used to reduce the

redundancy of the data gathered by a multistatic radar system.

Micro-Doppler signatures also can be observed in ultrasound radar. In [34], an acous-

tic sensing system which operates at 40kHz was used to measure the micro-Doppler signa-

ture of human, dog, and horse. The spectrograms generated from these targets showed

a big difference between them. Balleri et al. [17] used an acoustic radar operating

at 80KHz to perform indoor human behaviour classification, micro-Doppler signatures

were gathered for three different personnel targets undertaking various actions. PCA,

Cepstrum, and Mel-Cepstrum were employed and compared in feature extraction, kNN

(k=5) and Naive Bayesian were trained to distinguish walking gaits of different targets

or different actions (walking with/without a heavy weight on the shoulders) undertaken

by the same target; in the targets differentiation, the accuracy of kNN combining with
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PCA was above 80%, the accuracy of Naive Bayesian combining with PCA was 92.57%;

in the activity classification, the accuracy of kNN combining with PCA was 75%, the

accuracy of Näıve Bayesian combining with PCA was 82.05%. In [83], a continuous-wave

sonar at 40 KHz was applied to identify individual subjects and gender recognition, with

the k-means clustering algorithm, the classification rate was 87.1% for individual recog-

nition, 92.4% for gender classification. Compared with electromagnetic radars, acoustic

radar systems offer the advantages of lower cost, easier signal processing and immunity

from electromagnetic interference. But the speed of sound propagation is likely affected

by temperature, atmospheric pressure, and humidity.

Table 3-A summarizes some radar systems used in related work.

Table 3-A: Radars used in micro-Doppler analysis

Radar Frequency Description Citation

CW radar

24 GHz Measuring a walking person with or

without carrying an object

[1]

77 GHz Investigating different human mo-

tions (walking, jogging, crawling,

running, and creeping)

[67]

6.5 GHz Measuring human motions in free-

space and through-the-wall environ-

ments.

[84]

Pulse radar 5.8 GHz Measuring three human behaviours

(walking, running, crawling).

[7]

Acoustic radar

40 KHz Measuring human and horse [85]

80 KHz Measuring human behaviours [17]

70 KHz Investigating range-Doppler signa-

tures of individual walking

[77]

Polarimetric

radar

Ka-band Measuring human walking with or

without a load

[79]
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Radar Frequency Description Citation

2.25 GHz Measuring polarimetric micro-

Doppler signatures of simulated

human walking

[80]

A multistatic

radar system

(NetRAD)

2.4 GHz NetRAD is used to distinguish be-

tween unarmed and armed person-

nel moving.

[81]

4 GHz Distinguishing three motion classes

(no activity, swinging arm, picking

up an object) from three aspect an-

gles (0, 45, 90)

[62]

A bistatic

radar system

5.8 GHz Investigating walking back and

forth, sitting down and standing up

on an office chair, bending down to

pick up an object from the floor

and coming up to stand, and wav-

ing with one hand left and right

[86]

3.2.2 Feature extraction in micro-Doppler analysis

In machine learning and statistics, feature extraction starts from an initial set of mea-

sured data and builds derived values (features) intended to be informative and non-

redundant, facilitating the subsequent learning and generalization steps, and in some

cases leading to better human interpretations [87]. In micro-Doppler analysis, the initial

set of measured data is radar signals collected from the target or its movements, the

derived features are micro-Doppler signatures extracted from the signals, these features

are distinctive enough to differentiate the target or its movements from others.

Different from the data of optical sensors, radar micro-Doppler signatures are less

intuitive for humans to interpret [78]. Time-frequency processing techniques have been
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used to represent micro-Doppler signatures from the received signals [17]. Bjorklund et

al. [67] studied micro-Doppler signatures of different human motions, such as walking,

jogging, crawling, running, and creeping with different aspect angles using an FMCW

(Frequency Modulation Continuous Wave) radar with a carrier frequency of 77GHz. It

was illustrated that micro-Doppler properties, such as the envelope of the spectrogram,

mean torso frequency, the bandwidth of the Doppler signal, the ratio of the strength of the

torso echoes to the other echoes in the envelope, and the distribution of different strength

of echoes can be exploited for classification. Ram M. Narayanan [84] gathered micro-

Doppler signatures of six human subjects in free-space and through-wall environments

using a 6.5 GHz C-band coherent radar. The collection of micro-Doppler signatures was

divided into three categories: stationary, forward-moving, and multi-target; six features,

including (i) average Doppler frequency, (ii) total Doppler bandwidth, (iii) Doppler offset,

(iv) bandwidth without micro-Dopplers, (v) maximum cadence frequency, and (vi) arm

swing rate, were investigated for their significance to human activity classification in

two scenarios (free-space, through-wall). In [7], a low-power pulse-Doppler radar that

operates at 5.8 GHz was used to collect the micro-Doppler signatures of four subjects’

three different activities (walking, running, and crawling) performed on a treadmill; ten

different features, such as the mean torso Doppler, the mean value of the lower envelope,

the mean value of the upper envelope, the bandwidth of the torso return, the peak-to-

peak (total) bandwidth, etc., were extracted and fed into kNN, with classification rate

over 88% were achieved. Similar features also were used in [40] for the classification of

seven human activities detected by a 2.4-GHz Doppler radar, the classification rate of

above 90% was achieved with SVM.

However, the features used above are handcrafted. This way is inefficient and unable

to process a large amount of Doppler signals, not to mention to achieve real-time human

activity recognition and detection. Many functions have been applied in non-manual

micro-Doppler feature extraction. In [64, 88] the researchers employed empirical mode

decomposition (EMD) as a method for feature extraction. EMD is an adaptive tech-

nique that decomposes a signal into time-frequency components called intrinsic mode
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functions (IMFs). EMD used in [64] extracted features from frequency spectrograms

of four human motions (breathing, swinging arms, and picking up an object, standing

up from a crouching position) in a through-wall indoor environment. Y Li et al. [88]

applied EMD directly on radar signals to extract micro-Doppler features for classify-

ing wheeled and tracked vehicles, the classification rate obtained by SVM reached to

84.61%. In [89, 90], EMD was utilized to suppress the interference and make the main

target (aircrafts or vehicles) stand out. Singular value decomposition (SVD) also has

been widely applied in micro-Doppler signatures extraction [91–94]. SVD can reduce

the feature space dimensionality; information about target velocity, spectrum periodic-

ity, and spectrum width, can be inferred from the SVD vectors. Francesco Fioranelli

et al. [91] compared the armed/unarmed personnel classification using SVD-based fea-

tures and handcrafted features, which were extracted from radar signals collected by

a three-node radar system that operates at 2.4 GHz, a higher accuracy of 97.22% was

achieved by using SVD-based features. In [92, 93], micro-Doppler signatures extracted

by SVD were used to perform the classification between birds and unmanned aerial ve-

hicles (UAVs). Jing Li et al. [95] successfully identified and located buried humans

with an Ultra-Wideband radar (UWB), an SVD method was used to reduce the noise

in weak life signals, and extract micro-Doppler signatures of breathing and heartbeat.

PCA, the most popular dimensionality reduction and feature extraction tool, has been

widely applied into micro-Doppler signatures extraction. In [63], the feature vector ex-

tracted by PCA from the spectrogram generated by STFT was utilized to classify three

human behaviours (one-arm swing, two-arm swing, non-arm swing) that detected using

a Doppler radar at 2.5 GHz. An SFP-CVDFP-PCA algorithm that combines spec-

trogram frequency profile (SFP), PCA, and cadence velocity diagram frequency profile

(CVDFP) algorithms was proposed in [96]. It was applied to micro-Doppler signatures

extraction of behaviours, including human walking, a horse with rider walking, and

horse and human walking separately, the classification of 94.9% was achieved using the

SFP-CVDFP-PCA and an SVM classifier. There are still many other feature extrac-

tion methods, such as LDA [97, 98], mel-frequency cepstrum (MFC), Gabor wavelet
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filter, etc., that have been proposed and applied to human activity micro-Doppler fea-

tures extraction. Some researchers [1, 17] have compared the effects of different feature

extraction methods to human activity classification. Tivive et al. [1] compared the per-

formance of two-directional two-dimensional principal component analysis ((2D)2-PCA),

Gabor wavelet filter, Cadence frequency based method, and EMD on human activities

(walking with no-arm swing, one-arm swing, two-arm swing) classification, the result

showed (2D)2-PCA achieved the highest accuracy of 90.1%, while the EMD performed

the worst. In [17], micro-Doppler signatures were gathered for three different personnel

targets undertaking various actions using an acoustic radar; feature extraction methods,

including PCA, Cepstrum, and MFC were compared, and the features extracted with

PCA always provided the highest accuracy. Yang et al. [99] studied the performance of

Independent Component Analysis (ICA) and PCA on motions, such as rotation, coning

and tumbling, and PCA performed better for RCS (Radar Cross Section) model.

Table 3-B summarizes feature extraction methods that have been frequently used in

related work.

Table 3-B: Feature extraction methods in micro-Doppler

analysis

Method Description Summary Citation

Handcraft A hand process and hu-

man visual judgement,

not extracting features

automatically by a com-

puter system.

Features, including

average Doppler fre-

quency, total Doppler

bandwidth, Doppler off-

set, bandwidth, swing

rate, etc. are usually

extracted.

[7, 40, 66,

67, 84]
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Method Description Summary Citation

Empirical mode

decomposition

(EMD)

EMD is an adaptive

technique that decom-

poses a signal into time-

frequency components

called intrinsic mode

functions (IMFs).

One advantage of EMD

is that it does not re-

quire a priori knowledge

of the signal and is not

dependent on the selec-

tion of a kernel function

like the STFT, wavelet

transform, Wigner-Vile

distribution etc.

[64, 88–90]

Singular value

decomposition

(SVD)

Singular-value decom-

position (SVD) is a

factorization of a real

or complex matrix. It

is the generalization of

the eigendecomposition

of a positive semidefi-

nite normal matrix to

any mn matrix via an

extension of the polar

decomposition.

SVD allows the reduc-

tion of the feature space

dimensionality, and it is

shown that parameters

with physical meaning,

such as target velocity,

spectrum periodicity,

and spectrum width,

can be inferred from

the SVD vectors [91].

[91, 92, 94]
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Method Description Summary Citation

Principle com-

ponent analysis

(PCA)

Principal component

analysis is a statistical

procedure that uses an

orthogonal transforma-

tion to convert a set of

observations of possibly

correlated variables

into a set of values of

linearly uncorrelated

variables

PCA is the best-known

feature extraction

and dimensionality

reduction method.

[63, 68, 96]

Independent com-

ponent analysis

(ICA)

ICA is a statistical

and computational

technique for revealing

hidden factors that

underlie sets of random

variables, measure-

ments, or signals.

ICA can be seen as an

extension to PCA and

factor analysis. ICA

is a much more pow-

erful technique, how-

ever, capable of find-

ing the underlying fac-

tors or sources when

these classic methods

fail completely.

[99, 100]
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Method Description Summary Citation

Mel-frequency

cepstrum coeffi-

cients (MFCCs)

Mel-frequency cep-

strum (MFC) is a

representation of the

short-term power

spectrum of a sound.

MFCCs are coefficients

that collectively make

up an MFC.

MFCCs are usually

used in sound pro-

cessing. While radar

signals are very similar

to sound, both of them

are time-series data.

So some researchers

applied MFCCs into

micro-Doppler analysis.

[65, 101,

102]

2-Directional

2-Dimensional

PCA (2D2PCA)

2D2PCA can be re-

garded as a two dimen-

sional version of PCA

with two projection ma-

trices to reduce the

number of rows and

columns of an image si-

multaneously.

2D2PCA has been

widely used in image

classification. The

spectrogram generated

from radar signals can

be seen as an image

with one channel.

[1, 103]

3.2.3 Classification using machine learning

In micro-Doppler based human activity recognition, classification is used to determine

what kind of activity is detected based on micro-Doppler features extracted from radar

signals using a trained classifier, which are machine learning algorithms or statistic func-

tions. Micro-Doppler features extracted from radar signals are fed into classifiers. In

micro-Doppler based human activity recognition, the most commonly used classifiers are

SVM, kNN, and Naive Bayes. Kim et al. [40] measured seven different human activities

using a 2.4-GHz Doppler radar, an SVM was employed to classify them upon handcrafted

micro-Doppler features. In [68], the authors used an SVM on an embedded system to
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achieve real-time classification of different behaviours from a single person and a group

of people. In [66], an SVM was employed to classify crawling, walking and jogging in

four different environments, such as free space, through-the-wall, leaf tree foliage, and

needle tree foliage. In [44], a continuous-wave Doppler radar that operates at 7.25 GHz

was developed to measure human, dog, and bicycle. The physical characteristics of the

target (target stride) was used to overcome the uncertainty of the micro-Doppler signa-

tures, the SVM used in the research could detect a human subject with an accuracy of

over 96%. Gurbuz et al. [104] investigated aided and unaided human gaits using four

different radar and sonar systems including a 40 kHz sonar, a 5.8 GHz wireless pulse-

Doppler radar mote, a 10 GHz CW radar, and a 24 GHz CW radar. The classification

result achieved by an SVM showed the sonar not only had the distinct advantages of

higher resolution and no interference in RF communication bands, but also exhibited

the highest performance, with a correct classification rate of 86%. JA Nanzer et al. [69]

built a Bayesian formulation for the classication of humans and vehicles using micro-

Doppler signatures obtained from a 36 GHz scanning-beam continuous-wave radar, and

achieved the accuracy of above 0.9. In [7], a kNN (k=2) was implemented to classify

micro-Doppler signatures collected by a 5.8 GHz pulse-Doppler radar. Four human ac-

tivities, including human walking, running, crawling were measured from three different

aspect angles. Deep learning algorithms also have been applied into micro-Doppler sig-

natures based human activity classification, and it achieved good results. Jokanovic et

al. [105] applied Deep Neural Network for radar-based falling detection. Four motions,

including walking, falling, bending/straightening, and sitting were investigated using a 6

GHz CW radar in the experiment, the accuracy of 87% was achieved, which was higher

than 83% for SVM. Kim et al. [71] proposed the use of DCNNs for human detection and

activity classification, a DCNN was applied on the sample spectrograms of four types of

targets (human, dog, horse, car) and seven human activities that measured by a Doppler

radar operating at 7.25 GHz, and it achieved 97.6% and 90.9% accuracy respectively.

The same radar also used in [106] to investigate micro-Doppler signatures of humans on

water, including a swimming person, a swimming person pulling a floating object, and a
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rowing person in a small boat; three swimming styles, including free stroke, backstroke,

and breaststroke were measured, after training with DCNN, the classification accuracy

reached to 87.8%. The performance of different classifiers is compared in many research

works. Liu et al. [65] compared the performance of SVM and kNN in fall detection based

on two Doppler radar sensors, kNN (k=3) produced the best results that were close to

0.96 for both sensors. Trommel et al. [70] presented the use of DCNN in distinguishing

multi-target human gait measured by an X-band CW radar; the DCNN outperformed

SVM and kNN by a wide margin. In [85], the authors explored the utility of ultrasonic

sensors to distinguish between people and animals (horse) walking and provided an SVM

and a Bayesian classifier to classify them upon high SNR signals and low SNR signals

respectively. SNR is a measure that compares the level of the desired signal to the level

of background noise, low SNR means a high level of background noise. The accuracies

achieved by both classifiers were above 80% with a small gap. GE Smith et al. [107]

measured micro-Doppler signatures of a person, wheeled vehicles, tracked vehicles from

different aspect angles using a Doppler radar operating at Ku-band; the performance

of naive Bayesian classifier was compared with LDA, kNN and DTW. The classification

rates achieved by them were 0.95, 0.90, 0.84, and 0.6, respectively.

Table 3-C: Machine learning algorithms in micro-Doppler

based classification

Algorithms Class Accuracy Citation

Support Vector

Machine (SVM)

Walking while holding an object

with both hands, walking while car-

rying an object with one hand, and

walking with arms swinging

90% [1]

Running, walking, walking while

holding a stick, crawling, boxing

while moving forward, and boxing

while standing

Around

92%

[40]
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Algorithms Class Accuracy Citation

Crawling, walking, and jogging 98.11% [66]

Walking of horse and human, re-

spectively

92.70% [96]

Walking, running of a person and a

group of people respectively

94.62% [68]

Pedestrians swinging [both arms

only one arm, and no arms], on

crutches, pushing wheelchairs, and

seated in wheelchairs

95% [108]

K-Nearest-

Neighbour

(kNN)

Walking, running, and crawling 90.30% [7]

15 hand gestures 96% [109]

Walking, running, boxing, leaping,

and random motion.

87% [110]

Näıve Bayes

Personnel, wheeled vehicles, tracked

vehicles

94% [107]

Armed versus unarmed personnel 95% [81]

Aided and unaided walking 86% [104]

Walking and running

97.08% [111]

Artificial neural

network (ANN)

Walking, falling, bend-

ing/straightening, and sitting

87% [105]

Running, walking, walking without

moving arms, crawling, boxing, box-

ing while moving forward, and sit-

ting still

87.80% [40]



Chapter 3. Human activity recognition, people counting, and coarse-grained localisation
outdoors using micro-Doppler signatures 72

Algorithms Class Accuracy Citation

Convolutional

neural network

(CNN)

Running, walking, walking while

holding a stick, crawling, boxing

while moving forward, boxing while

standing in place, and sitting still

90.90% [44]

A swimming person, a swimming

person pulling a floating object, and

a rowing person in a small boat

87.80% [106]

Swiping from left to right, swip-

ing from right to left, rotating

clockwise, rotating counterclock-

wise, pushing, double pushing, hold-

ing, and double holding

85.60% [112]

Walking alone or side by side in

groups of two or three people

86.90% [70]

Dynamic time

warping (DTW)

Personnel, tracked vehicle, and

wheeled vehicle

80% [113]

Pushing arms and pulling back,

Crossing arms and opening, Cross-

ing arms, Rolling arms, Stop sign,

Pushing arms and opening.

99% [114]

Gaussian mixture

model (GMM)

Human, vehicles, animals 93.30% [115]

One person, two persons, three per-

sons, vehicle, animal, clutter

96% [61]

Humans, truck, vehicle and clutter 99.08% [102]

Linear Discriminant

Analysis (LDA)

Walking of three individuals 98.90% [94]

Walking, running 95.83% [111]
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After a wide exploration of related work, several conclusions can be made. Firstly,

most radars used in related work are very expensive and power-consuming. This prevents

the large-scale application of radar-based systems. It is necessary to apply a low-power

low-cost radar system in human activity recognition. Secondly, handcrafted ways for

feature extraction are time and labour-consuming, and not able to achieve real-time hu-

man activity recognition. Feature extraction algorithms are automatic and efficient, but

the performance of human activity recognition still heavily depends on the quality of

the extracted features. Thirdly, deep learning shows its superiority in human activity

recognition without additional feature extraction. Based on these conclusions, this sec-

tion implements a low-power low-cost radar system to measure human activity indoors

and outdoors. Deep learning is also used for human activity classification in this section

and it is compared with the way of the integration of feature extraction methods and

traditional machine learning.

3.3 The low-power radar system

The Doppler radar system built in this chapter consists of two BumbleBee radars from

Samraksh [116]. This section describes the BumbleBee radar and the low-power radar

system in detail.

3.3.1 The BumbleBee radar

BumbleBee radar is a low-power Pulsed Doppler Radar (PDR) that is designed for a

variety of Wireless Sensor Network (WSN) applications. Its center frequency is 5.8 GHz,

which corresponds to a wavelength of about 5.2 cm. An important reason for using

Bumblebee radar in this research is its low-power-consumption characteristic. It only

consumes about 12 mA, so when using typical 1.5v AA alkaline batteries with a capacity

of 2400 mA hours, it can run at 100% duty cycle for about 8 days [116]. This makes it

suitable for long-term monitoring. BumbleBee radar is also low-cost. It is cheaper than

several radar systems that are claimed as low-cost radar systems in related work. For

example, the X-band CW radar designed in [115] costs $1,245. The K-band radar system
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Table 3-D: Key features of BumbleBee radar
Center frequency 5.8 GHz

Detection range Up to 10m

Coherent output I & Q channels

Range gate sharpness 0.2m

Antenna Onboard antenna

Responds to radial velocity 2.6 cm/s to 2.6 m/s

Total power draw About 12 mA

Coverage pattern 60 degree conical coverage pattern

used in [117] costs about $200. The short-range FMCW radar operating at 24GHz used in

[118] cost about $105. However, the BumbleBee radar only cost $100, including a TelosB

mote. The BumbleBee radar enables a number of low-power, wireless sensor network

applications including simple motion detection, robust intrusion detection using velocity

estimation, velocity-based motion tracking and vibration monitoring. Key features of

BumbleBee radar are shown in Table 3-D.

In particular, the BumbleBee is optimized for WSNs based on motes. BumbleBee

radar and the TelosB Tmote usually work together (as Figure 3.2) with TinyOS 2.x

operating system to provide a data downlink to a remotely located host computer.

TelosB mote (TPR2400) is an open-source platform designed by UC Berkeley, to en-

able state of the art experimentation for the research community. The TelosB bundles

all the essentials for lab studies into a single platform including USB programming capa-

bility, an IEEE 802.15.4 radio with integrated antenna, a low-power MCU with extended

memory and an optional sensor suite (TPR2420) [119]. TelosB mote offers many unique

features. Amongst the main features offered are Zigbee acquiescent RF transceiver, in-

corporated onboard antenna, low current usage microcontroller of 8Mhz TIU MSP430

with 10kb RAM as well as programming and information accumulation through USB, op-

tional sensor suite including incorporated temperature, light and humidity sensor, 1MB

outside flash for information logging. TelosB delivers low power consumption allowing

for long battery life as well as fast wake up from a sleep state. It is fully compatible

with the open-source TinyOS. TinyOS is an energy-efficient software operating system
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Figure 3.2: BumbleBee radar and TelosB mote

developed by UC Berkeley which supports large-scale, self-assembling sensor networks.

The sensor outputs data on two channels providing the in-phase (I) and quadrature-

phase (Q) output signal components, which are used to form the complex signal C =

I+jQ. The I/Q data output by the BumbleBee radar represents the peak of the matched

filtered data acquired for each pulse. Thus, the time interval between each data packet

corresponds to the pulse repetition interval (PRI) of the radar. As a result, this sensor

is only able to supply users with the Doppler and velocity information pertaining to the

target [116].

The time-domain and frequency-domain measurements [7] of the transmitted signals

are shown in Figure 3.3 (a) and (b), respectively. Using the pulse analysis mode of

the signal analyzer, the pulse duration was measured to be 40ns, whereas the pulse

repetition frequency was found to be 2 MHz. In the frequency domain, the envelope of

the received signal is that of a sinc function and corresponds to the Fourier Transform

of the time-domain pulsed Doppler waveform. The bandwidth of the transmitted signal

was measured to be 240 MHz.

3.3.2 The low-power radar system

A multi-radar system composed of two BumbleBee radars was built. The system collected

signals of human activity from multiple angles, this provided more information for the
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Figure 3.3: (a) Time-domain and (b) frequency-domain measurements [7]

classifiers. However, it also means more data was required to be transferred concurrently,

consequently packet loss in data transmission increased in detriment to the gains in

information gathered. It was found that a system consisting of one base station and two

BumbleBee radars provided an increased gain in information gathering without a loss

in data transmission, but for a higher number of radars, the transmission data loss was

noticeable.

For validating the setup of the BumbleBee radars, a corner reflector was used as a

target. The corner reflector is a passive device used to reflect radio waves directly back

toward the radar. The corner reflector consists of three conducting sheet metal surfaces

intersecting perpendicular to each other. The waves that hit the corner reflector are

bounced by each surface to result in reversed direction waves sending back towards the

radar. Therefore, the corner reflector is a useful device for radar system calibration.

The corner reflector was tied to a string and hanged from the ceiling of a laboratory and

pushed slightly to swing back and forth. This experiment followed the same set up as the

corner reflector experiment presented in [8] that also used BumbleBee radars. The corner

reflector’s swinging was measured by the Bumblebee radars, and the collected signals

were used to generate a frequency spectrogram to show the fluctuations of the reflected

micro-Doppler signals. Figure 3.4(a) presents the frequency spectrogram shown in [8]

and Figure 3.4(b) shows the spectrogram obtained from the radars used in this research.
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Figure 3.4: Micro-Doppler signatures of a swinging corner reflector, (a) the
spectrogram in [8], (b) spectrogram of validation in this work

Both spectrograms show similar periodical fluctuations caused by the swinging of the

corner reflector. In both, when the range of the swing angle declines, the amplitude of

fluctuations decreases. Therefore, the setup of Bumblebee radars used in the work of

this thesis was successfully validated.

The Doppler radar system was implemented outdoors. As shown in Figure 3.5, two

radars (BumbleBee 1, BumbleBee 2) were placed in a straight line, eight meters apart

and opposite to each other. One radar was called the primary node (BumbleBee 1), the

other was called the secondary node (BumbleBee 2). There was a base station (Telosb

03) connected to a laptop. The base station received data from the two Telosb motes

(Telosb 01 and Telosb 02). Each mote was connected to one BumbleBee radar. The

shadowed areas were the detection ranges of BumbleBee 1 and BumbleBee 2. The cross

width of the detection ranges was from 10m to 12m. Only targets inside the detection

ranges could be observed. It can be noticed that the union of two radars‘ detection

ranges was split into three non-overlapping ranges, which were 1-3m, 3-5m, and 5-7m

relative to the primary node. The experiments were made in these three different ranges

in order to tag the range labels to the micro-Doppler signatures, which were used for

coarse localisation. The arrows represent the target movement direction relative to the

radar beam. In order to investigate the effects of the angle between the direction of
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Figure 3.5: Doppler radar system implemented in outdoors

movement and the radar, three different directions (0◦, 45◦, and 90◦) were considered.

When the experiments were performed with the radar at 45◦ in relation to the target,

the target moved on the ground in the same way as it did for the 90◦, however, each

radar was rotated to a position where their beams were at 45◦ in relation to the target

movement.

3.4 Experiments

In order to investigate the effectiveness of human activity recognition outdoors using

the radar system, four different tasks were processed in the experiments. They were

human recognition, human activity classification, people counting, and coarse-grained

localisation. As illustrated in Figure 3.6, the output metric for human recognition is

whether the target is human, animal, drone, or there is no target. If the target is

human, then the system further estimates whether the target is running or walking,

how many people the target represents, and the rough range that the target is located

in. Although the maximum number of people counted in a group was 4 and the ranges

for rough localisation are relatively narrow (only 2 meters apart because of the short
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Figure 3.6: Workflow of four tasks, including human recognition, human ac-
tivity detection, people counting, and coarse-grained localisation

detection range of the Bumblebee radar), it is foreseen that the methods used here could

also be applied to a greater number of people and to radars that have greater detection

ranges.

Three different experiments were performed in three different outdoor locations re-

spectively. The experimental locations were populated with trees and shrubs; they were

realistic wild areas. These experiments are described in detail below:

Case 1: Single Person Activity Classification: Three individuals participated in this

experiment. The activities of walking and running were performed from three different

angles (0◦, 45◦, 90◦) relative to the radar beam. The same set of experiments was

performed by each participant one at a time. At 45◦ and 90◦, activities were performed

in three ranges (1-3m, 3-5m, and 5-7m) relative to the primary node.

Figure 3.7 illustrates the micro-Doppler signatures of an individual participant walk-

ing at 0◦, 45◦ and 90◦. The spectrograms were generated by a STFT with a sliding
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Figure 3.7: Micro-Doppler signatures of an individual at different angles

window size of 20s, which is also the length of the horizontal axis (time). The range of

the vertical axis of the spectrograms (frequency) is from -100 Hz to 100 Hz. All spec-

trograms in this section are presented in the same axis range as shown in Figure 3.7(a).

Comparing Figure 3.7(a) and Figure 3.7(b), the motion cycle of running is shorter than

that of walking. There are more than three cycles in the spectrogram for running, but

only two cycles in the spectrogram for walking. This confirms the physical fact that

running takes less time to finish a motion cycle than walking. Interesting to note that

the wave directions of Figure 3.7(a) and Figure 3.7(b) are opposite to the wave directions

of Figure 3.7(e) and Figure 3.7(f), this is because the directions of the primary node and

the secondary node are opposite to each other. When a person moves at 0◦, he/she is

moving towards one radar and moving away from the other radar, consequently the fre-

quencies of the echoed signals of the two radars fluctuate in opposite directions. When a

person moves at 90◦ and 45◦, he/she gets close to or further away from both primary and

second radars, so the frequencies of the echoed signals of the two radars fluctuate in the

same direction as shown in Figure 3.7(c) and Figure 3.7(g) and Figure 3.7(d) and Figure

3.7(h) respectively. Figure 3.7(d) and Figure 3.7(h) present more faded cycle segments,

but in different positions. This is because when the participant is walking at 45◦, he/she
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is at the edge of or outside the detection range of each radar for a small period of time.

In the spectrograms, the change in color intensity results from the changes in the radar

cross-sections (RCS). The RCS is the measure of a target’s ability to reflect the radar

signals in the direction of the radar‘s receiver, i.e. it is a measure of the ratio between the

backscatter density in the direction of the radar (from the target) and the power density

that is intercepted by the target. Larger RCS indicates a greater energy is reflected by

the target, and it produces more intensive color in the spectrograms.

The spectrograms in Figure 3.8 represent the micro-Doppler signatures of an indi-

vidual walking and running at 90◦ in each one of the three ranges. As it can be seen,

the patterns of the signal are different depending on the targets distances to the primary

node. The waveforms in Figure 3.8(a) and Figure 3.8(b) are smooth, the waveforms in

Figure 3.8(c) and Figure 3.8(d) are more zigzagged, and the waveforms in Figure 3.8(e)

and Figure 3.8(f) are almost discrete. This indicates the distance does affect the wave

pattern of the spectrograms of human activity. The spectrograms of the secondary node

are not shown, because the wave patterns collected by the secondary node are similar to

the primary node in each correspondent range.

Figure 3.9 represents micro-Doppler signatures of an individual walking and running

at 45◦ in three different ranges. The patterns of these spectrograms are very similar

to those in Figure 3.8, except that one part of each spectrogram is less clear, almost

disappearing. This is because the target was not always in the detection range when

he/she walked or ran back and forth at 45◦. Notice that the amplitude of the waves in

Figure 3.9 is a little smaller than in Figure 3.8.

Case 2: Activity classification and people counting in a group of people: Nine indi-

viduals participated in this experiment. Participants were arranged into three groups, as

shown in Figure 3.10. The first group had two participants, the second group had three

participants, and the third group consisted of four participants. Each group walked and

ran in three ranges from three different angles (0◦, 45◦, and 90◦) relative to the radar

beam. Participants in the first or second group moved abreast. Participants in the third
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Figure 3.8: Micro-Doppler signatures of an individual walking and running in
different ranges at 90◦

Figure 3.9: Micro-Doppler signatures of individual walking and running at 45◦

with three different ranges

group were divided into two rows with two people in each row and they ran or walked

simultaneously inside the detection range. The main difference between Case 1 and Case

2 is the number of people that composed the target.

Figure 3.11 illustrates the spectrograms of the target with different numbers of people.
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Figure 3.10: Group behaviour classification and people counting

Figure 3.11: Micro-Doppler signatures of different number of people

of the target with different numbers of people. By the naked eye, it is difficult to find

visual differences among the spectrograms. However, if we observe very carefully, it can

be seen that the frequency waves in Figure 3.11(c) and Figure 3.11(d) are thicker than in

Figure 3.11(a) and Figure 3.11(b). It could be understood that more people in a target

would result in a more solid wave shape. However, this phenomenon cannot be observed

in Figure 3.11(e), Figure 3.11(f), Figure 3.11(g), and Figure 3.11(h) possibly as a result

of the speed of the movement.

Case 3: Differentiation among humans, dogs, and drones: One human volunteer, two

dogs, and one drone participated in this experiment, as shown in Figure 3.12. In the first

experiment, separately, each dog was encouraged by their owners to move back and forth

inside the detection range, in order to obtain micro-Doppler signatures of a dog only. In

the second experiment, the volunteer walked a dog back and forth. Because it is hard to
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Figure 3.12: Differentiation among humans, dogs, and drones

Figure 3.13: Micro-Doppler signatures of different subjects, (a) a person, (b)
a dog, (c) a person walking with a dog, (d) a flying drone

control the dog’s speed (i.e. walk and run) inside the detection range, the experiment

did not differentiate between walking and running, and only two angles (0◦ and 90◦)

were investigated. Unavoidably, some noisy data was produced during the experiments,

but the amount was small. In the third experiment, a drone was flying back and forward

in the detection area, the flying height was from 0.5m to 3m.

Combined with the data collected in Case 1 and Case 2, all samples could be classified

into 4 categories according to the different types of the targets, including human, dog, a

person and a dog, and a drone. As shown in Figure 3.13, the spectrograms generated by

different targets are different. Figure 3.13(a) presents the periodic change of a human

walking. Figure 3.13(b) shows the micro-Doppler signatures of a moving dog. Visually,

the frequency wave in Figure 3.13(c) of a moving person and dog seems to have an

overlapping shadow. Figure 3.13(d) shows the micro-Doppler signatures of a flying drone.

It is important to note that the clearest spectrograms were selected to illustrate the

different micro-Doppler signatures. However, as shown in Figure 3.14, many spectro-
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Figure 3.14: Noisy Spectrograms generated from outdoor environments

grams are very noisy or vague. Figure 3.14(a) shows the spectrogram of indoor back-

ground, Figure 3.14(b) and (c) are the spectrograms generated from the outdoor back-

grounds in Case 1 and Case 2 experiments respectively. Compared to Figure 3.14(a),

Figure 3.14(b) and (c) are more noisy and their lines around 0 Hz is more solid. This

reflects that there is more clutter outdoors. The clutter is probably generated from un-

controlled movement from trees, small plants and small animals in the radar’s detection

range. The characteristics of human activities in some spectrograms become vague be-

cause of the clutter. As shown in Figure 3.14(d) and (e), the wave shapes of running and

walking are not continuous. Figure 3.14(f) still shows the wave shape of walking, but

it is very vague. This confirms that the outdoor environment increases the difficulty of

micro-Doppler signature classification outdoors when compared to a more stable indoor

environment.

3.5 Data collection and preprocessing

The data collected in the experiments requires further processing before feature extrac-

tion and classification are made. This is necessary to attenuate the background noise

and better characterize the micro-Doppler signatures.



Chapter 3. Human activity recognition, people counting, and coarse-grained localisation
outdoors using micro-Doppler signatures 86

3.5.1 Data collection

With the Doppler radar system described in Section 3.3, radar signals were collected and

stored in a database. As illustrated in Figure 3.15, signals collected by the BumbleeBee

radars were transferred to the TelosB nodes and radio transferred to the TelosB base

station. The TelsoB base station was connected to a computer which received the signals

through a serial port. Finally, all data was stored into a MongoDB database system,

which is an open-source NoSQL database and it is usually utilized to store a large amount

of time-series data.

Figure 3.15: Data flow diagram of Doppler radar signals

The final data stored into the database contains not only radar signals, but also

labels that informed the time, the types of the target and the types of human activities,

etc. Table 3-E shows the information of each field of a radar signal recorded in the

MongoDB system. The sample frequency of the radars is 250 Hz. The data collected

in the experiments were used to train the classifiers. In prediction, only the ID of the

signals, I and Q values, and the time were used.

3.5.2 Data preprocessing

The original signal is a complex value (I+jQ). Micro-Doppler signatures are represented

in a time-frequency domain. It is required to transform the original radar signals from

the time-amplitude domain into the time-frequency domain using STFT. Figure 3.16(b)

shows a spectrogram generated by STFT. The bright zero line is mainly the direct-current

(DC) component of the signal. In order to attenuate the DC component, a Butterworth

high-pass filter has been applied to the raw signals. The Butterworth high-pass filter
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Table 3-E: Fields of the signal collection
Field Information

ID The identity number of a Doppler radar signal

Q The quadrature power value of a signal

I The in-phase power value of a signal

Time The time a signal was collected (accurate to a millisecond)

SubjectType
The type of a target or targets. ‘0’ is human, ‘1’ is dog,
‘2’ is human and dog, ‘3‘ is no target.

SubjectID The ID of the targets.

SubjectNum The number of participants as a target.

Activity
The type of human activity. ‘0’ is walking,
‘1’ is running, ‘2’ is no human activity

Angle
The angle between the direction of human movement and
the radar beam.

Range
The range of the target located in. ‘0’ is 1-3m,
‘1’ is 3-5m, ‘2’ is 5-8m, ‘3’ is not in any range.

RadarNum The number of radars used in the system set up: 2.

NodeID
The ID of primary node that consists of
BumbleBee 1 and Telsob 1 here.

SecNodeID
The ID of secondary node that consists of
BumbleBee 2 and Telsob 2 here.

can be represented by the following equation [120]:

|H(w)|2 = 1/(1 + (w/wc)
2n) = 1/(1 + ε2(w/ws)

2n), (3.1)

where n is the order of the filter, wc is the cutoff frequency (5 Hz here), ws is the stopband

boundary frequency.

After filtering, a new spectrogram is generated as can be seen in Figure 3.16(c).

The fluctuations obtained from human movements are now more distinctive. Note the

spine of the plot corresponds to the motion from the torso, the smaller fluctuations

around the spine corresponds to the motions from arms and legs. Positive and negative

Doppler frequencies correspond to the subject moving toward or away from the radar,

respectively. For improving the robustness of the classifiers, the samples are required

to be collected from environments with high-levels of clutter. By training the classifiers

with those samples, they can learn how to reduce the interference of the noise in the
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Figure 3.16: Data preprocessing, (a) original signals, (b) spectrogram after
STFT, (c) spectrogram after high-pass filter

environment.

With the STFT technique, a different length of a sequence will result in a different

width of the frequency spectrogram. A windowed STFT processing technique with a

window length of 64 samples and a Hanning weighting, transforms a sequence of 1250

signal samples into a frequency spectrogram with the size of 2048 × 148 × 1 (2048 is

the height, 148 is the width, 1 is the depth). The frequency spectrogram can be taken

as an image with one channel. Figure 3.17 presents a frequency spectrogram that was

created from a sliding-window with the window size of 1250 frames (1250 samples within

the sliding window) and the sliding step with the length of 100 frames. The sampling

frequency of the micro-Doppler signals is 250Hz. So by moving the sliding-window with

continuous sliding steps, a spectrogram can be extracted every 0.4 seconds, which is

calculated by (Sliding step length)/(sample frequency), i.e. 100/250. The effect of the

window size is investigated in Section 3.9.

Through the above processing methods and using an STFT sliding window of 1250

frames (time length of 5s), the described experiments generated 49720 spectrograms in

total. The composition of the samples/spectrograms is shown in Table 3-F.

For the classification, the spectrogram samples were separated into two groups, 80%
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Figure 3.17: A sliding window of STFT

Table 3-F: The composition of samples
Subject Angle Walking Running Total

Single person
0 1150 1200

1540045 2700 3150
90 3500 3700

Two people
0 550 550

700045 1600 1550
90 1150 1600

Three people
0 600 550

720045 1250 1700
90 1300 1800

Four people
0 500 550

695045 1200 1650
90 1150 1900

Dog 90 1350 1350

Human and Dog
0 1200

3150
90 1950

Drone 2820

Background 5850

of the samples were used for training and validation, and 20% for testing. As can be

seen from Table 3-F, the sample size for the classes is not balanced. In order to over-

come this problem, different weights were assigned to each class in the training process;

and the weight ratio was inversely proportional to the proportion of spectrograms of the
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various classes. However, for human recognition, because the numbers of spectrograms

of the experiments with humans and the background are far greater than the number of

spectrograms of the experiments with a dog (including human and dog), 2000 spectro-

grams of human and 2000 spectrograms of the background were randomly selected for

the training.

3.6 Feature Extraction Using Two-Directional Two-Dimensional

Principal Component Analysis

In this work, a time-frequency spectrogram presents the characteristics of human activity

in the time-frequency domain. Feature extraction in micro-Doppler analysis is used to

reduce the number of features of a spectrogram; the aim is to identify features of the

signal, which are required for recognizing an activity, and to disregard other parts as

background noise. A good feature extraction technique is an important component

in a recognition system before classification; because it will dictate the quality of the

classification and the time that the classifiers will take to sufficiently train the model.

Two-directional Two-dimensional Principal Component Analysis was firstly devel-

oped by [121] and used for face representation and recognition. 2D2PCA can be re-

garded as a two-dimensional version of the PCA. PCA is well-known as a classic feature

extraction and dimensionality reduction technique. A spectrogram is an image composed

of a two-dimensional structure of pixels. 2D2PCA performs feature extraction on the

rows and columns of an image simultaneously and it is more efficient in computing the

covariance matrices, the eigenvalues and the eigenvectors than PCA alone.

A spectrogram generated by STFT can be denoted by a matrix A ∈ Rm×n, where R

indicates that the elements of A consist entirely of real numbers. Let X ∈ Rn×d, n ≥ d be

a projection matrix with orthonormal components. Y ∈ Rm×d is generated by projecting

A onto X, which can be written as Y = AX. The reduction of the dimensionality is

achieved by the selection of a suitable value for d, which decides how many features will
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be kept in each row, also is the final number of columns after the projection.

Matrix Y must preserve relevant information of the specific activity contained in

the spectrogram. An ideal projection matrix should ensure that the result after the

projection is very distinct from others of different activities. This makes the samples of

different activities more independent to each other so that they do not cluster together.

Therefore, it is beneficial to the classification if the most relevant information is kept after

projection. In order to determine a good projection matrix X, the following criterion

[121] is adopted:

J(X) = trace{E[(Y − E(Y ))(Y − E(Y ))T ]}

= trace{E[(AX − E(AX))(AX − E(AX))T ]}

= trace{XT E[(A− E(A))T (A− E(A))]X},

(3.2)

where J(·) is an objective function. J must be maximized in order to find the optimal

projection matrix X. E is the expectation operator that when applied to a matrix

produces a new matrix containing the expected values of the elements of the original

matrix. The last term in Eq. (3.2) follows the commutative property of matrices where

trace(QP ) = trace(PQ), Q and P represent any two matrices.

The covariance matrix [121] of A is defined as:

G = E[(A− E(A))T (A− E(A))], (3.3)

Suppose that the training set consists of M spectrograms {A1, Ak, . . . , AM}, the covari-

ance matrix G can be computed as:

G = (1/M)

M∑
k=1

(Ak − Ā)T (Ak − Ā), (3.4)

where Ā is the average spectrograms as Ā = (1/M)
∑M

k=1Ak. Eq. (3.2) can be simplified
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as:

J(X) = XTGX, (3.5)

Let Ak = [(A
(1)
k )T (A

(2)
k )T . . . (A

(m)
k )T ]T and Ā = [(Ā(1))T (Ā(2))T . . . (Ā(m))T ]T , where

A
(i)
k and Ā(i) denote the ith row of Ak and the ith row of Ā, respectively. The covariance

matrix Gr can be rewritten as:

Gr = (1/M)
M∑
k=1

m∑
i=1

(A
(i)
k − Ā

(i))T (A
(i)
k − Ā

(i)), (3.6)

The covariance matrix Gr is essentially the same as G, the only difference is that

matrix A is taken as a set of row vectors. Through diagonalization of covariance matrix

Gr, the ideal projection matrix X can be obtained.

In the same way, matrix A also could be taken as a set of column vectors. Let Ak =

[(A
(1)
k )(A

(2)
k ) . . . (A

(n)
k )] and Ā = [(Ā(1))(Ā(2)) . . . (Ā(n))], where A

(j)
k and Ā(j) denote the

jth column of Ak and the jth column of Ā, respectively. The covariance matrix Gc could

be rewritten as:

Gc = (1/M)
M∑
k=1

n∑
j=1

(A
(j)
k − Ā

(j))(A
(j)
k − Ā

(j))T , (3.7)

Let Z ∈ Rm×q be a matrix with orthonormal columns. Projecting matrix A onto

Z yields matrix B = ZTA,B ∈ Rq×n. The reduction of the dimensionality is achieved

by the selection of a suitable value for q, which determines how many features will be

kept in each column, it also corresponds to the number of rows of B. Z can be obtained

through diagonalization of Gc.

After the projection matrices X and Z are obtained, A must be projected onto X

and Z simultaneously in order to yield a matrix C:

C = ZTAX, (3.8)

the matrix C is called the coefficient matrix. It can be taken as the input features that
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Figure 3.18: Dimension reduction with 2D2PCA

are fed into SVM and kNN classifiers.

Figure 3.18(a) is a spectrogram whose size is 2048 × 616 pixels, which is generated

from a radar signal sequence with a length of 5000. It is the result of echoed radar

signals of a human walking indoors. The method 2D2PCA was applied to this original

spectrogram for different row and column dimension reductions. It is able to restore

the spectrogram from the coefficient matrix C, which is obtained in Equation 3.8. The

restore process can be formulated as:

A
′

= ZCXT , (3.9)

where A
′

is the generated spectrogram after the restoration.

After restoration, it is able to visualize the effect of the dimension reduction by

using 2D2PCA. Figure 3.18(b), (c), (d), (e), and (f) are restored from the coefficients

with different number of row components and column components. Figure 3.18(b) and

Figure 3.18(c) still retain detailed time-frequency characteristics (the periodic waves),

visually they are almost the same as the original spectrogram. Even Restoring by using

the coefficient matrix with the size of 8 rows and 8 columns, the remained characteristics



Chapter 3. Human activity recognition, people counting, and coarse-grained localisation
outdoors using micro-Doppler signatures 94

in Figure 3.18(f) still can reflect the periodic trend of human walking. 2D2PCA is able

to keep most of the distinctive features (pixels) while greatly reducing the dimensions of

the micro-Doppler signatures.

3.7 Machine learning models

Three classifiers, including CNN, SVM, and kNN were modeled in this work. All the

three classifiers were modeled to classify the samples for different classification outputs.

This section details how the classifiers were built and what hyper-parameters were used

and optimized.

3.7.1 Convolutional neural network

The radar system consisted of two BumbleBee radars. In order to fuse the signals from

the radars, the spectrograms generated from them were firstly downsampled into the

size of 50× 50× 1, then overlapped together. The downsampling of the spectrograms is

beneficial to accelerate the training phase by reducing the number of parameters since the

size of 2048×148×1 is too large. A resulting overlapped spectrogram can be considered

as an image with two channels. As shown in Figure 3.19, the overlapped spectrograms

with the shape of 50× 50× 2 was input into a CNN built in this work, which was called

RadarNet.

After investigating several different CNN designs for RadarNet, the complete CNN

architecture that provided the best performance is described below and shown in Figure

3.19.

RadarNet contains three convolutional layers (C1, C2, and C3), two Max Pooling

layers (M1, M2) and two fully connected layers. All three convolutional layers use 3× 3

kernels to do the convolution. The C1 layer contains 16 feature maps, and the size of

each feature map is 48×48×1. A 2×2 filter is used to perform the Max Pooling on C1,

and generate the M1 layer. The C2 layer contains 32 feature maps, and the size of each

feature map is 22×22×1. The resulting M2 layer by Max-Pool the C2 layer has the size
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of 11× 11× 1. The C3 layer contains 48 feature maps, each feature map is a 9× 9× 1

matrix. The F1 layer contains 356 hidden units, and the F2 contains 160 hidden units.

In RadarNet, dropout has been used to control overfitting with an initial dropout

rate of 0.4. Batch normalization [122] has been applied on M1, M2, F1, and F2 as a

regularizer to accelerate convergence. Batch normalization normalizes the output of a

previous activation layer by subtracting the batch mean and dividing by the batch stan-

dard deviation. The Batch normalization is presented in Algorithm 1. In the algorithm,

ε is a constant added to the mini-batch variance for numerical stability [122].

Algorithm 1 Batch Normalization [122].

Input: Values of x over a mini-batch: B = x1. . . , xm; Parameters to be learned: γ , β
Output: yi = BN(γ,β)(xi)

1: µB ← (1/m)
∑m

i=1 xi // min-batch mean

2: σ2B ← (1/m)
∑m

i=1(xi − µB)2 // min-batch variance

3: x̂i ← (xi − µB)/
√
σ2B + ε // normalize

4: yi ← γx̂i + β ≡ BN(γ,β)(xi) //scale and shift

The use of dropout and batch normalization reduces overfitting and accelerates the

training. The optimization function applied is Adadelta, whose initial learning rate

is 0.1. Adadelta is an optimization function that can dynamically adapt over time

using only first order information and it has minimal computational overhead beyond

standard stochastic gradient descent, which is one of the most popular methods used to

perform optimization. Adadelta requires no manual tuning of a learning rate and appears

robust to noisy gradient information, different model architecture choices, various data

modalities, and selection of hyperparameters [123].

3.7.2 Support vector machine

SVM is one of the most used classifiers in micro-Doppler based human activity detection.

SVMs are discrete algorithms that can be used to find the optimal separating hyperplane
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Figure 3.19: Structure of the CNN in human behaviour detection
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Table 3-G: Optimal hyperparameters for different classification tasks
Task Model Gamma C

Human recognition
SVM 10−3.57 7

SVM+2D2PCA 10−5.84 3.1

Human activity classification
SVM 10−3.35 7.34

SVM+2D2PCA 10−5.67 5.37

People counting
SVM 10−3.26 6

SVM+2D2PCA 10−6 6.5

Coarse-grained localisation
SVM 10−3.57 7.9

SVM+2D2PCA 10−6.07 2.9

that maximizes the margin of the training data. A hyperplane is a decision boundary to

separate data of different classes. As a dataset is usually non-linear separable in practice,

the SVM algorithm is implemented using a kernel, which is a way of transforming the

input data into a high-dimensional space. In the transformed feature space, it is possible

to separate the data with a linear hyperplane. An SVM with RBF (Radial Basis Func-

tion) kernel has been applied because a Linear SVM cannot separate the micro-Doppler

data successfully.

Differently from the works in [7, 40, 66, 84] where the features fed into SVMs were

handcrafted, the input features used in this work were extracted automatically in two

different ways. One way was to calculate the mean value of each column in each spec-

trogram and define it as a feature. Another way was applying 2D2PCA on the samples.

The results of these two feature extraction methods are compared later.

Two hyperparameters (C, gamma) in RBF SVM were specified manually. Cross-

validation was used to tune the hyperparameters. Given a hyperparameter space C :

[1, 30], gamma : [0.1, 1.0E − 5], a different pair of parameters was selected from the

hyperparameter space by the cross-validation in each training and validation iteration

in order to build the SVM model. The parameters that make the SVM to perform the

best are the optimal parameters. Table 3-G presents the optimal parameters for different

classification tasks.
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3.7.3 k–Nearest–Neighbor

The k-Nearest-Neighbor (kNN) classification is one of the most fundamental and simple

classification methods and should be one of the first choices for a classification study

when there is little or no prior knowledge about the distribution of the data [124]. It

also has been widely used in micro-Doppler based human activity detection [7, 110, 125].

The kNN classification algorithm itself is fairly straightforward and it can be summarized

by the following steps:

1. Choose the number for k and a distance metric, which is commonly based on the

Euclidean distance.

2. Find the k nearest neighbors of the sample that needs to be classified

3. Assign a class label by majority vote.

In human activity classification, a set of features extracted from frequency spectro-

grams of a micro-Doppler radar can be represented by {fj}NM , (1 ≤ j ≤ M). Where

N is the number of labeled samples (frequency spectrograms), M is the number of fea-

tures in each sample, fj is the jth feature, and an unlabeled sample can be represented

Si = {f ij}M , (1 ≤ j ≤M). In order to find k closest samples to Si, it is necessary to cal-

culate the distance between each labeled sample Sc, (1 ≤ c ≤ N) and Si. The Euclidean

distance is one option for such calculation:

Dist(Sc, Si) = Dist((f c1 , . . . , f
c
M ), (f i1, . . . , f

i
M ))

=

√√√√ M∑
p=1

(f cp − f ip)2.
(3.10)

Cross-validation is used to select a value of k that minimizes the overall distance

between the k nearest labeled samples and the unlabeled sample. Finally, the unlabeled

sample will be classified to the class label with a majority vote from the k nearest labeled

samples. For each classification task, the chosen value of k is presented in Table 3-H.
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Table 3-H: The value k of kNN in different Task
TASK MODEL K

Human recognition
kNN 1

kNN+2D2PCA 1

Human activity classification
KNN 9

kNN+2D2PCA 5

People counting
KNN 4

kNN+2D2PCA 1

Coarse-grained localisation
KNN 7

kNN+2D2PCA 1

Figure 3.20: Normalized confusion matrices of CNNs for subject classification,
activity classification, people counting, coarse localisation

3.8 Result analysis

The models built in Section 3.7 were used to classify the spectrograms. Different ap-

proaches were used to assess the accuracy obtained with these models for the different

classification tasks.
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3.8.1 Optimal performance

Before making a comparison between these five models, the optimal performance achieved

by the RadarNet is presented by using confusion matrices, validation accuracy and val-

idation loss in this section. Figure 3.20 shows the normalized confusion matrices of

RadarNet for the four classification tasks. A confusion matrix is a table that is often

used to describe the performance of a classification model (or ‘classifier’) on a set of

test data for which the true values are known. All correct predictions are located in the

diagonal of the table. A normalized confusion matrix is a confusion matrix with nor-

malization. In Figure 3.20(a), the most misclassified samples were from the “Human’,

and most of them were classified into “Human and dog (Both)’. This implies that it is

relatively difficult to differentiate the micro-Doppler signatures of these two classes and

the micro-Doppler signatures of humans in ’human and dog’ are more prominent. In

Figure 3.20(b), 0.3% of ‘running’ were classified into ‘walking’, this could be probably

because different participants have different walking speeds, and fast-walking people and

slow-running people generated more similar micro-Doppler signatures that are harder to

differentiate. Figure 3.20(c) presents most of the misclassified samples from “1 person’

that were classified into “2 people’; 0.9% of samples from “2 people’ were misclassified

as “1 person’, and 1.2% of samples from “3 people’ were misclassified as “4 people’.

This indicates that adjacent categories are more likely to be misclassified between each

other for the case of people counting. This is because there are more similarities in the

micro-Doppler signatures between adjacent categories of people counting.

Validation accuracy and validation loss are generated in validation of each epoch.

By plotting the lines of validation accuracy and validation loss, it is able to present

how the RadarNet converged to the best result visually. Figure 3.21 shows the lines of

validation accuracy and validation loss for subject classification, activity classification,

rough localisation, and people counting.



Chapter 3. Human activity recognition, people counting, and coarse-grained localisation
outdoors using micro-Doppler signatures 101

Figure 3.21: Lines of validation accuracy and validation loss of RadarNet for
each classification task

3.8.2 Accuracy assessment

The performance of the classifiers is compared using different assessment methods:

1. overall classification accuracy (OA); 2. average class accuracy (AA); 3. Recall; 4. F1
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score. OA is given as

OA =

∑C
i=1 nii
n

, (3.11)

where C is the number of existing classes, nii is the number of samples of class i that

are classified rightly in the prediction and n is the total number of labeled samples

used in the prediction. OA provides the rate of correctly classified samples. However,

it is biased towards the classes that have a high frequency relative to other classes.

Unlike OA, Recall, AA and F1 score provide an average of measures independent of

class distribution. The Recall method can be calculated by

Recall =

∑C
i=1 nii∑C
i=1 ni+

, (3.12)

where ni+ represents the number of reference samples.

The average class accuracy can be calculated by

AA =
1

C

C∑
i=1

nii
ni+

. (3.13)

The F1 score can be calculated by

F1 = 2
Precision×Recall
Precision+Recall

, (3.14)

where Precision is given by

Precision =

∑C
i=1 nii∑C
i=1 n+i

, (3.15)

where n+i represents the number of samples that are predicted to be as class i.

Recall provides the rate of correctly classified samples of class i, (1 ≤ i ≤ C) within

all reference samples of class i, while AA computes the average rate of correctly classified

spectrograms within each class, and F1 calculates the harmonic mean of the precision

and recall.
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Table 3-I: Performance in human recognition
MODEL OA AA RECALL F1

SVM 71.2% 67.1% 71.2% 70.2%

SVM+2D2PCA 97.57% 97.07% 97.57% 97.57%

KNN 57.5% 56.57% 57.5% 56.67%

KNN+2D2PCA 84.94% 85.1% 84.93% 85%

CNN (RadarNet) 98.58% 98% 98.58% 98.58%

3.8.3 Results for human recognition

The aim of human recognition is to differentiate humans from other targets based on

their different micro-Doppler signatures. Animals are the most common confusers. In

this thesis, a dog was used to represent four-legged animals. According to the type of the

targets, the samples were divided into five categories (e.g. human, dog, human and dog,

drone, and background/none). The performance of CNN, SVM, and kNN is shown in Ta-

ble 3-I. RadarNet achieved the highest performance in all different metrics, with 98.58%

in OA, 98% in AA, 98.58% in Recall, and 98.58% in F1. It outperforms SVM+2D2PCA

with around 1% in OA, AA, Recall, and F1. The results of kNN+2D2PCA are around

85% in all four metrics. SVM and kNN had the poorest performance of around 57% and

71%, respectively.

3.8.4 Results for human activity detection

Two types of human activities (walking and running) were performed in the experiments.

So the ‘human’ samples can be divided into two further classes. The performance of the

classifiers are shown in Table 3-J. The best performance of 99.89% in OA, AA, Recall,

and F1 was achieved by the RadarNet, and SVM+2D2PCA followed it closely around

99.4%. K NN+2D2PCA also achieved a good result from 97.2% to 98.35%. The above

three classifiers outperformed SVM and kNN by a wide margin again.

3.8.5 Results for people counting

In Case 1, the micro-Doppler signatures of a single person were collected. In Case 2,

samples for groups of two, three, and four people were collected by the radar system.
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Table 3-J: Performance in human activity detection
MODEL OA AA RECALL F1

SVM 86.6% 87.6% 85.8% 88.13%

SVM+2D2PCA 99.4% 99.33% 99.3% 99.38%

KNN 83.3% 83.16% 83.16% 84.3%

KNN+2D2PCA 98.35% 98.12% 97.2% 98.2%

CNN (RadarNet) 99.89% 99.89% 99.89% 99.89%

Table 3-K: Performance in people counting
MODEL OA AA RECALL F1

SVM 65.3% 58% 65.3% 63%

SVM+2D2PCA 95.9% 95.7% 95.9% 95.9%

KNN 60.46% 52.6% 61% 58.4%

KNN+2D2PCA 83.3% 83.4% 81.88% 83.4%

CNN (RadarNet) 98.85% 98% 98.85% 98.7%

So for people counting, the ‘human’ samples can be further divided into four classes

according to the number of people. The performance of the classifiers in people counting

are shown in Table 3-K. RadarNet still achieved the best performance results around

98.85%, followed by SVM+2D2PCA around 95.8%. kNN+2D2PCA had 12.5% lower

performance than SVM+2D2PCA. SVM and kNN had the poorest performance.

3.8.6 Results for coarse-grained localisation of human targets

The detection area was split into three non-overlapping ranges, which were 1-3m, 3-5m,

and 5-7m relative to the primary node. The coarse-grained localisation estimates which

range the location of the human target belongs to. With these three ranges, the samples

of the human target were divided into three categories. The performance of the classifiers

for coarse-grained localisation are shown in Table 3-L. The overall performance achieved

in coarse-localisation is higher than other three classification tasks. The CNN perfectly

estimated the range where the target was located in. SVM+2D2PCA presented slight

inferior results, with 99.9% in OA, and 99.87% in AA, Recall, and F1. kNN+2D2PCA

also performed very well with the lowest accuracy metric achieving 99.19%. SVM un-

derperformed SVM+2D2PCA by around 12% in the different accuracy metrics. Finally,

kNN presented the lowest scores, achieving a percentage of around 81%.
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Table 3-L: Performance in coarse-grained localisation
MODEL OA AA RECALL F1

SVM 88.2% 87.25% 88% 88%

SVM+2D2PCA 99.9% 99.87% 99.87% 99.87%

KNN 81.8% 81.42% 81.08% 81%

KNN+2D2PCA 99.19% 99.24% 99.19% 99.19%

CNN (RadarNet) 100% 100% 100% 100%

Figure 3.22: The performance of the five classifiers for four classification tasks

3.8.7 Analysis

Based on the results above, Figure 3.22 presents a comparative performance graph for

the different classification tasks. In all four tasks, the highest performance (OA) of the

classifiers was given by RadarNet, followed by the SVM+2D2PCA, then kNN+2D2PCA.

The classifiers with the lowest accuracy results were SVM and kNN. As one of the

most popular deep learning algorithms, CNN has proved to be very suitable for micro-

Doppler signature-based classification. RadarNet achieved the best OA scores, which

were 98.58% in subject classification, 99.89% in human activity classification, 98.85%

in people counting, and 100% in coarse localisation. SVM+2D2PCA followed closely

and kNN+2D2PCA was slightly inferior to SVM+2D2PCA, but both exceeded SVM

and kNN by a wide margin (11%-18%). This shows that the performance of SVM and
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kNN was improved greatly by applying 2D2PCA and makes SVM+2D2PCA a very

cost-effective and time-efficient classifier option for micro-Doppler signatures.

From the aspect of classification tasks, different classification tasks had different levels

of difficulty, which indicated whether samples in a classification task were easier or more

difficult to be classified. People counting is the most difficult classification task, then

followed by subject classification and activity recognition. Rough localisation is the

easiest classification task. This can be seen in Figure 3.22, the average performance

(OA) of all classifiers for coarse localisation was the highest compared to the average

performance of all others; this was followed by human activity classification and subject

classification, while the average results for people counting were the lowest.

3.8.8 Comparison with the related work

There is some other similar work that is worth comparing with this work. In human and

animal classification, the authors in [96] investigated animal confusers, they aimed to

differentiate the categories of human walking and horse walking in an outdoor scenario.

They used a Doppler radar operating at 9.2 GHz, which works at a higher frequency

than the Bumblebee radar and consumes more energy. They achieved an OA of 92.7%

in classification between humans and horses using SVM. Although the confuser was a

different animal in this thesis, a better result was achieved. This indicates that the

performance of the human detection using micro-Doppler signatures depends on both

the classifier and the radars. Although the radar used in [96] has better frequency and

distance resolutions than the Bumblebee radar, a well-modeled CNN like RadarNet is

able to compensate for these limitations.

In human activity classification, the authors in [66] investigated three motions (crawl-

ing, walking, and jogging) in four different environments, including (a) free space, (b)

through-the-wall, (c) leaf tree foliage, and (4) needle tree foliage. They made their exper-

iments using a continuous-wave Doppler radar operating at 6.5 GHz. They implemented

an SVM classifier. The best classification results (OA of 91%) were obtained from the
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experiments in free space, followed by the experiments in leaf tree foliage and in through-

the-wall. The lowest classification rate was from the experiments in needle tree foliage

of around 71%. In this work, only two activities (walking and running) were considered,

but the experiments were performed in an environment comparable to the leaf tree fo-

liage and the needle tree foliage with considerably better results. In [66], the authors

used a BumbleBee radar to measure micro-Doppler signatures of three motions (walking,

running, and crawling) in an indoor scenario. The classification was implemented using

the kNN method. Their classifier correctly classified the activity of walking 90% of the

cases, 88% for running, and 93% for crawling. Although the same radar used in [66]

, they made the experiments in less noisy conditions (indoor environment), but their

results are still not comparable to the 99.8% OA achieved in this work.

For people counting, the authors in [33] applied a Ka-band Doppler radar to measure

the micro-Doppler signatures of people outdoors. The stride rate over the peak period

was extracted from spectrograms as an important feature to classify whether the target

was an individual or a small group. With a kNN classification approach, they achieved

an overall classification rate of 80%. The authors in [70] measured the simulated walking

of subjects using a simulated CW radar. They varied the subjects from no subject to a

group of five people. The classifications were performed using a DCNN on the simulated

data and achieved a high accuracy of 96.1% overall. However, real environments are far

more complex than simulations, therefore the 98.85% overall accuracy achieved in this

thesis for people counting is a good performance.

For micro-Doppler based localisation, to the best of our knowledge, there is still

no relevant comparable work. Because of the low-power consumption, some functions

and the range of the radar system are compromised. According to the Radar Range

Equation [29], if the operating frequency, the antenna gain, and the smallest power of a

radar keep the same, the transmitting power of the radar transmitter needs to increase

16 times in order to double the detection range of the radar. But the transmitting

power is not the total power of the radar, it still also depends on the manufacturing
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level of radar. The methods proposed in this research can be transplanted to other radar

systems with a larger detection range. The advantages of the outdoor system are its

low-power consumption and high performance (accuracy) in human recognition, people

counting, and activity classification. It can be implemented in the key places outdoors

for surveillance, warning of dangers, etc.

For the CNN model, it is difficult to make a direct comparison because there is no

benchmark dataset publicly available in radar-based activity detection. The accuracy

of the CNN model greatly depends on the collected data. Doppler radar samples dif-

fer depending on the radar’s operating frequency, the radar’s power, and the sampling

frequency of the radar signals. All these dependencies prohibit a direct comparison of

the CNNs on the data collected from different Doppler radars. Although a direct com-

parison is not possible, it is worth to describe some of the differences between this work

and [70, 71] apart from the DCNN designs. In [70], it is clearly shown that the CNN

results improve when the radar operating frequency and SNR increase on the synthetic

data. The best results were obtained with the highest frequency tested (10 GHz). For

the measured data, they used a radar with a better hardware specification and higher

operating frequency than ours to measure micro-Doppler signatures of different numbers

of people (from 0 to 3 people). The accuracy achieved by their DCNN was 86.9%. How-

ever, people counting (from 1 to 4 people) performed in this thesis achieved an accuracy

of 98.85%. In [71], the authors used a CW radar operating at 7.25 GHz to perform

human recognition outdoors at 0◦ and a CW radar operating at 2.4 GHz to perform

human activity recognition indoors at 0◦ both in a clear line of sight environment. They

investigated subjects and activities different from the work presented in this thesis. Their

CNN obtained 97.6% overall accuracy in human target classification, while 98.58% was

achieved using a simpler radar system in a more cluttered outdoor environment in this

research.

Therefore, it is plausible to infer that the methods including the signal processing

and the classifiers that were investigated and tested in this research, are solid implemen-
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tation tools to be used in micro-Doppler signature based human activity classification

outdoors. The comparative performance is even better for human activity classifica-

tion and people counting. This work promotes the micro-Doppler based application in

long-term continuous human activity detection outdoors.

3.9 Factors in micro-Doppler based classification

In this section, three factors, including the frame length of the sliding window, the angle

of the movement, and the number of radars were investigated in micro-Doppler based

classification. It is helpful to assess the influence of these factors on micro-Doppler data

processing and model optimization to make its analysis more practical.

Figure 3.23: Performances (OA) of the classifiers with the changing frame
lengths, (a) human recognition, (b) human activity classification,
(c) people counting, (b) coarse-grained localisation
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3.9.1 The frame length of the sliding window

As mentioned in Section 3.5, the radar signals are processed with STFT, which uses a

sliding window with a given frame length to generate spectrograms. It is worth studying

how different frame lengths affect the classification.

Six frame lengths, including 750, 1000, 1250, 1500, 1750, and 2000 samples were

investigated. As the sampling frequency is 250 Hz, the frame length also can be measured

in the time domain. Then the six frame lengths also can be measured as 3s, 4s, 5s, 6s, 7s,

and 8s, respectively. The five classifiers were used to perform the classification with the

generated spectrogram samples. As shown in Figure 3.23, the performances (OA used) of

almost all classifiers increase with the increasing frame length for all four classification

tasks, although the amount of the increase declines for greater frame lengths. The

superiority of the classifier’s performance remained the same as stated in Section 3.8.

Therefore, it is plausible to conclude that increasing the frame length of the sliding

window can increase the classification accuracy. A longer frame length means the sliding

window contains more information that makes the classification easier. In reality, it is

not possible to increase the frame length endlessly, because each activity has a time

period. Also, a longer frame length means a longer sampling time interval that results

in higher latency. So, the frame length is determined based on the tradeoff between the

classification accuracy and the latency. This thesis used a 5s frame length that led to

good accuracies and low latency. Also, the time of 5s was a suitable period to measure the

movement in the detection area, because the walking or the running along the detection

area usually took 4-7s.

3.9.2 Angles of the movement

In Section 3.4, it describes that the experiments were made from three different angles

(0◦, 45◦, and 90◦). The coarse-grained localisation made in Case 3 was investigated

from two angles (45◦ and 90◦). As described in Figure 3.5, the detection area was

split into 3 ranges, the length of these ranges are from 10m to 12m in vertical aspect
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(90◦), but only 2m in horizontal aspect (0◦). 2m is too short and very inconvenient for

participants to perform walking and running. They would keep turning around in this

short range. So this research only investigated coarsed-grained localisation from 45◦ and

90◦. As shown in Figure 3.24, the classifications for human activity detection and people

counting performed the best with spectrograms from 0◦, reaching overall accuracies of

100% and 99.46% respectively. Samples from 45◦ produced the worst results (99.7%

in human activity detection and people counting). For the coarse-grained localisation,

the same OA (100%) was achieved at both 45◦ and 90◦. This means the angle of the

movements has no effect on the classification accuracy in localisation. In conclusion,

the direction of the movement to the radar beam can affect the classification in human

activity and people counting, and 0◦ can provide the best accuracy, followed by 90◦ and

45◦. This is probably because the RCS is largest when people move at 0◦. While for the

coarse-grained localisation, the angle of movement had no effect.

Figure 3.24: Performances of the classifiers in the tasks with different angles

3.9.3 Number of Doppler Radars

The radar system built in this research consisted of two radars. In the data processing,

the signals from both radars were fused together. This section investigates how the
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Table 3-M: Structure of RadarNet and RadarNetone
RadarNet RadarNetone

X (50× 50× 2) X (50× 50× 1)

Conv1-16@48× 48× 1 Conv1-12@48× 48× 1

maxpool Maxpool

BN BN

Conv2-32@22× 22× 1 Conv2-24@22× 22× 1

maxpool Maxpool

BN BN

Dropout (0.3) Dropout (0.3)

Conv3-48@9× 9× 1 Conv3-24@9× 9× 1

Flatten Flatten

BN BN

Dropout (0.4) Dropout (0.4)

FCL-350 FCL-256

BN BN

Dropout (0.3) Dropout (0.3)

FCL-160 FCL-76

FCL (Softmax)

number of radars affects classification. For this purpose, a new CNN model ’RadarNetone’

was trained using only the data from the primary radar node.

The main difference between RadarNetone and RadarNet is the input size, which is

50×50×1 (one spectrogram) for RadarNetone, and 50×50×2 (two overlapped spectro-

grams) for RadarNet. As seen in Table 3-M, the structure of both CNNs are very similar,

both contain 3 convolutional layers, 2 max-pooling layers, and 2 fully connected layers.

However, RadarNetone presents less feature maps and hidden units. The comparison

of their performances is shown in Figure 3.25. The performance obtained from the two

radars was higher than the performance obtained by using only one radar in all four clas-

sification tasks. For human activity detection and coarse-grained localisation, the results

presented by RadarNetone were slightly inferior to those of RadarNet. While in human

recognition, and especially in people counting, the overall accuracy scores obtained by

two radars exceeded those from one radar by a large margin. In people counting, the

overall accuracy score with RadarNetone was 91.57%, while for RadarNet was 98.85%.

In human recognition, the overall accuracy with one radar was 95.70%, while with two
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radars reached 98.58%. It is plausible to conclude that by increasing the number of

radars, the accuracy of micro-Doppler based classification also increases. However, this

increase is small to human activity detection and coarse-grained localisation, but very

obvious to human recognition and people counting.

Figure 3.25: CNN classification with samples of different number of radars

3.10 Summary

This chapter applied micro-Doppler signatures to perform four classification tasks, which

are subject classification, human activity classification, people counting, and coarse lo-

calisation. A radar system that consists of two pulsed Doppler radars operating at 5.8

GHz was built. With the collected radar signals and processing them with STFT, the

patterns of the spectrograms of different subjects, activities, location ranges, and the

number of people were presented and analyzed. Five classifiers, including CNN (Radar-

Net), SVM, SVM+2D2PCA, kNN, kNN+2D2PCA were implemented. It was found that

RadarNet performs the best for all four classification tasks. Also, 2D2PCA proved to

be a very good feature extraction method for micro-Doppler analysis and improved the

performance of SVM and kNN significantly. At last, three factors, including the frame
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length of the sliding window, the angle of the movement, and the number of radars

were investigated for micro-Doppler signature applications. This investigation provided

a valuable guideline for model optimization and experiment setup of micro-Doppler based

research and applications.

In conclusion, this chapter shows that low-power low-cost radars have great potential

for human activity detection, even in outdoor environments surrounded by trees and

foliage.



Chapter 4

Human activity recognition

indoors using micro-Doppler

signatures

According to statistics presented in [126], humans spend more than 80% of their life

indoors. Human activity recognition indoors is very important and has been widely

researched. For micro-Doppler signatures based human activity recognition indoors,

most researched activities are walking, running, crawling, falling, etc. These activities

are human motions. It is difficult to infer our daily events from these motions. It is

expected to extract higher level-activity information such as eating, drinking, watching

TV, sleeping, etc., by human activity recognition. This chapter presents the work of

human activity recognition in a kitchen scenario in order to provide an available way to

monitor human dietary activities.

115
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4.1 Introduction

Human activity recognition plays a crucial role in our daily life. Specifically, human

activity recognition at home enables the development of important applications for as-

sisted living for the elderly and people in need of rehabilitation and support due to mental

health problems (e.g. dementia and depression). For example, statistics agree that in the

next 30 years the number of elderly people will increase about a third, therefore, there

is an increasing demand for remote healthcare systems for one-person households as it

facilitates independent living in a smart home setting and does not require the presence

of caregivers at all times. Routine activities such as eating, drinking, dressing, bathing,

and toileting are commonly referred to as Activities of Daily Living (ADL), which people

tend to do on a daily basis for normal self-care [127]. Nearly real-time ADL monitoring

can allow timely intervention for medical emergencies, for treatment and rehabilitation

support, obesity and diet control or other necessary behavioural health assessment linked

to a physical/mental disease or injury. Activities in the kitchen are directly related to

dietary health. For example, the indication that a person gets in or out of a kitchen can

be used to estimate his/her dinning frequency, time and duration of dining; the activity

detection of eating and drinking can provide the information of the intake of food and

drink. Kitchen scene context-based activity detection can be a useful method for diet

controlling and dietary treatment, also helpful for developing a smart kitchen as a part

of a smart home.

Micro-Doppler signatures can be used to distinguish different moving objects and

human activities. Researchers have applied micro-Doppler signatures in indoor activity

recognition [86], differentiation between human and animal [128], heartbeat and res-

piration detection [129], etc. However, most radars used in these research works are

power-consuming and high-cost, which preclude the use of radar in many scenarios.

The use of low-power low-cost radars to perform micro-Doppler based human activity

recognition are more accessible and suitable for long-time continuous human activity

recognition. In [130], a radar-based network consisting of two short-range radars (25
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GHz) and two long-range radars (5.8 GHz BumbleBee) were used to classify indoor ac-

tivities. The highest accuracy was achieved when fusing data of the two short-range

radars and using a random forest classifier. However, they used a much longer frame

length and the short-range radars have higher frequency resolution than the BumbleBee

radar. The approach proposed in this chapter achieves the same performance with only

two BumbleBee radars in a more challenging scenario.

In this chapter, Bumblebee radars were used to detect human activities in a realistic

kitchen scenario. The low-power radar-based sensor network built in this research is

suitable for long-time continuous human activity recognition and is is easy to deploy.

Combining the radar network with DCNNs, makes the system able to perform nearly

real-time human activity recognition in a kitchen scenario. The contributions presented

in this chapter can be summarized as follows:

1. A non-intrusive and device-free system was built by using a low-cost low-power

radar-based wireless network. By using a very short time (2.5s) window to perform

segmentation, it is able to achieve nearly real-time activity recognition .

2. Human activities are investigated in a very challenging scenario. Activities in the

kitchen are difficult to be separately distinguished as they are short in duration,

they occur in a confined space with multiple appliances and furniture, and the

activities may be chained in many different sequences. The result on the recognition

of several different activities in a single confined house room using a device/tag free

system is a valuable source for future research and comparison on the field.

3. A Deep Convolutional Neural Network (CNN) was built for the target activities,

it performs automatic feature extraction and classification on radar signals. The

DCNN provided a high rate of classification success, and most importantly, it

achieved very good classification results in near real-time.
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4.2 Related work

People spend more than 80% of their lifetime indoors. Most human activities happen

indoors, consequentely with modern living there is a need to perform indoor human ac-

tivity recognition. Human activity recognition indoors is often used in the treatment and

assessment of patients, continual in-home gait and life signs monitoring, and security in

a smart home setting. As noncontact sensors, Doppler radars are very suitable to be

applied in remote health monitoring, and smart home monitoring and control without

being affected by light or intruding people’s privacy. Doppler radars have been widely

used in human activity recognition indoors. In [131], the authors built a hybrid radar

system that incorporates a linear frequency-modulated continuous-wave (FMCW) mode

and an interferometry mode for indoor human localisation and life activity monitoring

applications. The FMCW mode is able to obtain the range information of the sub-

ject. The interferometry mode is utilized to measure micro-Doppler signatures of life

activities. This hybrid radar system is used to perform localisation, respiration pattern

measurement, and activity recognition. In [132], the authors applied a UWB radar in

continuous in-home monitoring by detecting the vital signs (respiration and heart rates).

With the classification by EMD, the overall accuracies reach up to 95% and 91% in de-

tecting respiration and heart rates, respectively. In [133], the authors applied a deep

neural network to classify aided and unaided human activity indoors. A CW radar op-

erating at 4 GHz was used to measure 12 different activities. The performance achieved

by the deep neural network was 89% in overall accuracy, while SVM only obtained 72%.

In [134], the authors proposed behavior-based person identification with the use of an

ultra-wideband impulse radar. A CNN was built and it achieved 95.21% accuracy on

the identification of 15 people.

Currently, most approaches for human activity recognition are based on supervised

machine learning. Although some activities such as heartbeat and breath have been

investigating without training with machine learning algorithms, they are simple and

they generate distinctive patterns (frequency peaks) in frequency. For example, some
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research [135–137] detected heart-rate, and breath rate by extracting frequency peaks of

the signals. In [135], the achieved accuracies for heart-rate detection in different distances

between the subject and the radar are different, which are 96% at 1m, 81.5% at 2m, and

64.6% at 2.5m. However, most human movements and activities are too complex to be

detected by just using signal processing. Most importantly, machine learning achieved

results that are better than other methods. Again for heart-rate detection, the work in

[138] achieved 98% accuracy for heart-rate detection at a distance of 1.3 between the

subject and the radar and above 97% accuracy at the distance of 3m by using deep

learning, which are better than the result achieved in [135]. Since deep learning has

achieved state-of-the-art in many tasks, this work integrated deep CNN with micro-

Doppler analysis for human activity recognition indoors.

Various activities have been investigated indoors for different purposes and applica-

tions by using micro-Doppler signatures. Table 4-A summarizes the activities investi-

gated in the related work and their corresponding applications.

To the best of the author’s knowledge, there is no relevant research applying micro-

Doppler analysis to daily dietary activity recognition and monitoring. Dietary habits

affect people’s health in various ways. An imbalanced diet elevates health risks for many

chronic diseases including obesity. Daily dietary behaviour monitoring can give health

care providers an insight into the dietary habits of patients, like when, how much, and

how frequently a patient go to the kitchen for eating and drinking. With Doppler radars,

the long-term and noncontact monitoring of daily dietary behaviour can be achieved.

4.3 Implementation

This section details the setup of the Doppler radar network. The radar sensor network

was deployed in a kitchen to recognize fifteen human activities. Also, this section presents

the DCNN model built to classify the activities by using the micro-Doppler signatures.
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Table 4-A: Activities and applications of human activity detection indoors us-
ing micro-Doppler signatures

Activities Sensors Application Citation

Respiration, heart-
beat, and body
movement

A CW Doppler radar Sleep monitoring and
sleep quality evalua-
tion

[139]

Falling, walking, walk-
ing with carrying an
object, sitting down,
standing up, picking
up a phone, Bending,
etc.

A FMCW radar oper-
ating at 5.8 GHz and
RGB-D sensors

Falling detection for
elderly people

[140]

Walking, running,
jumping, turning, and
standing up

A passive radar system Activity of daily living
monitoring

[141]

Falling, bending over,
sitting, and standing.

A CW radar operating
at 8 GHz

Falling detection [142]

Respiration, heart-
beat, walking, sitting
while waving hands,
and

FMCW radar operat-
ing at 5.8 GHz

Tracking individual lo-
cation and monitoring
life activity

[131]

Cooking, preparing
meals, washing dishes,
eating, sitting on the
couch, resting in bed

A pulsed-Doppler
radar operating at 4.3
GHz

Detecting early signs
of illness and func-
tional decline.

[132]

Walking, limping,
falling, creeping,
crawling, jogging and
sitting

A CW radar operating
at 4.4 GHz

Remote health moni-
toring

[133]

Walking A pulse Doppler radar
operating at 5.8 GHz

Estimating the speed
of walking, and step
recognition

[143]

Vital signs, minute
motions, and major
bodily motions

A short-range 60 GHz
compact radar

People counting and
occupancy sensing

[144]

4.3.1 Experimental setup

The low-power low-cost radar sensor network implemented in the experiment is almost

the same as the radar system described in Chapter 3. It consists of two BumbleBee radars

and three TelosB motes (see Figure 4.1). The sensor network contains two nodes (‘Node

1’ and ‘Node 2’) and one base station. Each node consists of a BumbleBee radar and
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Figure 4.1: A wireless radar sensor network

a TelsoB mote. The TelosB mote is connected to the BumblebBee radar and transfers

data packets that contain radar signals to the base station. The base station is built

with a TelsoB connected to a PC, where the received data packets are processed.

This network was deployed in a kitchen. The plan of the kitchen is shown in Figure

4.2(a). In order to cover the whole kitchen space, two nodes (green rectangles in Figure

4.2(a)) were placed in two diagonally opposite corners of the kitchen, with an approxi-

mate angle of 30◦ in relation to their left wall. The height of both nodes was 1.2 meters.

Figure 4.2(b) presents the bird’s-eye view of 3D model of the kitchen. As it can be seen,

the kitchen contains a long rectangular table, chairs, a cabinet, a microwave oven, a sink,

etc.

4.3.2 Data collection

Fifteen activities of three people were investigated in the kitchen, including (a) Walking,

(b) Eating, (c) Drinking, (d) Sitting, (e) Standing, (f) Washing, (g) Open door and get

in, (h) Open door and get out, (i) Open cabinet, (j) Close cabinet, (k) Open oven, (l)

Close oven, (m) Open freezer, (n) Close freezer, and (o) No activity. Each activity were
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Figure 4.2: Kitchen scenario (a) Plan, (b) 3D bird’s-eye view

Figure 4.3: Spectrograms of human activities in the kitchen

performed hundreds of times by these three people. Radar signals for these activities

were collected simultaneously by two BumbleBee radars in the network. Figure 4.3 shows

the images and the spectrograms of several targeted activities measured by the radar

sensor network.
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Figure 4.4: Data processing, (a) radar signals, (b) spectrogram after STFT,
(c) spectrogram after high-pass filter

4.3.3 Data processing

Data processing implemented in this work is almost the same as the data processing

described in Chapter 3. The only difference is the length of the sliding window used for

signal segmentation. The durations of different activities are different. Walking, eating,

and drinking take longer time than other activities. So, it is required to select a suitable

length for the sliding window, in order to make sure the window covers at least one

motion cycle of each activity. As shown in Figure 4.4(a), a sliding window of 2.5s was

applied to create spectrograms with the interval of 0.5s. As the sampling rate of each

node is 250 Hz, a sliding window contains 625 signals.

After signal segmentation, the segmented signal sequences were transformed from

amplitude domain to frequency domain by using STFT. The generated spectrogram is

shown as Figure 4.4(b). Because of the DC component, the micro-Doppler signatures of

human activity is vague. For attenuating the DC component, the Butterworth high pass

filter was implemented.

After radar signal processing, 15350 spectrograms were obtained in total in the ex-

periment. The composition of the samples/spectrograms is shown in Fig 4.5.
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Figure 4.5: Number of samples of each type of activity

4.3.4 Micro-Doppler signature analysis

A large amount of spectrograms were collected from the experiments. Before classi-

fication of these spectrograms, it is worth to have a deep insight into the differences

of different activities. Four typical spectrograms of four activities are described and

analyzed as follows:

1. Drinking: a person picks up a cup on the table and has a drink, then puts it

back. As it can be seen from the spectrogram in Figure 4.6(a), there are four

lumps around the 0 frequency. The first two of them result from the subject

picking up the cup. The front one reflects the movement of elbow, the latter one

reflects the movement of the arm. The last two result from the subject putting

the cup back. Conversely, the front one represents the movement of the arm, and

the latter one represents the movement of the elbow. The frequency directions of

the arm and the elbow are opposite, because when the subject picks up and puts

down the cup, the elbow and the arm move in opposite directions.

2. Eating: a person scoops a spoon of food to eat, then puts down the spoon (Figure

4.6(b)). In the corresponding spectrogram, there are two lumps produced around
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Figure 4.6: Four indoor activities and their spectrograms. (a) drinking, (b)
eating, (c) sitting, (d) standing
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zero. The front one is generated by picking up the spoon, and the latter results

from putting the spoon down.

3. Sitting: a person sits down to a chair as shown in Figure 4.6(c). There is a big

lump produced by this movement. The upper part of the lump is more prominent

than its lower part.

4. Standing: a person stands up from a chair as shown in Figure 4.6(d). There also

is a lump produced. Contrary to the spectrogram of sitting, the lower part is more

prominent than its upper part.

In the experiments, not all spectrograms are the same as described above due to the

variable factors such as the position of people and the multipath effect, but spectrograms

of one activity have similar patterns. This section only presents the spectrograms of four

activities because their patterns are relatively simple; other activities are more complex

and scenario-dependent, but each activity has its own micro-Doppler signatures that can

be used for recognition.

4.3.5 The DCNN Model

The radar-based network contains two radar nodes. Each node observes human activities

from a different perspective. In order to fuse the signals from the radars, the spectro-

grams generated from them are firstly down sampled into the size of 80 × 80 × 1, then

overlapped together forming a spectrogram with the size of 80 × 80 × 2 (it can be con-

sidered as an image with two channels). A DCNN model was built to take the fused

spectrograms as input. The structure of the DCNN is shown in Figure 4.7. It contains

three convolutional layers (C1, C2, and C3), two Max Pooling layers (M1, M2) and two

fully connected layers (F1, F2). All three convolutional layers use 3 kernels to do the

convolutionalization. The C1 layer contains 20 feature maps, and the size of each feature

map is 78×78×1. A 2×2 filter is used to perform the Max Pooling on C1, and generate

the M1 layer. The C2 layer contains 36 feature maps, and the size of each feature map

is 37 × 37 × 1. The M2 layer is produced by Max Pooling the C2 layer. The C3 layer
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contains 56 feature maps; each feature map is a 16 × 16 × 1 matrix. The F1 layer con-

tains 550 hidden units, and the F2 contains 240 hidden units. In the training process,

dropout [145] has been used to control overfitting with an initial dropout rate of 0.4.

Batch normalization [122] has been applied on M1 and M2 as a regularizer to accelerate

the convergence. The use of dropout and batch normalization reduces overfitting and

accelerates the training. The optimization function applied is Adadelta, whose initial

learning rate is 0.1.

In the training process, the samples were randomly divided into two groups, 80% of

the samples were used for training and 20% of them for testing. As it can be seen from

Figure 4.5, the sample size of each class is different. For overcoming this imbalanced

problem, different weights were assigned to each class and the weight ratio was inversely

proportional to the proportion of samples of each class.

The DCNN was trained on a computer server containing two E5-2680 2.7GHz CPU,

one K40 GPU and one K20 GPU, 128GB of RAM, and installed with Linux system.

After training for around 500 epochs, the DCNN reached convergence.

4.4 Evaluation

In this section, the performance of the DCNN model is evaluated in three ways.

4.4.1 Evaluation on test dataset

The first evaluation was made by classifying a new dataset that has never been exposed

to the DCNN model during the training. The achieved overall accuracy was 92.81%. As

shown in the normalized confusion matrix of Figure 4.8, the accuracy achieved in ‘Drink-

ing’ was 82%, which was the lowest. Most of the misclassified samples in ‘Drinking’ have

been classified into ‘Eating’. This is because there are a lot of similarities between these

two activities. The classification rates of most activities were above 90%. Especially,

‘Walking’, ‘Open door and get in’ and ‘Open door and get out’ achieved the classification

rate of 100%.
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Figure 4.7: DCNN model
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Figure 4.8: Normalized confusion matrix

4.4.2 Comparison with SVM

The second evaluation was a comparison between the DCNN model and an SVM model.

SVM [146] is a popular traditional machine learning algorithm, which has been widely

used in image classification. PCA was used [147] to extract features as the input of SVM.

As shown in Table 4-B, the DCNN outperformed SVM+PCA by around two percentages

in all three metrics, which were 92.81% in overall accuracy (OA), 93.14% in Recall, and

93.83% in F1.
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Figure 4.9: A timeline visualization of real-time human activity recognition
results

Table 4-B: Comparison of the DCNN and the SVM+PCA

OA Recall F1

DCNN 92.81% 93.14% 93.83%

SVM+PCA 90.9% 91.56% 91.71%

4.4.3 Real-time human activity recognition

The third evaluation was by developing a system combining the radar sensor network

and the DCNN model. With this system, a three-minute real-time sequence of human

activity was captured in the kitchen scenario. Also at the same time, a video camera

recorded the same sequence for groundtruth comparison. In this period, all fiftheen

targeted activities were performed. Figure 4.9 summarized the real-time recognition

results. The first row is the groundtruth and the second is the automatic recognition

of the system. Different colors represent different activities. Except by ‘Close oven’, all

other activities were recognized. ‘Eating’ took the longest time and ‘Walking’ was the

most frequently performed activity. By comparing the groundtruth and the prediction,

it was found that human activities were successfully recognized in more than 89% of the

time, where the prediction exactly matched the groundtruth. It is possible to increase the

recognition accuracy by using wider sliding windows. However, a wider sliding window

also means more latency in the prediction. It is a tradeoff between the accuracy and the

latency.
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4.5 Analysis

The experiment and the result show that the integration of the radar sensor network

and the DCNN achieved a good result in indoor human activity recognition. By using a

very short sliding window for signal segmentation, it is able to achieve nearly real-time

human activity recognition. It is possible to achieve a higher accuracy with better radars

because the low-power capability of the radar sensor network built in this thesis may

compromise some other characteristics, such as detection distance, sampling frequency,

etc. A better design of the DCNN probably can be further explored for improving the

accuracy of human activity classification.

Some activities investigated in this chapter are context-dependent, such as ‘open door

and get in’, ‘open door and get out’, ‘open/close oven’, ‘open/close cabinet’, ‘open/close

fridge’. When a person is performing these activities, the frequency shifts are not only

generated by his/her movements but also generated by the doors of the room, cabinet,

fridge, and oven. When getting to a new scenario, the positions of doors and facilities are

different. They will generate different frequency shifts and affect the results of activity

recognition. So it necessary to collect the samples of these activities again in the new

scenario and re-train the classifiers. However, for the activities including ‘Drinking’,

‘Eating’, ‘Standing’, ‘Sitting’, ‘Walking’ and ‘Washing’, it is unnecessary to collect their

samples again. Because these activities are context-independent. The frequency shifts

generated by these activities are all from the movements of the target person. The

samples of these activities have already been collected from different positions, angles.

So these activities don’t need to be sampled again in a new scenario.

It is worthy to note that this work only investigated single-person activity in a kitchen.

It is suitable for indoor scenario with one person. In many scenarios and at most of the

time, multiple people can appear at the same time. However, the radars used in this thesis

are not able to multi-person activity recognition. Because they are single-antenna radars

that can not get the azimuth and the distance of targets, they are not able to separate
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each target in the spatial dimension. For achieving multi-person activity recognition,

a location-enabled technique is required. Radars with multiple antennas are possibly

able to obtain the locations of targets and separate them. LiDAR also can be used to

track multiple people. In next chapter, a 2D LiDAR is used to perform trajectory-based

multi-person activity recognition.

4.6 Summary

This chapter presented the implementation of a radar sensor network whose good was to

recognize 15 activities in a kitchen scenario. With the collected radar signals, STFT was

used to generate spectrograms that contained micro-Doppler signatures of these human

activities in the frequency domain. A DCNN was built to learn the micro-Doppler

features automatically and classify the activities. The DCNN achieved 92.81% overall

accuracy in the test, which exceeded the performance of SVM+PCA by around 2%. A

system combing the radar network and the DCNN was implemented to achieve nearly

real-time recognition. It successfully recognized human activities in more than 89% of the

time. This chapter shows the great potential of a low-power low-cost radar-enable sensor

network in a kitchen context-based human activity recognition, which is helpful in diet-

controlling, patient monitoring and smart kitchen design. The proposed approach has

the advantages of not requiring wearable sensors, it is power-saving and computationally

efficient.



Chapter 5

Multi-person activity recognition

using a 2D LiDAR

In many situations, when monitoring activities indoors, there are more than just one

person in a room. In these cases, it is necessary to perform multiple people activity

recognition simultaneously. Human activity is usually accompanied by location changes

of humans. Consequently, it is required to track each person while he/she is moving when

performing monitoring. LiDAR (Light Detection and Ranging) is a popular technique

in localisation and surveying. It can achieve centimeter-level localisation that is able to

separate multiple people spatially. It is also able to achieve real-time people tracking

due to the fast response of the LiDAR. This chapter presents trajectory-based multiple

people activity recognition in nearly real-time by using a 2D LiDAR to track and collect

trajectories of each person.

133
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5.1 Introduction

Location acquisition systems have been widely applied in many recent applications and

they have achieved by various techniques, such as GPS, radar, LiDAR, etc. These sys-

tems generate a large amount of location data, and in the past years, they have been

applied in navigation, route planning, and mapping. Recently, more and more studies

attempt to infer semantic information from the trajectories formed by the locations of

people, for example, for personalized recommendation, smarter home or more intelligent

human-like robot interaction. Although there are many localisation techniques, none

of those can be applied ubiquitously for any purpose. GPS hardly works indoors as

its signals cannot penetrate walls. Radars may suffer interference from the ground sur-

rounding and multi-path effects. Bluetooth and RFID (Radio-Frequency Identification)

can perform indoor localisation, however, due to their short-range sensing capability,

they generally require larger deployments that may become difficult to maintain. As

a surveying and mapping technique, LiDAR has been increasingly used in self-driving

vehicles and robots due to its high localisation accuracy, good real-time performance,

and easy deployment. LiDAR also can be applied both indoors and outdoors. As 2D

LiDARs are more affordable than 3D LiDARs, the work proposed in this chapter is to

use a 2D LiDAR to perform multiple people activity recognition indoors.

A trajectory, e.g. a sequence of coordinates, can be collected by a LiDAR. A trajec-

tory is a time series that contains both spatial and temporal information. RNN has been

widely used to process time-sequential data due to the connections between its nodes

form a directed graph along a temporal sequence. As a variant of RNN, LSTM further

uses three gates to regulate the flow of information into and out of each node, which

overcomes the exploding and vanishing gradient problems existing in conventional RNN

models. LSTM has achieved state-of-art in many areas, such as natural language pro-

cessing, weather forecasting, speech recognition, etc. In this chapter, an LSTM network

and a temporal convolutional networks (TCN) is built to classify human trajectories into

predefined activity and the performance of them are compared.
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It is more challenging to perform human activity recognition using wireless sensing

techniques than using wearable sensors. For wearable sensor-based HAR, each person

wears sensor devices, the sensor data is collected from each specific person. However,

wireless sensing techniques including LiDAR, Radar, and WiFi monitor a scenario that

contains both humans and non-human objects such as walls, tables, animals, etc. It

is necessary to differentiate humans from non-human objects before performing HAR.

Another challenge is that multiple people can appear in the detection area of wireless

sensors. For recognizing the activities of different people, it is necessary to track each

person separately. LiDAR can achieve centimeter-level localisation accuracy, by using

this characteristic of LiDARs, it is possible to separate multiple people in the spatial

dimension. LiDARs also have a very fast response time that makes them suitable for

real-time tracking. These reasons drove us to choose a 2D LiDAR to perform multi-

person activity recognition.

5.2 Related work

Trajectory-based human activity recognition is gradually attracting the attention from

industry and academia as human activity is usually accompanied by the location changes

of people. A wide variety of sensors can be used to perform trajectory-based human ac-

tivity recognition. Cameras are widely deployed for trajectory-based human activity

recognition because videos and images are visual forms that can easily be perceived by

our eyes. In [148], the authors proposed to detect abnormal behaviour through trajec-

tory analysis and anomaly modeling upon a camera sensor network. Target trajectories

are firstly reconstructed as symbol sequences. Then the sequences are fed into a Markov

model to automatically analyse abnormal behaviour. Finally, the anomaly detection

is decided through the majority voting of local results of individual camera nodes. In

[149], the authors proposed to detect two types of motion anomalies based on people’s

trajectory. Firstly, the author segmented the surveillance scene as a Region Associa-

tion Graph (RAG). The trajectory of individual motion activity is represented by the

nodes and edges in the RAG. The authors further extracted statistical features from the
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trajectories in order to train an SVM that used to detect anomalies. In [150], the au-

thors presented a method based on hierarchical Dirichlet process hidden Markov models

(HDP-HMM) to model human trajectories and recognize human activities. They applied

this method to two real-world scenes, which include a shopping center and a university

campus. For the shopping center, four activities including ‘entering’, ‘leaving’, ‘passing’,

‘browsing’ were investigated. For the university campus, seven activities including ‘en-

tering’, ‘leaving’, ‘crossing park up’, ‘crossing park down’, ‘passing through’, ‘walking

along’, and ‘wandering’ were considered. The overall accuracies achieved in these two

scenarios were 96.76% and 96.62% respectively. In [151], the authors proposed an un-

supervised method to perform human activity recognition by building a scene topology

that defines a set of regions interacting with individuals. An activity is described by a

trajectory cut over the topology. An activity recognition model is built by measuring

the activity similarity. GPS as a popular positioning and navigation technique also has

been used in trajectory-based activity recognition. In [152], the authors proposed an

automatic activity detection method using POIs’ (Point of Interests) spatial-temporal

attractiveness to identify activity-locations as well as durations from raw GPS trajec-

tory. In [153], the authors proposed a cost-sensitive approach for activity recognition

from GPS-logs by measuring the importance of each activity from spatial and temporal

perspectives. The cost function is combined with other activity recognition models to

perform activity recognition. In the experiment, nine activities including ‘Work’, ‘Stay

home’, ‘Visit Friends’, ‘Shopping’, ‘Dining outside’, ‘Visit Scenic’, ‘Pick up’, ‘Enter-

tainment’, and ‘Other’ were investigated. They achieved near 70% in macro average

accuracy. In [154], the authors extracted and labelled individual activities and signifi-

cant places from traces of GPS data with the consideration of high-level context. They

demonstrated a model of Relational Markov Networks (RMNs) that trained from a group

of persons, and then applied successfully to a different person, achieving more than 85%

accuracy in determining low-level activities.

LiDAR (Light Detection and Ranging) is becoming increasingly popular. It is an

important component in robots and self-driving cars, which enables them to perform
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localisation, navigation, and mapping. It has been widely applied in object localisation

[155–157], tracking [158–160], and mapping [161, 162]. Currently, there is little research

in trajectory-based human activity recognition using LiDAR. In [? ], the authors used

a multi-beam LiDAR sensor to perform gait analysis and activity recognition. Firstly,

they performed target re-identification through silhouette print extraction. Then they

proposed a Gait Energy Image-Based approach for feature extraction. Finally, CNNs

were built and trained for activity recognition. In the experiment, nearly 80% overall

accuracy was achieved in the classification of five activities including ‘bend’, ‘watch’,

‘phone’, ‘wave’, and ‘wave2’. In [163], the authors used a 3D LiDAR to perform driving

behaviours recognition. They proposed the concept of behaviour distance, which is DTW

distance of the tracks of individual target and the car. Based on the behaviour distance,

they successfully recognized 5 different car-related behaviours (Drive-GetOff, GetOn,

Trunk, GetOn-Drive, DropOff) with 90% overall accuracy. In [164], the authors used

a 2D laser to investigate interactions between persons and detect anomalies in three

different environments: open layout laboratory, corridor, and an outdoor courtyard.

Tracks of persons were split into segments. Then a Markov model was built to represent

the activity segments. Kullback-Leibler distance was calculated to measure the similarity

of the segments of two people for interaction detection. In [165], the authors used a

2D laser to perform activity recognition of an individual in a kitchen scenario. The

trajectories of the target were annotated with activity labels. A seq2seq model was built

to perform the classification. However, they did not differentiate human targets and

obstacles, and the system recognized activities of only one person, which is fine for single

people occupancy, but not for a family home.

It is worth to make a comparison between LiDAR sensors and other techniques in

trajectory-based activity recognition. Compared to cameras, LiDAR is unaffected by

light, and it is privacy-preserved due to targets’ faces are unexposed. It is easy to in-

tegrate a LiDAR sensor’s local coordinate system into a global coordinate system [166].

However, trajectories obtained from videos are hardly converted to a global coordinate

system and the trajectory-based analysis in videos is heavily dependent on the azimuth
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and inclination of the camera. The data of a LiDAR is a sequence of coordinates that

indicate the directions and distances to the LiDAR. However, the data of a camera is

a sequence of images consisting of RGB values. If the position of a LiDAR in a global

coordinate system is known, it is able to convert the LiDAR points to this global coor-

dinate system because the relative positions of these points to the LiDAR are known.

However, with images collected by a camera, it is impossible to know the relative posi-

tions of the objects in the images. Trajectories extracted from images only reflect their

pixel positions in the images, not the real position to the camera. Compare to GPS and

other wearable sensors, LiDAR is device-free, which does not require people to carry

any transmitters and receivers. In addition, GPS signals are difficult to be received in-

doors. All these advantages drive us to use a LiDAR to perform multiple people activity

recognition.

Machine learning has been widely applied in trajectory-based human activity recog-

nition to classify different activities. DTW is one of the most used algorithms in human

activity detection [167, 168]. It measures the similarity between two temporal sequences

to find the optimum distance between time series [169]. As almost all trajectories are

time-series, DTW has innate advantages in processing them. In [170], the authors built

a DTW model to cluster similar trajectories in a video surveillance system for suspicious

behavior detection. HMM is also favored in HAR [171, 172]. It is a Markov chain with

both hidden and observable stochastic processes. In [173], the authors built a hierarchi-

cal Dirichlet process HMM upon GPS trajectories to detect anomalies of human motion

in dynamic traffic control. A RNN as a deep learning method has widely applied in

sequential data classification. It also has been used in trajectory prediction and classifi-

cation. In [174], the authors proposed an LSTM model to perform trajectory and activity

prediction from videos. Ma et al. [165] implemented a RNN to classify location-driven

sequences of a user to recognize human activity in a kitchen. This chapter implements

DTW, HMM, and LSTM, and compares their performances in LiDAR-based human

activity recognition.
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Table 5-A summarizes the sensors, algorithms, and activities investigated in related

work.

Table 5-A: Sensors, algorithms used in trajectory-based ac-

tivity recognition

Sensors Algorithm Activity Accuracy Citation

Camera

Markov model Abnormal behaviour (running,

following) detection through tra-

jectory analysis

93.7% [148]

SVM Two distinct types of anomalies 86% [149]

Hierarchical

Dirichlet process

hidden Markov

model

Four activities in shopping center

and seven activities in a campus

96.76%

and 96.62

respectively

[150]

Channel-

Separated

Convolutional

Network

400 activities in a benchmark

dataset of Kinetics-400

53.3% [175]

GPS

Spatial temporal

POIs’ Attractive-

ness based activ-

ity identification

Six activities: “Dining”, “Shop-

ping”, “Entertainment”, “Public

facilities” and “Others”

70% [152]

Hidden Markov

Model

Working, staying home, visiting

friends, shopping, dining outside,

visiting scenic, picking up, enter-

tainment

About 70% [153]

Relational

Markov Net-

works

Walk, sleep, leisure, visit, pickup,

on/off car, other

85% [154]
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Sensors Algorithm Activity Accuracy Citation

LiDAR

Convolutional

neural networks

Five activities including ‘bend’,

‘watch’, ‘phone’, ‘wave’, and

‘wave2

80% [176]

Dynamic time

warping

Five car-related behaviours

(Drive-GetOff, GetOn, Trunk,

GetOn-Drive, DropOff

90% [163]

Recurrent Neural

Network

Seventeen activities in a kitchen 88% [165]

5.3 Methodology

The main steps of LiDAR-based human activity recognition are demonstrated in Figure

5.1. Firstly, a 2D LiDAR is used to collect a set of points, which are reflected by

walls, tables, humans, etc. Then this point set is grouped into different clusters that

represent different objects in a scene. Human recognition is achieved upon these point

clusters by using a random forest to classify geometric features extracted from them. The

Kalman Filter is applied to perform continuous tracking of multiple people. Trajectories

obtained from the tracking are further segmented and tagged with predefined activity

labels. Trajectory augmentation is implemented to enrich the samples and overcome the

problem of unbalanced classes. Finally, an LSTM network and a TCN were built to

perform trajectory classification. After training, both two networks are able to perform

human activity recognition online. The details of each step are described in the following

subsections.

5.3.1 Point clustering

The raw data of a LiDAR is a sequence of polar coordinates and each coordinate is noted

as (r, θ) where r is the distance to LiDAR and θ is the angle. For facilitating subsequent

processing, these coordinates are transformed from the polar coordinate system to a
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Figure 5.1: Workflow of LiDAR-based human activity recognition

plane coordinate system. Then the data at each timestep can be described as a sequence

S =
{
p1, p2, ..., pn

}
, where n is the total number of points.

It requires to perform clusters to group the points in S into different clusters for dif-

ferentiating different objects. The DBSCAN is applied to perform clustering. DBSCAN

is a density-based spatial clustering algorithm based on a threshold for the number of

neighbors, minPts, within the radius ε [177]. A point with a neighbor count greater

than or equal to minPts within ε, is identified as a core point. A border point has the

number of neighbors that less than minPts but it belongs to the ε-neighborhood of other

points. If a point is neither a core nor a border point, then it is called a noise point. For

understanding the DBSCAN, three terms are defined:

Direct density reachable: a point A is directly density reachable from another point B

if A is in the ε-the neighborhood of B and B is a core point.

Density reachable: a point A is density reachable from B if there are a set of core

points leading from B to A.

Density connected : two points A and B are density connected if there are a core point

C, such that both A and B are density reachable from C.

The DBSCAN can be abstracted into the following steps:
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Figure 5.2: Illustration of the DBSCAN cluster algorithm

1. Find all neighbor points within ε of every point, and each point with more than

minPts neighbors within ε are marked as a core point.

2. For each core point if it is not already assigned to a cluster, create a new cluster.

Find recursively all its density connected points and assign them to the same cluster

as the core point.

3. Iterate through the remaining unvisited points in the dataset. Those points that

do not belong to any cluster are marked as noise.

Figure 5.2 illustrates the concepts of DBSCAN. The minPt is 4, and the ε is indicated

by the size of the circles. N is a noise point, A is a core point, and points B and C are

border points. Arrows indicate direct density reachability. Points B and C are density

connected, because both are density reachable from A. N is not density reachable, and

thus considered to be a noise point.

Compared to other clustering algorithms, DBSCAN does not need to specify the

number of clusters and it is able to discover arbitrarily shaped clusters and robust to

noise [178].
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5.3.2 Human recognition

The clusters obtained after point clustering represent many different objects. It is nec-

essary to recognize which cluster is human for getting its trajectory. The clusters show

the differences in geometric characteristics between human and non-human. Geometric

differences can be shown in linearity, circularity, angularity, etc. As Angus et al. did in

[160], fifteen geometric features were extracted (shown in Figure 5.3) from each cluster.

Base on these features, a random forest was built to classify human and non-human.

Random forest is an ensemble learning method for classification, regression by con-

structing a collection of decision trees. Decision tree is built by finding the the feature

and decision threshold which splits the data as much as possible into its distinct classes.

The splitting is repeated on each derived subset of data in a recursive manner until all

data are fully split into distinct classes or a termination criterion is met. Algorithms

for constructing decision trees usually work top-down, by choosing a threshold at each

iteration that splits a subset of data. Several possible metrics are used to measure the

optimality of the decision tree split. Gini impurity is the default metric in decision tree.

It is a measure of how often a randomly chosen element from the set would be incorrectly

labeled if it was randomly labeled according to the distribution of labels in the subset.

To compute Gini impurity for a dataset with J classes, suppose i ∈ {1, 2, ..., J}, and let

pi be the fraction of items labeled with class i in the set.

IG(p) =

J∑
i=1

pi
∑
k 6=i

pk =

J∑
i=1

pi(1− pi) =

J∑
i=1

(pi − pi2)

=

J∑
i=1

pi −
J∑
i=1

pi
2 = 1−

J∑
i=1

pi
2.

(5.1)

A random forest is trained by constructing a set of decision trees with the number

of trees specified by a hyperparameter N . Thus, the random forest consists of N trees.

For a new dataset, each item of the dataset is input to each of the N trees. The random

forest chooses a class having the most out of N votes.
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Figure 5.3: Human recognition

A random forest built with 25 decisions trees is used to classify human and non-human

objects in this thesis. Positive (human) samples are collected from a clear and open space

and negative (non-human) samples are collected from various indoor spaces without

people. The total number of samples is 12000 that consists of 6000 positive samples

and 6000 negative samples. The overall accuracy achieved in classification is 96%. The

2D geometric features may not contain enough information to fully discriminate humans

from other objects, which probably compromises the results of human recognition. If

using a 3D LiDAR or fusing with other sensors, the accuracy of human recognition is

expected to be further improved.

One benefit of random forest is that it can measure the confidence level in the clas-

sification by aggregating the classification output of each individual tree. Thus, rather

than just using the predicted labels, confidence level generated from random forest is

considered to eliminate the noise and increase reliability.

5.3.3 Multiple people tracking

In order to obtain the trajectories of human clusters, it is necessary to perform continuous

target tracking. Kalman filter is one of the most popular tracking algorithms due to its

efficiency and accuracy. It is an optimal recursive data processing, which uses a series

of measurements observed over time to produce an estimate of the desired variables and
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finds the optimal state with the smallest possible variance error. It contains two steps:

prediction and correction. In the prediction step, the state is predicted with the dynamic

model, while in the correction step, the state is corrected with the observation model.

The process and measurement equations for the Kalman filter are given as follows:

xk = Axk−1 +Buk + wk−1,

zk = Hxk + vk,

(5.2)

where k is the discrete time, xk is the state vector, zk is the observation vector, A and

H are the transition matrix and observation matrix respectively. Bk is the control-input

model which is applied to the control vector uk. wk−1 and vk are Gaussian random

variable with zero mean, so their probability distributions are p(w) ∼ N(0, Q), p(v) ∼

N(0, R) where the covariance matrix Q and R are referred to as transition noise covari-

ance matrix and observation noise covariance matrix.

The prediction stage for the Kalman filter is as follows:

x̂−k = Ax̂k−1 +Buk,

P−k = APk−1A
T +Q,

(5.3)

a priori estimate of state x̂−k and covariance error P−k is obtained for the next time step

k

The correction stage for the Kalman filter is as follows:

Kk = P−k H
T (HP−k H

T +R)−1,

x̂k = x̂−k +Kk(zk −Hx̂−k ),

Pk = (1−KkH)P−k ,

(5.4)

Kk is the Kalman gain which is computed by above equations. After that a posterior

state estimate x−k and a posterior error estimate Pk is computed by the measurement

zk. The prediction and correction equations are calculated recursively with the previous
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Figure 5.4: Trajectory segmentation

posterior estimates to predict new prior estimates.

In a tracking system, the state vector isX = [x, y, vx, vy, ax, ay]
T , where (x, y), (vx, vy)

and (ax, ay) represent position, velocity and acceleration, respectively. The observation

vector is Z = (x′, y′).

5.3.4 Trajectory segmentation and augmentation

A trajectory can be the result of the location displacement when one or a sequence of

activities is performed. For differentiating activities,, a trajectory is split into segments

that each segment represents one activity. Several ways have been used to perform

trajectory segmentation, such as distance-based segmentation, time-based segmentation,

and the number of points-based segmentation. They split a trajectory into segments with

the same distance, time, and the number of points, respectively. In this research, the

number of points-based segmentation is implemented. A sliding window with the length

of d is applied to perform segmentation at the interval of v. For instance, Figure 5.4

shows a sliding window with the length of 6 (location points) and the sliding interval of

3 (location points).

In our daily life, the frequency and duration of different activities are different. For

example, the activity of ‘having a meal’ are mainly performed 3 times a day but the
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activity like ‘washing hands’ can be performed many times, while the time consumed by

‘having a meal’ is much longer than ‘washing hands’. This leads the problem of data

sparsity that some activities have many samples but others have few. To overcome this

problem, trajectory augmentation was implemented by using spatial transformation. In

machine learning, data augmentation is used to create more training samples through

different ways of processing or a combination of multiple processing upon the original

samples. Data augmentation can increase the number of samples and boost the perfor-

mance of deep learning. In this paper, spatial transformation is applied upon the raw

trajectories to perform trajectory augmentation because the trajectories are spatial data.

A spatial transformation is a mapping function that builds a spatial connection between

all points in an image or geographic map and another set of points [179]. The methods

implemented in this thesis are described as follows:

1. Translation: all points are translated to new positions by adding offsets Tx and Ty

to x and y, respectively.

[x
′
y
′

1] = [x y 1] ·


1 0 0

0 1 0

Tx Ty 1

 (5.5)

2. Rotation: all points in the 2D plane are rotated around the origin through the

counterclockwise angle θ.

[x
′
y
′

1] = [x y 1] ·


cosθ sinθ 0

−sinθ cosθ 0

0 0 1

 (5.6)

3. Scale: all points are scaled by applying the scale factors Sx and Sy to the x and y
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Figure 5.5: Trajectory augmentation

coordinates,respectively.

[x
′
y
′

1] = [x y 1] ·


Sx 0 0

0 Sv 0

0 0 1

 (5.7)

Except for spatial transformation, Gaussian noise is also added to the raw trajectories.

The process of trajectory augmentation is shown in Figure 5.5. It is worthy to note that

it requires to control the range of spatial transformation to avoid to change the semantic

information of trajectories.

5.4 Experimental setup

This section introduces the LiDAR and human activity recognition experiments.

The LiDAR used here is UST-10LX as shown in Figure 5.6(a). Its error in localisation

accuracy is within 40mm. Figure 5.6(b) some characteristics of UST-10LX. It has a

maximum detection distance of 30m and scan angle of 270◦. Its angular resolution is

0.25◦. One scan of it has 1081 measurement steps. More information about UST-10LX

can be found in Table 5.4.

The experiments were made in the same kitchen as described in Chapter 4. An

UST-10LX LiDAR was put in the height of 1.2m and close to the up-left corner of the
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Figure 5.6: (a) UST-10LX LiDAR, (b) Laser scanning image

Table 5-B: Specifications of UST-10LX LiDAR [9]
Model UST-10LX

Supply voltage 12VDC/24VDC (Operation range 10 to 30V ripple within
10%)

Supply current 150mA or less (When using DC24V) (during start up 450mA
is necessary.)

Light source Laser semiconductor (905nm) Laser class 1 (IEC60825-
1:2007)

Detection range 0.06m to 10m (white Kent sheet)
0.06m to 4m (diffuse reflectance 10%)
Max. detection distance : 30m

Accuracy 40mm

Repeated accuracy < 30mm

Scan angle 270◦

Scan speed 25ms (Motor speed 2400rpm)

Angular resolution 0.25◦

Start up time Within 10 sec (start up time differs if malfunction is detected
during start up)

Input IP reset input, photo-coupler input (current 4mA at ON)

Output Synchronous Output, photo coupler open collector output
30VDC 50mA MAX

Ambient temperature and
humidity

−10◦C to 50◦C, below 85%RH (without dew, frost)

Storage temperature and
humidity

−30◦C to 70◦C, below 85%RH (without dew, frost)

Weight 130g (Excluding cable)

Material Front case: Polycarbonate, Rear case: Aluminum

Dimensions (W ×D ×H) 50× 50× 70mm (sensor only)

kitchen. The sampling frequency for data collection is 10 Hz (10 scans per second).

The collected data was further processed using the methods described in Section 5.3



Chapter 5. Multi-person activity recognition using a 2D LiDAR 150

as shown in Figure 5.7. The raw LiDAR data (Figure 5.7(a)) consists of the points

reflected from tables, walls, humans, etc. After clustering using DBSCAN, the points

are clustered into different groups that shown with different colors in Figure 5.7(b). Then

human recognition was achieved by classifying 15 geometric features extracted from these

clusters using random forest with 25 trees. Finally, the Kalman filter was built for each

human target in order to obtain their trajectories.

The kitchen was monitored using the LiDAR for a whole day and a density map of

human trajectories was plotted to present the spatial distribution of their daily activities.

As shown in Figure 5.8, human trajectories are mainly concentrated around the sink, the

oven, the chair, and the door in the kitchen. These four areas can be seen as four stay

areas that people usually stop for some amount of time. For example, people usually

stay around the sink to wash their cooking utensils, stay by the oven for cooking, and

sit on the chair for eating. Based on this, 15 activities were predefined, including: ‘get

in’, ‘get out’, ‘from sink to door’, ‘from chair to sink’, ‘from oven to chair’, ‘from sink

to chair’, ‘washing’, ‘from door to sink’, ‘cooking’, ‘from oven to door’, ‘sitting’, ‘from

oven to sink’, ‘from chair to oven’, ‘from door to oven’, ‘from sink to oven’. Most of the

activities investigated are ‘from . . . to . . . ’ can be taken as just walking. But walking

cannot provide further more information about the activity that a person is engaging in

and the object that the person is interacting with.

Trajectories of these activities (except ‘get in’ and ‘get out’) begin or end at these

stay areas. Based on this, a tracker is defined for each person in the detection range. The

properties of a tracker include ‘id’, ‘current stay’, ‘last stay’, ‘stay time’, and ‘current

trajectory’ as shown in Figure 5.9. The trajectory collection process for each person is:

1. Initialize a tracker for each person in the detection area and set the tracker’s

‘current stay’ and ‘last stay’ as none.

2. Update the tracker at each scanning frame of the LIDAR and judge whether the

current location of the tracker is within a stay area. If it is within a certain stay
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Figure 5.7: LiDAR data processing

area, then set its ‘current stay’ as the name of the stay area and initialize its

’current trajectory’ as a point list to store the trajectory of the tracker.
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Figure 5.8: Density map of human trajectory in the kitchen

Figure 5.9: Process of trajectory collection

3. When the tracker reaches a new stay area, then set its ’last stay’ as the value of

’current stay’ and its ’current stay’ as the name of this new stay area. Save its

’current trajectory’ as a trajectory labelled with ‘from ‘last stay’ to ‘current stay”,

then clear its ‘current trajectory’ to empty for storing the next trajectory of the

tracker.
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4. If the tracker does not get to a new stay area but stays in the same stay area for

some amount of time and the stay time is beyond the threshold (80 frames used in

this work), then save its ‘current trajectory’ and label it with ‘cooking’ if the stay

area is ‘OvenPoly’, ‘sitting’ if the stay area is ‘ChairPoly’, and ‘washing’ if the stay

area is ‘SinkPoly’ as shown in Figure 5.9. After this, set its ‘current trajectory’ as

empty to store the next trajectory of the tracker.

5. Repeat step 3 and 4 until the tracker leaves the detection range of the LIDAR.

For the activities of ‘get in’ and ‘get out’, because they do not begin or end at

any stay area. Trajectories of them were collected manually. It was started to record

the trajectory of participants before they got in and stopped to record and save the

trajectories and label them as ‘get in’ after the participants got in. For ‘get out’, the

collection process is similar.

For ensuring the accuracy of the labels, because most activities were recorded and

labelled automatically, the relationship between trajectories and the stay areas can make

sure they were correctly recorded. For ‘get in’ and ‘get out’, they were recorded manually.

Some trajectories of them may be mislabelled by the participants. But they can be

filtered out by judging their directions. Because the directions of ‘get in’ and ‘get out’

are opposite. Besides, the collected trajectory can be visually checked.

The collected trajectories of these activities were segmented using a sliding window

with the length of 25 and the interval of 10, so each trajectory has 25 points. As the

sampling frequency is 10 Hz, the length of the sliding windows also can be measured by

time and it is 2.5s. A longer trajectory may contain more than one activity and will lead

to more latency, and a shorter trajectory does not have enough information related to

human activity. A sliding window of 2.5s can avoid to contain more than one activity and

has low latency in activity recognition in the kitchen. In the experiments, the number

of people in the kitchen was varying and the maximum number of people is 4. The total

time for monitoring is about 40 hours. Figure 5.10 demonstrates one trajectory sample
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Figure 5.10: Trajectory samples of human activity

in the dataset for each activity with different colors. As it can be seen, the points of

trajectories of ‘washing’, ‘cooking’, and ‘sitting’ tend to cluster together because people

do not move much when they perform these activities.

As the shown in Figure 5.11, the quantity of each type of activity before augmentation

is: 357 ‘from sink to door’, 367 ‘from chair to sink’, 279 ‘from sink to chair’, 1000

‘washing’, 1000 ‘sitting’, 350 ‘from door to oven’, 353 ‘from oven to chair’, 372 ‘from

oven to door’, 1000 ‘cooking’, 267 ‘from door to sink’, 270 ‘from chair to oven’, 536 ‘from

sink to oven’, 656 ‘from oven to sink’, 300 ‘get in’, and 300 ‘get out’. Some activities

(cooking, washing, sitting, etc.) have many samples while others (from sink to chair,

from chair to oven, etc.) do not. We implemented trajectory augmentation to overcome

this problem of unbalanced classes. After trajectory augmentation, we obtained 15000

total samples and the number of samples for each activity was 1000.

5.5 Trajectory classification using machine learning

This chapter implements four machine learning algorithms (DTW, HMM, LSTM, TCN)

to perform trajectory classification, because they have been used in human activity

recognition. SVM as a popular traditional machine learning method, is also applied in

this work.
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Figure 5.11: Sample amount before and after trajectory augmentation

5.5.1 Dynamic Time Warping (DTW)

Dynamic Time warping is usually used to measure similarity between two time series by

minimizing the effects of shifting and distortion in time.

Given two time series X = (x1, x2, · · · , xN ), N ∈ N and Y = (y1, y2, · · · , yN ), N ∈M

represented by the sequences of values [180]. Firstly, DTW builds the distance matrix

C ∈ RN×M representing all pairwise distances between X and Y . This distance matrix

is called local cost matrix and used for the alignment of two sequences X and Y :

Cl ∈ RN×M : ci,j = ‖xi − yj‖ , i ∈ [1 : N ], j ∈ [1 : M ]. (5.8)

Once the local cost matrix built, the algorithm finds alignment path which runs

through the low-cost areas on the cost matrix. The alignment path built by DTW is a

sequence of points p = (p1, p2, · · · , pK) with pl = (pi, pj) ∈ [1 : N ]× [1 : M ] for l ∈ [1 : K]

which must satisfy to the following criteria:
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1. Boundary condition: p1 = (1, 1) and pK = (N,M). The starting and ending points

of the warping path must be the first and the last points of aligned sequences.

2. Monotonicity condition: n1 ≤ n2 ≤ · · · ≤ nK and m1 ≤ m2 ≤ · · · ≤ mK . This

condition preserves the time-ordering of points.

3. Step size condition: this criteria limits the warping path from long shifts in long

while aligning sequences.

The cost function associated with a warping path computed with respect to the local

cost matrix will be:

cp(X,Y ) =

l=1∑
L

c(xnl
, yml

). (5.9)

The warping path is called the optimal warping path that has a minimal cost associ-

ated with alignment. It is noted as P ∗. DTW uses the Dynamic Programming-based al-

gorithm to efficiently find the opimal warping path because it is computation-consuming

to test every possible warping path between X and Y . The Dynamic Programming of

DTW uses the DTW distance function [180]:

DTW (X,Y ) = cp∗(X,Y ) = min
{
cp(X,Y ), p ∈ PN×M

}
, (5.10)

where PN×M is the set of all possible warping paths and builds the accumulated cost

matric or global cost matrix D which defined as follows:

1. First row: D(1, j) =
∑j

k=1 c(x1, yk), j ∈ [1,M ].

2. First column: D(i, 1) =
∑i

k=1 c(xk, y1), i ∈ [1, N ].

3. All other elements: D(i, j) = min {D(i− 1, j − 1), D(i− 1, j), D(i, j − 1)}+c(xi, yj), i ∈

[1, N ], j ∈ [1,M ].

where X and Y are the input time series and C is the local cost matrix representing all

the pairwise distances between X and Y .
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DTW usually works with kNN to perform classification. The implementation in this

work combined kNN and DTW by replacing the Euclidean distance measurement with

DTW distance measurement. The hyperparameter of kNN is the number of neighbours

k and that of DTW is the max warping window. After tuning with cross validation, the

optimal hyperparameters are k : 1, max warping window : 18.

5.5.2 Hidden Markov model (HMM)

HMM has been widely applied to deal with time series and can provide time-scale invari-

ability in recognition. An HMM consists of a number of states each of which is assigned

a probability of transition from one state to another state. As Markov models, states at

any time step depend only on the sate at the preceding time. One symbol is yielded from

one of the HMM states according to the probabilities assigned to the states [181]. HMM

states are not directly observed symbols, and can be derived only through a sequence of

observed symbols. An HMM is specified by the following notations:

Q = {q1, q2, · · · , qN}, a set of N states.

A = {a11, · · · , aij , · · · , aNN}, a transition probability matrix A, each aij representing

the probability of moving from state i to state j, s.t.
∑j=1

N aij = 1 ∀i.

O = {o1, o2, · · · , oT }, a sequence of T observations.

B = bi(ot),a sequence of observation likelihoods, also called emission probabilities, each

expressing the probability of an observation ot being generated from a state i.

π = {π1, π2, · · · , πN}, an initial probability distribution over states. πi is the probability

that the Markov chain will start in state i. Some state j may have πj = 0, meaning that

they cannot be initial states. Also,
∑n

i=1 πi = 1.

To recognize observed symbol sequences, a HMM is created for each category. For a

classified of C categories, the model that best matches the observation from C HMMs

λi = {Ai, Bi, πi} , i = 1, · · · , C is choosen. For a sequence of uknown category, P (λi | O)
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is calculated for each HMM λi and select λc∗ , where

c∗ = argmax
i

(P (λi | O)). (5.11)

Given the observation sequence O = {O1, O2, · · · , OT } and the HMM λi, according

to the Bayes rule, the problem is how to evaluate P (λi | O), the probability that the

sequence was generated by HMM λi. This probability is calculated by using the forward

algorithm, which is formalized as follows:

at(i) ≡ P (O1, O, · · · , Ot, st = qi | λ), (5.12)

at(i) is called the forward variable and can be calculated recursively as follows:

at(j) =

{∑
i

at−1(i)aij

}
bj(Ot)a1 = πibi(Oi). (5.13)

Then

P (O | λ) =
∑
i∈SP

aT (i)λc∗c
∗ = argmax

i
(P (λi | O)). (5.14)

The likelihood of each HMM using the above equation and select the most likely

HMM as the recognition result. The advantage of HMMs for time-sequential pattern

recognition, which is robust to time scale variance and shift, results from this factor.

The hyperparameter of an HMM is the number of hidden components. We searched

the number of hidden components from 0 to 20. It was found that 5 is the optimal

number of hidden components.

5.5.3 Support vector machine (SVM)

A RBF SVM is also applied in trajectory classification for making a comparison with

other models. Cross-validation was used to tune the hyperparameters. Given a hy-
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Figure 5.12: The proposed architecture of the LSTM network

perparameter space C : [1, 30], gamma : [0.1, 1.0E − 5], a different pair of parameters

was selected from the hyperparameter space by the cross-validation in each training

and validation iteration in order to build the SVM model. The optimal parameters are

C = 4.8, gamma = 10−4.5.
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5.5.4 LSTM

As shown in Figure 5.12, this thesis builds an LSTM network that consists of two LSTM

layers and one fully-connected layer. Segmented trajectories are input into the network.

As each point in a trajectory has two values (x, y), the input shape of the LSTM network

is (t, 2) where t is the length of a trajectory. Both two LSTM layers have 120 units and

the fully-connected layer has 200 hidden units. The size of the output layer is determined

by the number of activities that it is designed to recognize.

In training process, the LSTM network is trained to minimize an objective function

in terms of the parameters of the network. For activity recognition, let C be the number

of activities, the following cross-entropy loss function is often used:

Ey(y
′
) = −

N∑
i=1

yi · log(y
′
i), (5.15)

where E is the loss function evaluated over N samples, yi is the original label of the

ith sample and y
′
i is the class score maps of the sample i calculated using a softmax

activation function:

yj = exp(xj)/(
C∑
c=1

exp(xc)), (5.16)

where y is the softmax score and x is the output layer containing unnormalized class

scores.

In training process, dropout and batch normalization have been applied after each

LSTM layer to perform regularization that prevents overfitting. The dropout is initialized

with the rate of 0.1. The optimizer used for the LSTM network is Adam whose learning

rate was initialized as 0.0003.

5.5.5 Temporal Convolutional Network (TCN)

In this work, a TCN was built that consists of three residual blocks (‘Block 1’, ‘Block 2’,

and ‘Block 3’) as shown in Figure 5.13. After hyperparameter tuning, the kernel sizes for

these three blocks were set as 5, the dilation rates of them were 1, 2, and 4 respectively.
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Figure 5.13: The proposed architectural based on TCN

‘Block 1’ has 75 filters, ‘Block 2’ has 150 filters, and ‘Block 3’ has 300 filters.

In training process, the dropout is initialized with the rate of 0.1. The optimizer used

for the TCN network is Adam whose learning rate was initialized as 0.0003.

5.6 Evaluation

In this section, the proposed LSTM-based multiple people activity recognition is evalu-

ated in three ways including evaluation on the test dataset, comparison with the baseline,

and comparison with the related work.

5.6.1 Evaluation on the test dataset

The trajectory samples are grouped into two groups, 80% of the samples are used for

training, and 20% for testing. In the training, a hold-out validation is performed with a

15% rate that randomly holds out 15% of the data for validation in training. The testing

dataset was not exposed to the LSTM network and the TCN in training. The achieved

overall accuracies by the LSTM network and the TCN in testing were 99.39% and 99.49%

respectively. The TCN performed slightly better than the LSTM. More importantly, the



Chapter 5. Multi-person activity recognition using a 2D LiDAR 162

Figure 5.14: Validation loss and accuracy of the proposed LSTM and TCN

convergence speed of the TCN is much faster than that of the LSTM. As shown in

Figure 5.14, the lines of validation loss and accuracy of the TCN are smoother than

those of the LSTM network. This is probably because TCN has a backpropagation

path different from the temporal direction of the sequence that is beneficial to avoid the

problem exploding/vanishing gradients [54].

As shown in the normalized confusion matrices of Figure 5.15 and Figure 5.16, which

are generated by the LSTM and the TCN in test respectively. In both confusion matrices,

most of the activities are correctly classified with 100% or 99%. In Figure 5.16, for ‘from

chair to sink’, 1% samples have been misclassified into ‘from chair to oven’ and 1%

samples have been misclassified into ‘sitting’. It is because some trajectory samples

from these classes begin from the chair in the kitchen and have some overlaps. The

same situation also happened between ‘from door to oven’ and ‘from door to sink’. 1%

samples of ‘from door to oven’ have been misclassified into ‘from door to sink’. Also, 1%

samples of ‘from sink to door’ have been misclassified into ‘from sink to chair’.

For validating the effect of trajectory augmentation, a comparison between the net-

works that trained on the samples after augmentation and those trained on the raw

samples was made. As shown in Table 5-C, after applying the proposed trajectory aug-

mentation, the performance of the LSTM network has been increased about 1.7% in OA,

Recall, and F1; and the performance of the TCN has been increased about 1.5% in all
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Figure 5.15: Normalized confusion matrix of the LSTM

three metrics.

Table 5-C: The effect of trajectory augmentation

OA Recall F1

TCN with trajectory augmentation 99.49% 99.53% 99.51%

TCN without trajectory augmentation 97.96% 97.93% 97.96%

LSTM with trajectory augmentation 99.39% 99.41% 99.39%

LSTM without trajectory augmentation 97.68% 97.79% 97.65%

5.6.2 Comparison with the baseline

The DTW, HMM and SVM introduced in Section 5.5 are taken as the baseline to make

a comparison with the proposed LSTM and TCN networks. As shown in Table 5-D,

both the LSTM network and the TCN are superior to these three algorithms in all three
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Figure 5.16: Normalized confusion matrix of the TCN

metrics, The TCN achieved the best result that is 99.49% in OA, 99.53% in Recall, and

99.51% in F1.

Table 5-D: Comparison of the classification models

OA Recall F1

TCN 99.49% 99.53% 99.51%

LSTM 99.39% 99.41% 99.39%

SVM 95.88% 95.76% 96.69%

HMM 85% 86.7% 85.5%

DTW 90.9% 91.56% 91.71%
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5.6.3 Comparison with the related work

In [165], the authors also used a 2D LIDAR to perform human activity recognition. They

developed a seq2seq model to perform the classification of 17 activities and achieved 88%

overall accuracy. It is impossible to make a completely direct comparison between the

work in [165] and the approach proposed in this thesis. The layout of the kitchen and

the LiDAR used in this work are different from those in [165]. It is unclear that the

structure of the seq2seq model implemented in [165], the way of trajectory collection,

and the quantity of their trajectory samples. However, the proposed approach in this

thesis is able to perform multiple people tracking and it achieved very good accuracy

in nearly real-time human activity recognition The work in [165] did not consider the

interference from non-human objects and it can only be used to recognize the activities of

a single person. The sep2sep model implemented in [165] probably is not a good method

because it is difficult to know a trajectory is generated from how many activities. It is

more suitable to represent each activity by using a small trajectory segmentation, which

also can improve real-time capability in activity recognition.

5.6.4 Analysis

From above evaluations, it can be seen that deep learning has great performance in

trajectory-based activity classifications in the comparison with traditional algorithms.

Trajectory augmentation is an effective way to improve the classification accuracy when

trajectories is few and imbalanced. The TCN performed better than the LSTM in

trajectory classification. This is probably because the causal dilated convolutional layer

is able to learn long-range temporal patterns. With a bigger dilation rate, a dilated

convolutional layer can learn longer temporal patterns. The residual blocks enable the

TCN have a deeper structure, which makes the deep layers in a TCN have a strong

learning ability without losing information from the shallow layers. The structure of

residual block was firstly applied in ResNet [182], which is a benchmark CNN model.

However, the LSTM has great difficulty learning long-term dependencies because of the

problem of vanishing gradients. If gradients vanish, there is little information propagated
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back through back-propagation. As the length of the trajectory samples is only 25

(point), the capability of TCNs in learning long-range temporal patterns was probably

not fully released. The high accuracy achieved in this work infers that indoor trajectory-

based human activity recognition is applicable. Of course, it also has relationship with

the layout of indoor scenarios. For a more complex indoor layout, the performance of

activity recognition probably will decline.

5.7 Summary

In this chapter, a 2D Lidar was used to perform human activity recognition. The DB-

SCAN was applied to cluster the Lidar points and 15 geometric features were extracted

from the clusters in order to perform human and non-human classification. The Kalman

filter was used to perform multiple people tracking and obtain their trajectories. Then a

sliding window was used to perform trajectory segmentation. For overcoming the prob-

lem of unbalanced classes, trajectory augmentation by using spatial transformation and

adding Gaussian noise was implemented. Finally, an LSTM network and a TCN were

built to perform human activity recognition upon the trajectory samples. The TCN

achieved the best result of 99.49% overall accuracy, which is slightly superior to the

LSTM network and much higher than the results achieved by SVM, HMM, and DTW.

The proposed approach in this thesis outperforms the state-of-the-art approach.



Chapter 6

Analysis, conclusion, and future

work

This thesis proposed two contactless sensing techniques for human activity recognition,

which are a micro-Doppler signature based technique and a LiDAR-based technique.

This chapter analyses the differences between these two techniques and compares their

respective strengths and weaknesses. Then this chapter draws a set of definite conclusions

from the novel research described in the previous chapters. Finally, this chapter discusses

the possible avenues for further research in human activity recognition using micro-

Doppler signatures and ranging techniques.

167
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Figure 6.1: Comparison between radar-based and LiDAR-based techniques in
human activity recognition

6.1 Analysis

From the research in the previous chapters, it is known that both radar-based and

LiDAR-based techniques are contactless and unintrusive to users’ privacy. However,

these two kinds of techniques are different in many aspects. Figure 6.1 compares radar-

based techniques and LiDAR-based techniques from several aspects in detail. As it can

be seen, Doppler radar achieves human activity recognition by using Doppler frequency

shifts resulted by the Doppler effect; while LiDAR measures distances of objects based on

the Time-of-Flight principle in order to obtain trajectories of users for human activity

recognition. Radars with multiple antennas can achieve localisation by using range-

Doppler information. However, radars with a single antenna cannot obtain rang-Doppler

information. They are not able to perform localisation and separate multiple people

in the space dimension. In Chapter 3, the group of people is taken as a whole target

because Bumblebee radars are single-antenna and not able to discriminate each person in
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a group. LiDAR can easily accomplish multiple people activity recognition by separating

each person in the space dimension. Both radar and LiDAR can be used indoors and

outdoors. However, the detection range of many radars is much larger than that of

LiDAR sensors. So radar is more suitable for human activity recognition in large areas

whose radius is hundreds or even thousands meters. Doppler radars are more suitable

to recognise micro activities (motions) such as respiration, walking, jumping, etc. These

motions will generate distinctive micro-Doppler signatures. LiDAR is more suitable to

detect macro (context-dependent or interactive) activities such as ’from kitchen to live

room’, ’going upstairs’, ’leaving office’, etc. These activities are context-driven. For

a different scenario, trajectory samples need to be reacquire by using LiDAR. LiDAR

can only detect people in line-of-sight and can be affected by fog, dust, rain, etc., while

radar can penetrate foliage, clothes, walls, etc. Both radar and LiDAR can be low-power

consuming. For radars, power consumption depends on the operating frequency, output

power, waveform, etc. For LiDAR, power consumption depends on angular resolution,

scan rate, etc. The cost for both LiDAR and radar can be high and low, but on average,

the cost of LiDAR is higer than the cost of radar. The range of radar can be from

meters to thousands of kilometers. It depends on the operating frequency of a radar,

the power of the transmitter, beamwidth (the more concentrated the beam, the greater

is the detection range of the radar), receiver sensitivity, weather (clouds and rains),

etc. The range of LiDAR can be from meters to kilometers. It depends on laser power,

target surface diffuse reflectance, and the amount of ambient light coming from the target

surface.

6.2 Conclusion

In this thesis, two contactless techniques (radar and LiDAR) for human activity recogni-

tion are investigated. For radar-based techniques, this thesis systematically investigated

micro-Doppler based human activity recognition from fundamental concepts of micro-

Doppler, radar signal storage and processing, feature extraction, and classification with

machine learning. Radar-based techniques have been implemented both indoors and
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outdoors. For LiDAR-based techniques, this thesis performed multiple people activity

recognition indoors by implementing clustering, human recognition, tracking, and clas-

sification upon LiDAR data. From the research described in the previous chapters, it is

possible to draw several conclusions.

Firstly, for achieving long-term human activity recognition, it is more suitable to

use low-power techniques. This thesis built a low-power Doppler radar system by using

BumbleBee radars which are Pulse-Doppler radars with a single antenna. Most radars

used in the related work are more power-consuming and large in size. It prevents them

to be implemented in areas without power supply. Admittedly, the range of BumbleBee

radars are compromised due to the low-power consumption. According to the Radar

Range Equation [29], if the operating frequency, the antenna gain, and the smallest

power of a radar keep the same, the transmitting power of the radar transmitter needs

to increase 16 times in order to double the detection range of the radar. The transmitting

power is not the total power of the radar, it still also depends on the manufacturing level

of radar. However, the performance of the radar system built in this thesis has not been

compromised. The overall accuracies achieved in human activity recognition indoors and

outdoors are not inferior to and even better than that in related work.

Secondly, it is necessary to consider the interference from the surroundings in micro-

Doppler analysis of human activity. This thesis performed outdoor human activity recog-

nition with the consideration of the noises generated by trees and foliage. Outdoor en-

vironments are relatively unstable compared to the indoors because of the unexpected

movements generated by trees, small plants and leaves swaying due to airflow, and pos-

sible small animals (insects and small birds) moving in the detection range. Signal

processing techniques such STFT and digital filtering are not able to completely remove

all the noises. So it is necessary to collect the samples with the noises and input them

to the classifiers or feature extraction techniques in order to make the classifiers and

feature extraction techniques robust to noises and able to extract the important features

for classification.
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Thirdly, LiDAR-based human activity recognition is highly context-dependent. LiDAR-

based techniques use the trajectories of users to perform human activity recognition. In

Chapter 5, the investigated activities are mainly related to the stay points (chair, sink,

and oven) in the kitchen. However, different rooms have different stay points and these

stay points are located in different positions. This problem happens in all trajectory-

based techniques. Whether radar-based techniques are context-dependent or not, it

depends on the investigated activity. For example, activities such as walking, eating,

sitting are context-independent, other activities such as ‘open door and get out’, ‘open

fridge’ and ‘open cabinet’ are context-dependent. However, for LiDAR-based techniques,

almost all the investigated activities are context-dependent.

Fourthly, deep learning shows its superiority in human activity recognition. Unlike

traditional machine learning algorithms such as kNN, SVM, decision tree, etc., deep

learning does not need to extract features before training. The hierarchical structure of

deep learning enables automatic learning of the features from raw data without relying

on feature extraction methods. And from the results achieved in the previous chapters, it

can be seen that deep learning (CNN, LSTM, TCN) achieved better accuracies in human

activity classification. However, it is worth to note that deep learning takes much longer

time in training than traditional algorithms. Deep learning is computation intensive, it

is possible to lead a higher latency in prediction because it takes longer time to perform

prediction especially when the deep learning model becomes large (many layers and many

feature maps).

Fifthly, radar-based techniques are affected by several factors such as the number

of radars, the observation perspective of a radar system, and the size of the sliding

window for segmentation, etc. More radars can provide more information from different

observation perspectives. While it also means more data needs to be collected and

processed. The observation perspective is related to the RCS of a target. RCS is a

property of the target’s reflectivity. RCS is greater when a radar observes a person from

the front side. The size of sliding window for segmentation decides how much information
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a sample contains. A large sliding window will lead a good accuracy in human activity

classification. However, each activity has a duration. There is a limitation for the size

of a sliding window. Also, a larger sliding window means a larger latency.

6.3 Future work

This section outlines four general directions that can be further explored in the same

field.

6.3.1 Usage of multi-antenna radars and the Radar Data Cube tech-

nique

BumbleBee radars used in this research are single-antenna radars that are not able to

obtain range-Doppler information. With a multi-antenna radar, it is possible to perform

human activity recognition in both frequency and range domain. The Radar Data Cube

is a convenient way to conceptually represent range-time-frequency processing of radar

signals.

Assuming that preprocessing converts the RF signals received from multiple pulses

across multiple array elements to complex-valued baseband samples, the radar data cube

is constructed by arranging the complex-valued baseband samples in a three-dimensional

array of size K×N×L. K defines the length of the first (fast-time) dimension. N defines

the length of the second (spatial) dimension. L defines the length of the third (slow-

time) dimension. Figure 6.2 shows the organization of the radar data cube. The fast time

dimension is also referred to as the range dimension and the fast time sample intervals,

when converted to distance using the signal propagation speed, are often referred to as

range bins. The sampling interval between the L samples is the pulse repetition interval

(PRI). Typical PRIs are much longer than the fast-time sampling interval. Because of

the long sampling intervals, samples taken across multiple pulses are referred to as slow

time. Processing data in the slow-time dimension allows users to estimate the Doppler

spectrum at a given range bin. In this type of operation, the number of samples in the
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Figure 6.2: Radar Data Cube

third dimension of the data cube can change. The number of Doppler bins may not be

the same as the number of pulses.

By using the Radar Data Cube technique, it is possible to achieve multiple people

tracking with multi-antenna radars. In [183], the authors successfully separated and

tracked two human targets by using the principles of Doppler processing and spatial

beamforming on a continuous-wave Doppler radar with a multi-element receiver array. In

[184], the authors tracked moving targets in the range domain, then used micro-Doppler

signatures to perform target classification. The process is shown in 6.3. A threshold is

applied to remove the noise and obstacles in range domain, then the clustering using

DBSCAN is performed to detect the target, the Kalman-filter is further used to track

the moving targets in range domain and micro-Doppler signatures of targets in frequency

domain are extracted synchronously, finally target classification is performed using the

extracted micro-Doppler signatures. So it is possible to perform multiple people activity

recognition by using the Radar Data Cube technique that tracking multiple people in the

range domain and recognizing human activity in the frequency domain. The combination
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Figure 6.3: Process of target tracking and classification using Doppler Radar

of micro-Doppler signatures and range-Doppler signatures can improve the performance

of human activity recognition. In [185], the author applied the Radar Date Cube to

extract features from both the frequency domain and the range domain for activity

recognition of an individual. From the work mentioned above, it is possible to achieve

multiple people activity recognition by using a multi-antenna radar system and the Radar

Data Cube technique.

6.3.2 Small-sample learning

In this thesis, the collection and labelling of samples took a large amount of time. Human

activity recognition is a diverse field and many types of activities could be monitored.

It is difficult to collect a large number of samples for each activity. In machine learning,

small-sample learning is a class of machine learning tasks and techniques that also make

use of a small number of labeled data. There are three possible ways to achieve small-

sample learning. The first way is data augmentation. Data augmentation had been

applied in LiDAR-based human activity recognition in this thesis. Data augmentation

is more difficult to achieve for micro-Doppler signatures because many micro-Doppler

signatures are almost unable to be observed by naked eyes. It is worth to explore data

augmentation techniques for micro-Doppler signatures. The second way is transfer

learning. Transfer learning is the improvement of learning in a new task through the

transfer of knowledge from a related task that has already been learned. For example, it

is possible to train a model built for GPS trajectory classification upon a small amount

of LiDAR trajectories or train a model built for micro-Doppler based target classification

upon a small number of spectrograms of human activity. Compared to training a new

model, transfer learning is able to obtain a higher accuracy with fewer samples. The third



Chapter 6. Analysis, conclusion, and future work 175

way is generative adversarial network (GAN). GAN composes of two networks, the

generative network and the discriminative network. Given a training set, GAN learns to

generate new data with the same statistics as the training set. The generative network

generates new data while the discriminative network evaluates them. GAN can be used to

generate fake spectrograms for human activity in order to increase the training samples.

6.3.3 A multi-LiDAR sensors network

LiDAR suffers from line-of-sight issues. For object detection and tracking, it requires

to ensure there is no obstruction between the LiDAR and the targets. With a single

LiDAR, the moving targets are easily blocked by obstacles or other moving targets that

obstruct their LOS. For example, in this research, a person can block the LOS of another

person frequently, this leads to a broken and uncontinuous trajectory. For overcoming

this problem, it is necessary to use multiple LiDAR sensors to perform human recognition

and tracking from multi-perspective. Even if one LiDAR sensor is obstructed, the other

LiDAR sensors will still be able to detect the targets.

6.3.4 Data fusion with other sensors

Although radar and LiDAR show a great potential in human activity recognition, it

does not mean they are good at recognize all human activities in all scenarios. Li-

DAR recognize human activity by trajectories. Some activities does not cause location

changes or they have the same trajectory. For example, sitting and standing cannot

be differentiated by their corresponding trajectories. In very noisy environments, it is

difficult to extract micro-Doppler signatures from radar signals. In these situations, it

is possible to improve human activity recognition by fusing several different sensors. In

[186], the author achieved 100% accuracy in fall detection by combing Doppler radars

and Kinect sensors. In [187], the authors applied magnetic and radar sensors to perform

human activity recognition. The results showed that the fusion of magnetic and radar

sensing greatly improved the performance of human activity recognition. It is worth to

explore the fusion between radar or LiDAR with other sensors further in human activity
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recognition.
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6.4 Summary

This thesis presents two contactless techniques including radar-based and LiDAR-based

techniques. By integrating with deep learning, both of them achieved very good results

both indoors and outdoors. For the radar-based technique, a low-power low-cost radar

system was proposed and applied in human activity recognition outdoors and indoors.

Besides, micro-Doppler signatures measured by this radar system were used to perform

human recognition, people counting, and coarse-grained localisation. For the LiDAR-

based technique, a 2D LiDAR was used in human recognition and multi-person tracking

in order to achieving trajectory-based human activity recognition.

This chapter makes a comparison between these two techniques in human activity

recognition and summarizes the work that has been implemented in this thesis. It also

provides four research directions in the same field.
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