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. On Non-Transformational Accounts of Passive

Lars Hellan’
University of Trondheim

1. Taking semantics into account,how do grammars deriving
passive sentences without a passive transformation compare
in total complexity to those which use such a transforma=-
tion? Attempting to provide a partial answer, I first,in
section 2,outline a grammar which derives passives exclusi-
vely by means of lexical rules,called an L-model; . its se-
mantic part is an extension of the system proposed in Mon-
tague 1974,while its syntax is held within the Extended
Standard Theory. It is demonstrated (sections 3 - 8) that
in its application to simplex sentences,this model turns
out as formally more complex,by reascnable criteria of
complexity,than an alternative model set up (section 8),
called a T-model; this model includes a passive transfor-
mation,and is within the same framework as the L-model.,

I then,in sections 9 - 13,discuss the import of this de-
monstration to the non-transformational accounts of passives
‘actually proposed in Bresnan 1978,Bach 1978, forthcoming,
and Dowty 1978,

The general framework for both the L-model and the
T-model is as indicated in (1):

(1) N | lLexicon PS-rules

Disambi=- , Deep
guated ¢ structure
structure I \\\LPS)
(DA) lTransition
rules
Trans-
formations
— , ,
Trans- <~\\\\
lation Surface
rules structure/

e 8

(55)

Logical
form
(LF)

LF is kept within Montague's formalism (and uill of course
receive a model-the?retic interpretation in turn),while DA
will resemble a DS. (A connection will also obtain be-
tween DA and SS5,but is irrelevant to the present discussion?)
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2. In the L-model,the deep structure of a passive sen-
~tence is like its surface form (at least with regard to
‘word=-order),so that even in DS,its'antactic subject is
not its logical subject. Assuming that the status of lo-
gical subject is to be represented in LF,it is reasonable
~to assign this !'functional reversion' to that part of the
"translation system which uniquely represents a passive
construction,namely the translation of the passive voice
inflection -en attached to the main verb. Given that
translation rules werk their way 'from bottom up!' through
the syntactic (or DA-) tree (cf. section 12),the trans-
lation of a sentence like (2) will be obtained through
the translation mechanism (3),as illustrated in (4):

(2) Mary was seen by John,
(3)a -en » MRARAC( @ {YR(C,) (YY)

b. 1. S_ D> ,
NP g ULy =y (p)
2. vZ 5o
17 ‘ |
V' SR PP =Y et =p("y)
v = o
4. ’VD\=_>d
U-1=>[; en =¥ ‘ o=y ("p)
5. PP 2o |
S~
P=p NP3
_ : 3
@ s = eeelan (%))
e \ vZ > AR, (s22(8,)("3))
l was /
Mary V1 5P = %
= m* 4 ’

P \.l\'lP 5 3* (=»P(P1%3]))
éy John :

P i» A8, A8, (8 { V(522 (6 (yD])

v~ en 3 (3a) -

|
see = see
R e d

(=xP(P{"m}))
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The notation 'UZ','U1' etc. is an adaption of the X-notation,
'U-1' being verb-stem; when 'level-number! is irrelevant,
we use simply '-P', The use of variables is as in Montague
1974; x,y range over individual concepts (whose logical
type is represented as {s,e)),P over properties of indivi-
dual concepts (type (s, ((s e),f» sabbreviated {¢s,V)), @
over properties of propertles of- 1nd1v1dual concepts

(type <s,<{{s,V),t» ,abbreviated T),R over relations between
1nd1v1dual cencepts and type T-entities. The intensional
tinflation' of this system is not really necessary for our
present purposes,but it is convenient to keep the logical
system as close to its original formulation as possible;
conventions governing intension-marks,braces etc. are then
as in Montague op. cit.,and also ‘'extensionalizing! rules
(we do not formulate such rules for constructions not cove-
red by Montague; this is for brevity only).

In (3a),the closest argument to R is the direct object,
~while y,and also @1,represent'logical_subject; for conveni-

ence,we aluays associate the subscript '1' on @ with logi-
cal subject,and '2' with logical direct object; in section 4,
we furthermore use '3' for indirect object and '4%' and '5!
for prepositional object. In the translation of en repeated
below,call the part in front of the first dotted line the
initial part of the translation,the part behind the second
dotted line the core part of the translation and the part

in ‘between the middle part: ’

AR AR, ,\@2 (@1 ¢ y( R(G’ ) (y))1)

Generalizing these notions to other formulas below,the
middle part will always stay the same.

We assume that (5) has the readlng (6)s

(5) Mary was seen.

(6)  Vx[see("m¥)(x)]

The presence of the existential quantifier may be seen as
due to the lack of a by-phrase,once the verb has passive
form. Assuming a morphological feature like +/-Passive

to be projected up the 'verb-chain' along with syntactic
features,as formalized in the X-notation,this intuition
can be captured through the translation rule (7) which,to-
gether with (3),will assign (6) to (5):

(7) V [+Passive]=$ o
l | N "
| U1[+Passive] =2>B o =@ ( P(ux[P{x1])) )

As this account reduces the translational difference between
passives with an agent and agent-less passives to a minimum,
we will say no more about this difference in the following.
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3.  Ue will assume that direct objects,indirect objects
and prepositional objects,and also object predica%ives,
all (when occurring behind the verb) are inside V' (=VP),
Their logical representation may be as exemplified in
(9),translating the sentences (8):.

(8) a. John gave Susan a book,
b. John gave a book to Susan,
c. John talked about Dave.
d. John talked with Fred about Dave.
g. John told Susan about Dave,
f. John told a story about Dave.
g John told Susan a story about Dave.
he John told a story to Susan about Dave,
- i, John found Mary walking around.
je John regards Mary as intelligent.
ke John got Mary out of the house.
l. John shook Mary awake.
m. John ran Mary out of the team,
ne. John persuaded Mary to go.

(9) a. to,("s*)("give)(t1(a book))(*J)
be = a R
c. about,("talk)("d*)("j) _
d.  about, ("d*) (“with("talk) (" £*))(*J)
e. about,("d*) ("o, ("s*)("te1l))("J)
F. about,(*d*)("tell("tl(a story)))(*J) e
g. about, ("d*)(to, ("s*)("tell)("tl(a story)))(*J)
he =g
i. as ("walk-around(*m))("find("m*))(*3)
jo regard (“intelligent("m))(*j)
k. cause (* out-of-the-house(*m)) (")
1. so-that("awake(*m)) (" ghake (" m* )(*3)
M §94§h§ﬁ(“out40f-thé~team(‘m))(Aggp)(‘j)
N _§93(“gp(‘m))(ﬂgggig§g§ Cm*NC5) .
'191,uith type {T,{s,Tu, TV} (Tu=(T,V»),and to,,uith type

(T, «s,V?,U» ,precede indirect objects; with and sbout,,
with type «s,V?,TV),apply to intransitive verbs yielding
transitive expressions (i.e. TV-expressions) with preposi-
tional objects as first argument; about, has type {T,{ s,V),
V> and applies to a prepositional objegt not adjacent to
the verb,yielding a predicate modifier. As in (i) has type
Us,tr,{{s,V>,U2»,marking that what is expressed by the
sentence following it takes place simultaneously with the
act expressed by the predicate following the sentence. Jo0-
that,with the same type,expresses consequence,and to,,again
With the same type,expresses 'direction' of persuasitn.

https://scholarworks.umass.edu/umop/vol4/iss1/9
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These particular choices of representation are not
crucial to the present argument,except in two respects:
different kinds of objects have different logical markings,
and the functions of object predicatives are clearly spel=--
led out. Order of arguments is used only for distinguishing
logical subject from (logical) direct object; since the va-
rious kinds of objects can occur in virtually any combina-
tion (cf. (Ba-h)),using this device further may easily lead
to more inperspicuous moves to avoid ambiguity of represen-
tation,so for the other kinds of objects we use preposition-

- . 1like items as 'markers!. As to (i)=(n),the assignment of

.. these forms is to some extent dependent upon lexical infor-
mation not easily incorporable into. the translations of the
verbs,and so a possibility is to spell these forms out by
means of meaning postulates; if so,the output of the struc-
turally defined translation rules applying to (8i-n) will
not be (9i-n),but rather some more ‘Yamorphous!' kind of
representation,to be cleaned up by the meaning postulates.
As 1 see no particular merit to such a strategy,I will
assume that (9i-n) are produced by translation rules ope=-
rating on (8i-n) directly. (To our present argument this -
choice need again not be too significant,since it is only
a choice where to locate a certain complexity,not to get .
rid of one, ’

4. (9) will also be translations of the passive counter-
parts to (8),namely (10):

(10) a.1. A book was given Susan/her by John,?
2. Susan was given a book by John.

b. A book was given to Susan by John.

Coe Dave was talked about by John.

de Fred was talked with about Dave (?by John)
e Susan was told about Dave (by John)

fo A story was told about Dave (ky John)

'ge1e. Susan was told a story about Dave (by John).

" 2. A story was told Susan/her abocut Dave (by John).
he A story was told to Susan about Dave (by John).
ie Mary was found walking around (by John).

je . Mary is regarded as intelligent by John.

Ke Mary was gotten out of the house by John,

1. Mary was shaken awake by John,
Me Mary was run out of the team by 3John.
Ne Mary was persuaded to go by John,

Using the strategy outlined in section 2,the assignment of
(9) to (10) will require that ~en have (11) as translations
for the respective cases,given (12) as structural transla-
tions supplementing (3b) and (7):

Published by Sch'ol_arWorks@U‘Mass Ambherst, 1979
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C(11) acle ARA@ G A0, (8,17 (£8, (B5) (R)(E,) (¥))})
2. ARG, A® AR;(@,1Y(t24(65) (R) () (¥))1)
be = a1
c. A PAE G, (8, 1Y (about, (P)(R,)(¥))})
de  APAG, AR A5 (@41Y (ahout, (@) ("uith(P)(Pg))(¥))1)
Be AP AR, AG ACs (848 (2hout, (@) (" Lo, (Pz) (PN(y))E)
Fo  ARAG, AG AR, (04T (ahout, (8,) ("R(E,)) (¥ E
geTe ARG, AR,AG1 205 (8417 (about, (R,) (" toq (64) (R) (8,) (Y1)
2. A RA@SA@4A€1§@2( eeas (gel1)es) '
he = Qge2
T ARG G, (C,{F (as (" B, IPEXR(G,))) (y)))
Jo o ASAPAGAG(G4ET(SCCLIPI) (YD)
ke = j . . .
1. ARAP '\6’1'\6’2(6’1{9(’%‘9-21131:(”6’2iP})("R(G’2)')(y))})
me  APIAP,AG A, (@41Y (so-that ("@,1P,1) (P4) (¥))})
ne 3 RAPAG, AR, (0T (to5 (LR 1) (TR(8,)) (¥))D)

(5 has type {s,t>,\) ahd P has type {s,Td,t).)

(12) a. vl so ,
: : 0,//, ~ .
Vo =P R 1 o =p("y)
b. v 34
D/I\

XB éz{ Y ¢ oL =p("y)(E)

X and Y can here be ahy category whatsoever - NP,PP,AP,VZ,.f

A list like (11) of translation-tvariants' of one and
the same morpheme is of course not very satisfactory,at
least if the list is given as primitive; we will consider
ways of avoiding that situation. '

5. But first,how should the active constructions (8) get
their translation? The rule-schemata (12) will clearly not
produce (9),at least if the words in (8) have approximately
homophonous translations,as we have assumed up to nouw (with
(11) as only exception). What we will need is rather a neuv
set of structural translation rules,defined for active
structures exclusively; call this set of rules simply A.
The rules (3b) and (12) will be restricted to passive

http_s://scholarwor’ks.umass.edu/umop/vc_nl4/iss’1 79
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~structures,so that in present respects,a model emerges
having two sets of structural translation rules,ths
expected list of primitive translations for lexical _
items,but also the list (3a)+(11) of translation-variants
for the morpheme -en.

We now consider a way of improving this 51tuat10n
somewhat,

6. Suppose that there is a phonologically non-realized
morpheme for the active voice,analogous to -en; call it
Po Through a simple derluatlonal process,ue can replace
the list of translations (3a)+(11) by a corresponding
list of translations for @,with the immediate gain of
dispensing with the set A of structural translations.
Alternatively,ue will see,we can retain A,but dispense
with the list of translatlons for @ (u1thout reintrodu-
cing (3a)+(11))s : S

In either case,uwe u1ll need the translation rule
(13) for accomodatlng (Bg,h) ‘

(13)
%\

=>(3 =>2s ' :H’ —>£

d=p ()8 (")

The derivation of (3a)+(11) From the translatlons
of @ will go as follaous:

(1) Each translation of @ is really part of a lex1cal
entry for a variant mn of P,with the following form:

(14) a. @ B s active voice inflection
be Syntactlc frame: [ [ V-1 __] coe NpJ ooo]
U U

Ce TranSlatiDh: e /\ejooer,]( @1{’;(..’ ij 000)}) |

NP, is some kind of object,represented in translation by
GQ. Verb stems also have syntactic frames (but homo-

phonous translations),and we rule that wn is attacheable .
to a verb-stem only if their frames are matching (i.e.
the verb-stem having '__ ... NPJ eeel)e

(ii) From each @, of the form in (14),we form a passive

morpheme -en  of the following form (dotted lines stand
for the same as in (14)):

Published by ScholarWorks@UMass Amhjerét, 1979
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(15) a. -enﬁ;passive voice morpheme

be Syntactic frame: [1[0 V-1 __v__]ooo o.c]
vV

c. Translation: ... ,..A@1A§3( @1§}(... S} eee)l)

This 'derived! inFlection‘-gﬂm can be attached to a verb-

stem only if the inflection wn from which it is derived
can be attached to it.

This derivation of passive morphemes is seen to in-
volve tuwo steps: 1.1removing«NP.9Fr0m the syntactic frame
of wn,by_a process we may call J NP-removal; 2., transpor-

ting AG} to the rightmost position in the initial part

of the translation; call this process A -postposing.

- The L-model now resulting has only one set of struc-
tural translation rules,and otherwise the expected list
of primitive (and basically homophonous) translations of
lexical items,together with the list of translations for
the variants of @,which is like (3a)+(11) except that )\@1
always occurs in the rightmost position in the initial
part,i.e. as in (16):

(16) as AR 46,26, ( +..like (3a))
be AR A, a0, (oo clike (11a))
co AR NG, A€ AP; (Lo Like (11a))
de AP A, AQ (ooelike (11c))

AR r\ﬂ’zv\P'\(\’1(...like (11h))

A primitive list of this complexity is still not
quite satisfactory,so one may search for possible ways
of characterizing it recursively. First,it will be noted
that the initial parts of these formulas can in each case
be predicted from the accompanying syntactic frame: in .
addition to the subject-item,there will be as many A -items
as there are constituents in the frame (assuming that all
constituents in VP are entered in the syntactic frame of
a verb occurring there),the type of the variable being
predictable from syntactic category,and the order of the
A -operators reflecting the syntactic distance of the
" constituents they rzpresent from the verb (or P,more
precisely). Is there then any recursive principle by which
“the core part of the @-translations is generab.e from the
accompanying syntactic frame?

https://scholarworks.umass.edu/umop/vol4/iss1/9
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There obviously is one: translate each NP in the
syntactic frame as "Q{,i reflecting the functional
status of the NP; translate object predicatives (in=-

cluding predicative NPs) as “P° (except as *P'  uwhen

they are infinitives - this is necessary by a strate-
gy involving (16)),and verbs as **p' or ‘R’',depending
on transitivity; finally interpolate an item in sub-
ject position with the translation 'AP(P{y})': then
the core parts of the formulas in (16) are generable
from the syntactic frames simply by the rule-set A.

7. The last version .of the L-model,by which we avoid
any listing of primitive translations of the complex-
ity in (16) or (11),is probably the best,and can be
summarized as in (17),supplementing (1):

(17) The L-model

Lexicon:

Entry-construction ' ‘Entries:

components: 1. Entries for verbs,

1. Construction of nouns etc.,with
p-entries,using syntactic frames
syntactic frames and homophonous
and the sat of (mostly translations,given
structural) trans- ' by list. -

lation-rules A 2. Entries for

2. Derivation of voice-inflectionss
-gn-entries from
g-entries,using

Y
NP-removal and 7
N =-conversiaon

Transformations for passive: none

Structural translation rules: (3b),(7),(12) and
: (13) - call these P.

8. As one may suspect,the doubling of transiational

offort seen in (17) - use of both A and P - can be avoi--
ded within a model using a passive transformation. Our
example of such a model - a T-model - is summarized in
(18): -

(18) The T-model

Lexicon: only the entry-component 1 in (17),sup
‘plemented with entries for Eg,ahout,gl etc.,
some of which occur in Aj; cf. (71) below.

Transformations for passive: the rule NP-prepo-
sing in (19) below. '
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Transition-rules (cf.(1) and note 1): the
rule E-insertion in (20) belou.

Structural translation rules: A,plus (21c),

(19) is the passive transformation:-
(19) NP-preposings

P&f](ﬂux) Vi[VD ( {EP}) ve o u,]

\___—_____v_'__\_—_—dw
1 2 3 4 =
3 2 4

The transition-rule (20) introduces an existential
quantifier in the translation of passives; the
quantifier is here represented as E,and translates
by rules in (21)

(20)  E=- insertion: . 10 .
[ [o] Aux ] = £ 1
NPy [+P3551ve]

[—Anaphoric]
'1 "

Translation rules partlcular to passive con-
structions are (21):

(21) a. by = X¢ APAy((P{X(Piyl ~ x=y)}) "
be E; T apux[¥ p]

Ce s =«
E; =B S =¥ d =p(*y)
(Already included in A is (21d),the normal rule
for PPs:
(21d) PP = d
g v
P=p NP =y L= B(*y) )

(22) exemplify these translation rules,and at
the same time (apart from the E.) shouw the syntac-
, tic analysis at deep structure ievel of passives
. within the T-model; (22a) represents Mary was seen
(efe (5)/(6)) and (22b) represents Mary was seen by
John (cfe (4)):

https://scholarworks.umass.edu/umop/vol4/iss1/9
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(22) a. ///S > inngg( wf?‘xi)]
| Es 5 = ggg(’m’)(xi)
A:'L was -
i V' = see(*mt?)
S -V NP
1
seen Mary
; 2 -~ ~ * . X A‘: :
P
Ei Y5 5 %Ef(Am*)(xi)A Aj=xi,

NP./\\ 2 12 AR . A .
a1 Las VT 2 Ay(see("m*) (y) ~ "i=y)

A : : A
] PP 2 APxy(PiyY s "j=y)
'Y wP P NP
!
.seen Mary by John

(= (21a))

(Notice in particular that A will include the rule

5 =l .
NP = p Uiy o« =p("y) 5 -en has a zero-

translation,and we still ignore tense.)

Comparing now the models (17) and (18),the only
elements particular to the latter are the A =-subject and
the rules accompanying E; although by has a zero-trans-
‘lation in the L-model,as against (27a) in the T-model,
this by itself should give no greater f'cost! to the T-
model,since there is no reason to count zero-translations
as less costly than others,once the lexical items are
given. .- , 5 .

Particular to the L-model,on the other hand,is the
entire set of structural translation-rules P. By this,it
will seem reasonable to count the L-model as,totally,
more complex than the T-model (unless extra principles
of fweighting' can be brought in - cf. section 13).

(As a further complication to the L-model,giving adverbs
like slowly the type {s,V?,VUy (for predicate modifiers)
can be dogpe only at the cost of extra meaning-postulates,
since a V' in the L-model corresponds to the type {(T,{T,Vp
not V (as it does in the T-model and in Montague 1974).)
I.e.,on the basis of what has been considered so far,the
T-model qﬁFears to be an over-all better model than the

L-model.

Published by ScholarWorks@UMass Amherst, 1979 " _ . . - n
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. Nobody has so far proposed the L-model in its present .
form. In the next two sections,however,we shou that it sha=-
res crucial features with the analyses proposed in Bresnan
1978,Bach 1978, forthcoming,and Dowty 1978,the latter three.
1n turn bu1ld1ng on Thomason 1976.

One obvious reason why such a demonstration can not
amount to a refutation of. . these theories - if the argumen=-
tation is otherwise sound - is that we have to leave out
of consideration infinitival expressions and phenomena of
‘control'. For the analysis Bach applies to these,the L-
model is in fact not representative,and even for a compari-
son with Bresnan's analysis,which does seem reflected in
the L-model,a parallel extension .of both the T- and the L-
“models from their present stages would lead too far. Another
reason,especially connected to Bresnan's model,is that
evaluation principles are conceivable which may perhaps
favor the L-model over the T-model even in their present
form; we comment on this in section 13.

9. In Bresnan'skframework,é lexical entry contains a sSyn=
tactic frame and a 'functional structure' as represented
in (23) for the verb eat:

(23) eat;
Syntactic frame. __ NP
Functional structure: NP1 EAT_NP2

The position of NP, in the functional structure is the po-
sition of logical subject,the position of NP, represents
(logical) direct object; the index 1 signifiés syntactic
subject and the index 2 syntactic direct object' expressed
in the functional structure is thus that what is understood
as logical subject of the verb-form eat (in active) is its
syntactic subject,the 'logical! object teing its syntactlc
object.

For the passive form eaten we have the entry (24):
(24) eaten; |
Syntactic frame: .
Functional structure: Ux[x EAT NP1(& x=NPbyﬂ

This functional structure says that the logical subject of
eaten is expressed in the by-phrase,if any,and that its
'logical' object is expressed by the syntactic subject.

The entry (24) is obtained from (23) in a way quite-
analogous to the derivation of =-gn-entries from P-ent:ies
shown in section 6: to obtain the syntactic frame in (24),
we remove the NP from the frame in (23),parailelling NP=-
removal,and to obtain the functional structure in (24),ue
Srase the original occurrence of Np&)ln (23) and substitute

NP1 for the occurrence of NP in (23),which is a move quite

12
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anmalogous to A -postposing in the L-model,since there the
order of the initial lambdas expresses exactly what the
indexing of the NPs does presently. ‘ o

Also in the treatment of infinitival complements,the
L-model can be seen to do the same tasks as Bresnan's model
is devised for: as the reader can verify,with entries like
(25) and with the use of the structural translation rules
(12),desired translations can be assigned to (26) by opera-

tion on _7 .. the -same structures as those corresponding
to the surface word-order in (26):
(25)  tend: __ V% ;AP (tend("P §R%Y))

5 -

try: _ UZ 3 aAPAS (Q1¥ (tzy CPIRY ) (V)Y)
believe: __ NP v? ;‘,\ez,\xo,\61(e1§§/(believe(‘un{(?2})('y) )

oY} e s a8, 6 (61 BB (B D)

know
NN

O

(26) John tends to annoy Mary. :
" Mary tends to be annoyed by John.
John tries to annoy Marye.
Mary tries to be annoyed by John.
John believes Mary to know Bill.
Mary is believed by John to know Bill,
John believes Bill to be knouwn by Mary.
Bill is believed by John to be known by Marye.

‘We may thus expect that the fate of Bresnan's- model will be
close to the fate of the L-model. Deciding it,houwever,will
require a longer discussion than space permits here; see
also the remarks in section 13.

10, To a certain extent,the L-model seems to give a correct
‘reconstrual also of the models of Bach and Douwty mentioned
above. Common to their approaches is that whatever kind of
NP (in terms of functional status) which is the subject of
a passive construction,is the NP - within their 'combinato- .
rial' framework - which is combined second last (among NPs)
with the verbal expression in the corresponding active con-
struction (the last NP being the active subject). If we pro-
vide verb-stems with translations like (16) (with the.initial
AP or AR removed),the translation of a passive construction
is obtained by a ryle like (27),translating the combination
of (be-)-en with V' .

(27)

» /v’\_é’& | |
(be) en v >p &= ’\G‘l’\ej(@( @j)( ?1))

@ here has the form 'AGj)\@1(...)' ,with @i representing

the 'passivizable! object,since in a passive V1,this NP will
not yet have been processed by the translation rules; since
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in a passive construction,they will process the logical
subject (by a counterpart to (3b.2) or (7)) before thls
NP, (27) simply reverses the lambda-order.

As our logical representations are set up,there is
only one type of construction which will not requ1re a
verbal translation with a t'core'! of the kind in (16),na-
mely those with a direct object gnly: in Mary was seen
(by John), the only item under V is see,so for this case
we could translate see simply as see and use (27')

rather than (27): ~ Rl
(271) Vl\f:f 1 : | o i :

(be)an >B o = /\91>\@j(@1{>'([3(@j)(y)_)})
(Uith .a sentenqe-trahslating rule like | ZB(AX)

3 NP =bp v
furthermore,we could rather in. this case use the. trans-

lation 'ARM( RV ( g (P(PsxIN(y))})1; if finally,with the
same -S-translating rule,we could at this stage also de=-
cide whether an agent-phrase is present or not,the case
where it is absent could be represented by the rule actu=-.

ally uséd by Bach in op.cit.,namely 'Any[@(ﬁ(P{x}))(x)]'.)

If indirect objects had also been (logically) represented
purely by means of order of arguments (e.g. as 'innermost?
argument to the verb),then passives of three-place verbs
with direct object preposed would also render lexical
translations of the form in (16) unnecessary (and hence
allow (27') once more),since a simple functional applica-
tion rule like (12a) gives the right 'start! for a formula
expanded around e.g. give. As noted in Dowty op.cit.,hou-
ever,as soon as the indirect object is preposed,then we
1mmed1ately need a verbal translation of a form like (16¢c)
(omitting 'AR'). Moving then to the various uses of prepo-
sitional objects and object predicatives,it is impossible,
in the absence of the object 'preposed',to build up a for-
mula properly representing the other constituents,without
having already constructed a 'skeleton! like the core parts
in (16). The only alternative is to appeal to later meaning-
postulates,which seems to be merely to postpone the problems.

We may thus conclude that for the rule (27) to operate
properly,it is necessary that the verbs in their active
form have a translation principally of the form found in
(16); part 1 of the tentry-constructing' component in the
lexicon of the L-model (cf.(17)) hence seems necessary

~also here (although nouw constructing verb-entries rather
than voice-morpheme entrles),uhlle part 2 is transferred
to the structural semantics,in the form (27),or to one
single entry (or two ,as in Dowty op. cit.).
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1. The main point where the L-model fails to represent
the Bach/Dowty-model,as particularly clear from Bach's
papers,is perhaps the following: By representing the
'passivizable! object as the next highest NP in active
constructions,correlations between the passivizability
of an NP and its 'control'-properties in both voices

are accounted for in a simple fashion. Briefly,an NP can
Ycontrol' anaphora and the like when the items controlled
are inside a (possibly discontinuous) constituent with
which the NP uniquely combines. Thus,I regard John as
fond of himself and John is regarded as fond of himself
are both possible because in the active case,John (by
assumption) combines uniquely with the discontinuous
regard - as fond of himself; on the other hand, *1 strike
John as fond of himself and #John is struck as fond of
animals are bad because,by assumtion,the immediate con-
stituents are here strike John and as fond of himself/
~animals. This precludes the first sentence because John
is not uniquely combined with as fond of himself,and the
second because,passive being its base form,we would have
to combbine strike alone with as fond of animals to con-
struct it; but strike being 'programmed' to combine
(alone) only with an NP,strike/be struck as fond of ani-
mals is an impossible constituent.

It is essential to this account that passives be
"directly' generated; still,by its use of discontinuous
constituents possible within the framework of a categorial
grammar,the more transformationally oriented L-model
is not analogous to it. The relationship of the present
model to the T-model is thus less clarified by extending
the L-model than in the preceding case.

12+ Crucial in the present semantics is the so-called
'principle of compositionality'(PC),by which the 'meaning!?,
here translation,of a complex expression is required to be
a function of the 'meanings'of its parts and the way these
parts are combined. This is what yields the 'bottom-up!
application of translation rules,and hence lexical trans-
lations of the complexity in (16),and so a more radical

way of defending the non-transformational enproach to-
passives might be to guestion the validity of PC itself..

There are presumably aspects of meaning not covered
by PC,such as 'conversational implicature! as governed by
stress etc. With regard to 'propositional content!,to
which PC is mainly addressed, there are clear cases of items
with wider semantic scope than indicated by their syntactic
position: 'wide scope' quantified NPs,adjectives like
alleged,derivational affixes like un- and =-able’'are examples,
‘These show that what determines the meaning of a given ex-
pression need not be all of its immediate constituents,and
that not all meaning-determinant constituents have to be
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syntactically immediate; still,cases where a constituent
has its meaning assigned only via inspection of a much
thigher! syntactic level are difficult to find (aside
from transformationally 'moved' items),so that no weak-
ening of PC to accomodate base-generated passives with-
out rule-systems like (16) resultlng seems justifiable.

- Positively in favor of PC we notice that it specifies
a 'functional' reason why there is a syntax in natural
languages at all,namely that 'complex! meanings be con-

- structible from 'simple' meanings in ways which are not

only manageable tp the individual speaker,but also 'natu-
ral!' enough that they can be shared by a whole linguistic
community without too much difficulty in 'synchronizing!
interpretation. PC embodies the most straightforward prin-
ciple conce1vable for this 'construction' of -complex’
meanings. :

13, From the position represented by Bresnan 1978, ancther
line of defending the non-transformational approach is
conceivable. Assuming that,in her terms (p.14),":..the
syntactic and semantic components of the grammar should
correspond psychologically to an active,automatic pro=-
cessing system that makes use of a very limited short-
term memory." and that "...it is easier for us to look
something up than it is to compute it.",one might propose
an evaluation-measure of grammars by which,for our parti-
cular case,locating NP-removal and A in the lexicon (as
in (17)) is so much 'cheaper!' than having NP-preposing
and A in the syntax and structural semantics, respectively
(as In (18)),that the L-model after all gets a louer
total 'cost!'! than the T-model.

, Here we only state this possibility. Whether 'realis-
tic!'! grammars,conceived as some kind of (presumably very
indirect) schemata of psychological events consisting of
the construction of tunderstandings! from actual utterances
(or the construction of utterances from tintentions!'),
really make sense,is an interesting guestion: if these
'mental! entities exist at all,what takes place betuween
them may be so different from the phenomena addressed in
the L- and T-models that no evaluation-principles appll-
cable to the latter may be deducible. So this matter is
open,calling for both empirical research and a priori con=-
sideration.,

https://scholarworks.umass.edu/umop/vol4/iss1/9
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NOTES

1. The difference being only that DA,as the name suggests,
is unambiguous while a DS may be ambiguous,and also
that DA may have some enrichments to facilitate the
translation rules ~ the item E introduced in (20) is
an example.

2. In trace-theoretic terms,this means we are only con-
cerned about features reflecting DS. '

3. We will consistently ignore translation of tense,

4., As will be noticed,this analysis differs from the more
common approach of Thomason 1976 and Dowty 1978,

5. Cf., Bach and Horn 1976:280ff for motivation for the
-analysis NP V NP :PP assumed here of -such sentences,

6. Furthermore,'s','d' etc. translate Susan,Dave etc.,and
't1(...)' and 'walk-around' etc. are merely names of
translations,whatever they may be,

7. I assume that only her is possible in English., In Nor-
wegian,which otherwise behaves like English in present
respects,one may (preferably with verbs like overlate
(leave over to)) -also use a full NP.

8. Read MVR(G%)' as 'A(VR(@Z))'

9. The choice of NP is of course restricted; an approximate
set of conditions are indicated in (19),

10, The condition about [-Anaphoric]lwill provide for the
desired 'binding' in cases like John was attempted
murdered; details can not be entered presently.

11. We have reached this conclusion without offering the
rule-system A itself, which is also unnecessary. An
unpublished version of a system doing the required
tasks is given in Hellan 1978; providing it here will
require too much space.
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