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Abstract

The G0W0 approach is an accurate method to give a physical meaning to the
eigenvalues obtained in adensity-functional theory (DFT) calculation.However,
the calculation of such corrections with plane wave codes is currently prohibitive
for systems with more than a few hundreds of electrons. What limits calculations
to this system size is the need in current implementations to invert the dielectric
matrix and the need to carry out summations over conduction bands. This talk
presents a strategy to avoid both of these bottlenecks. In traditional plane wave
implementations of G0W0, the dielectric matrix is expressed in a plane wave
basis, which needs to be relatively big to properly describe the matrix. Here, we
will explain how a Lanczos basis can be generated to substantially reduce the size
of the matrix. Also, the number of conduction bands needed to reach convergence
in the summations is usually an order of magnitude larger than the number of
valence bands. Here, the calculation of t...

Document type : Communication à un colloque (Conference Paper)

Référence bibliographique

Laflamme Janssen, Jonathan ; Bérubé, Nicolas ; Antonius, Gabriel. G0W0 implementation using
Lanczos algorithm and Sternheimer equation.APS March Meeting 2012 (Boston, Massachusetts,
USA, du 27/02/2012 au 02/03/2012).



G0W0 implementation using 
Lanczos algorithm 

and 
Sternheimer equation

By Jonathan Laflamme Janssen, Nicolas Bérubé, Gabriel Antonius 
and Michel Côté
Département de physique, Université de Montréal



March Meeting 2012, T7.00010 of 10

Motivation : gap prediction
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Figure 3.1: Hartree-Fock (HF, magenta diamonds), DFT-LDA (red circles) and
GW (black square) calculated (y-axis) versus photoemission experimental (x-
axis) band-gaps.

Its validity depends in this case also on a right choice of the starting 0-iteration
point. This is normally taken to be the Kohn-Sham electronic structure, which
is the simplest and best guess for an electronic structure to start with. The 0-
iteration guess for the self-energy is hence taken to be the exchange-correlation
functional of DFT, �̃0

M(r1, r2, ⇥) = vxc(r1)�(r1, r2).
The most striking evidence of the validity of the G0W 0 approximation and all

this approach is provided by Fig. 3.1. Here we report the GW calculated values
(ordinate) of the band-gaps in several systems, from metals to semiconductors
and insulators, compared to the values measured in photoemission (abscissa).
We remark the well known underestimation of DFT (in LDA or GGA approxi-
mation). It is evident that the GW approximation results lye much more along
the diagonal, thus systematically improving upon DFT. Hartee-Fock band-gaps
sistematically overestimate the experimental values.

3.6 Many-body GW e�ects on graphene

We have seen that the GW approximation typically provides band-gaps in
very good agreement with ARPES experiments in systems like simple semi-
conductors and insulators. Let’s see how GW works on an atypical system
such as graphene. Graphene is a single layer/sheet of graphite, so that it
has a flat 2D atomic honeycomb hexagonal lattice atomic structure. In the
tight-binding formalism, the graphene 2D honeycomb lattice structure gives
rise to a semimetal, that is a semiconductor with zero band gap occurring at
the K point in the Brillouin zone and a cone-like linear band-dispersion at
low energy. This part is usually described by a massless Weyl fermions dis-

GAP : experiment vs DFT/G0W0

S. Faleev, PRL, 2004
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Why G0W0 computationally expensive?
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Σ = iGW

 W = −1v
  = 1− vP
P = −iGG

G =
n n
ω − εnn=1

∞~Nc

∑

• Nc ~ 10 Nv to 100 Nv for εi at ±0.05 eV

• inversion of ϵ ⇒ N3 operation (N = basis size)

Nc : number of conduction states
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The case of antracene

• Nc ~ 300 to 3000 and Nbasis ~ 200 000 

➡ 1 to 10 Gb of RAM usage to store 

➡ 100’s hours of CPU time to obtain

4

• ϵ matrix ~ 7000 x 7000 planewaves

➡ 1 Gb of RAM usage to store ϵ

➡ 10’s hours of CPU time to ϵ-1

c{ }
c{ }

Nv = 33
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Sternheimer equation

• 

6

P = −iGG1)

P ψ = v c 1
ω − (εc − εv )

− 1
ω + (εc − εv )

c v
c
∑⎛⎝⎜

⎞
⎠⎟
ψ

v
∑

• We define :

φv
− ≡

c c
ω − (εc − εv )

v
c
∑ ψ

 
H − εv −ω( ) φv− = −Pc v ψ

 
= 1
ω − H + εv

Pc v ψ

Sternheimer equation
 Pc = 1−Pv
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Lanczos algorithm

7

 W = −1v2)

 
−1 ψ = (1− vP)−1 ψ• 

• Lanczos algorithm...
vP( )k ψ{ }

• In Lanczos basis          : qk{ } vP( )k ψ =
k=0

+∞

∑ T k q1
k=0

+∞

∑

= (vP)k ψ
k=0

+∞

∑

- builds a basis spanning the same subspace as
- where (vP) is tridiagonal
- at the same cost as using the power serie expansion

= 1−T( )−1 q1
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Lanczos algorithm W = −1v2)

Calculation of screened exchange for HOMO of silane
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Sternheimer’s equation
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Σ = iGW3)

i Σ(ε i ) i = i
2π

dω ' 1−T( )−1k , ′k (vq ′k )i gk
k ,k '
∑

−∞

+∞

∫

c
∑ A x = b

• Same idea as for P :

H − ε i − ′ω( ) gk = −1 qki

• But requires qk{ }

Solving

gk =
n n

ω '− (εn − ε i )n
∑ i qk

Sternheimer equation
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Conclusion

10

• Bottleneck assessed :
- no knowledge of conduction states required
- no inversion of ϵ in cumbersome basis

• Implementation under way

Thank you!

!


