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Abstract

At this age when the competition is high in the market, it is very fundamental for compa-

nies to maintain a good relationship with customers so as to increase business revenues.

This concept in the business world is called customer relationship management (CRM).

A good application of CRM helps companies to increase their retention power, which is

the likelihood that customers will not abandon the company. Basically, to avoid useless

waste of money, it is good to have a high retention power because satisfying and retaining

an existing customer is more troublesome than gaining new one. This is the reason why

many companies must put more effort into understanding customer behavior so as to

easily pick out clients who are about to leave. When the customer start the process of

leaving, that process is called customer churn and the customer churn prediction is the

churners identification process.

Our research purpose is to find the correct identification of customers who want to quit

the company. Usually in the financial environment, the behavior of customer is studied

with the intention of being able to prove that, predicting the leaving of customers is pos-

sible using machine learning techniques. That helps avoid unnecessary cost. Also, the

project aimed at identifying the best machine learning technique (out of five different

models) to be used to identify these churners. Moreover, the aim is to persuade financial

services that data-driven products are more valuable and competitive compared to tradi-

tional ones, where machine learning models are not applied. In this project, the problem

of churn prediction is modelled using the standard binary classification task, labelling a

customer as a “churner” or “non-churner”.

In order to identify the best model for customer churn prediction, three different data
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Abstract

were used and tested on each model and different classification performance curves were

used. Churners are predicted using five machine learning models namely decision tree

classification, support vector machine, random forest, naive Bayes, and artificial neural

network.

The results obtained confirm the usefulness of machine learning techniques in the pre-

diction of customer churns. Thus succeeding in predicting customer abandonment in the

near future with good accuracy (preventing false positive cost). Furthermore, with the

obtained results, it can be said with high precision which machine learning technique is

best applied for predicting customer churn.

iv



Acknowledgements

First, I would like to thank my supervisor Professor Tshilidzi Marwala for his constant

guidance, assistance, supervision, and support throughout the course of this research.

Without his constant support and guidance, this report would not have been in its present

structure and the thesis would not have been completed. Thank you for your immense

devotion as a supervisor, which has been instrumental to the success of this research.

Secondly, I would like to give a big thanks to my co-supervisor Doctor Collins Leke for

his persistent assistance, supervision, support, inputs, and advice throughout the course

of the research. Thanks very much Doctor for your constant management, suggestions,

and guide throughout this research. Moreover, I will like to thank him for inspiring and

motivating me towards completing this research.

I would also like to thank Doctor Alain R. Ndjiongue for his assistance and guidance in

carrying out this research, for the suggestions he made, and for reading the document and

overseeing the structuring of the report.

Ludovick Podie has been a good friend right from the moment I began this research

journey and I will like to thank him for continuously supporting me and ensuring that I

stay on track and not lose sight of what is important. Thanks for your encouragement

and support.

Many thanks as well to all my other friends for providing moral support and blessing.

I wish to thank my parents back home in Cameroon for their endless understanding,

patience, encouragement, support, and prayers. I would not be where I am today if not

v



Contents

for them. My brothers Alex Tchaleu, Ulrich Tchaleu, Steve Tchaleu, and aunt Melanie

Piameu without forgetting my sweet and lovely nephews Ryan Wandji, Yan Wandji, and

Daniel Tchaleu, I will like to thank them for their endless prayers and constant support.

Finally, thanks to the ALMIGHTY GOD for amply supplying me with strength, peace,

health and joy in my life.

vi



Contents

Declaration of Authorship . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1-1

1.1 Structure of the Report . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1-4

2 Churn Prediction Review . . . . . . . . . . . . . . . . . . . . . . . . . . 2-1

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-2

2.2 Customer Churn Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-3

2.3 Customer Relationship Management . . . . . . . . . . . . . . . . . . . . 2-4

2.4 Knowledge Discovery in Databases . . . . . . . . . . . . . . . . . . . . . 2-6

vii



Contents

2.4.1 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . 2-8

2.4.2 Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-8

2.5 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-9

2.6 Data Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-11

2.6.1 Longitudinal and static attributes . . . . . . . . . . . . . . . . . . 2-11

2.6.2 Dataset Framework . . . . . . . . . . . . . . . . . . . . . . . . . . 2-12

2.6.3 Labeling the Dataset . . . . . . . . . . . . . . . . . . . . . . . . . 2-13

2.7 Pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-14

3 Classification Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-1

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-2

3.2 Classification trees and different pruning methods . . . . . . . . . . . . . 3-3

3.3 Definition of the classification task . . . . . . . . . . . . . . . . . . . . . 3-4

3.4 Attributes Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-4

3.5 Building Classification Trees . . . . . . . . . . . . . . . . . . . . . . . . . 3-5

3.6 How to determine the best split . . . . . . . . . . . . . . . . . . . . . . . 3-6

3.6.1 Impurity measures . . . . . . . . . . . . . . . . . . . . . . . . . . 3-6

3.6.2 Definition of impurity . . . . . . . . . . . . . . . . . . . . . . . . 3-6

3.6.3 The measure of impurity: Gini Index . . . . . . . . . . . . . . . . 3-6

3.6.4 The measure of impurity: Entropy . . . . . . . . . . . . . . . . . 3-8

3.6.5 The measure of impurity: Misclassification Error . . . . . . . . . . 3-10

3.6.6 Comparison among splitting criteria . . . . . . . . . . . . . . . . . 3-13

3.7 Measures for Selecting the Favorite Split . . . . . . . . . . . . . . . . . . 3-14

3.8 Training, Validation and Test Phases . . . . . . . . . . . . . . . . . . . . 3-14

3.8.1 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 3-16

viii



Contents

3.8.2 Classification problems . . . . . . . . . . . . . . . . . . . . . . . . 3-19

3.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-22

4 Data Preprocessing and Description of the Practical Problem (Algo-
rithms) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-1

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-2

4.2 Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-2

4.2.1 Decision Tree Classification . . . . . . . . . . . . . . . . . . . . . 4-2

4.2.2 Random Forest Classification . . . . . . . . . . . . . . . . . . . . 4-4

4.2.3 Support Vector Machine Classification . . . . . . . . . . . . . . . 4-5
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1 Introduction

A customer is someone that buys the goods or services being provided by a business.

Business main aims, for example banks and financial services in the current business

environment, is to attract many customers. All businesses dream to have an enormous

number of customers because these customers create demand for goods and services. The

channel of communication between customers and financial institutions is mostly through

services like internet banking, automated teller machine (ATM) services, merchant ser-

vices, cash management services, credit and debit cards services, etc. In the competitive

markets of today, the number of customers in the financial sector has increased tremen-

dously and customers have come to realize and understand the importance of service

qualities. This has resulted in businesses paying more attention to the reliability and

quality of services they provide to customers. Likewise, some customers decide to switch

their loyalties from one financial service to another, because of reasons such as low-interest

rate, good customer services, availability of new technologies, different services offered,

area proximity and so on [1]. To quickly identify customers before they leave, there is

need to abandon traditional ways and use machine learning models which help predict

customers that are likely to leave because of certain customer criteria. This represents

the main focus of this dissertation.

Businesses compute through advertisement or lower prices to attract an ever-larger cus-

tomer base. In order to increase the incomes (profits), it is fundamental for businesses to

maintain the relation with their customers at a good level. This is called customer rela-

tionship management (CRM). CRM refers to the practices, techniques and technologies

used by companies to manage and analyze the interaction of clients and data throughout

the duration of customers in the financial sector to increase incomes. The aim of CRM is
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to ensure customer satisfaction. Successful application of CRM in any business helps to

reduce customer churn and increase retention power. Retention power is the likelihood of

customer abandonment. Basically, a high retention power helps in saving money, because

recruiting new customers is very costly and a hard process compared to satisfying and

retaining existing customers (called customer acquisition). This has made companies to

put much more effort to understand and analyze their customer’s behaviors to quickly

and well understand which customers are about to leave. For customer retention, they

usually used rectifying actions such as promotions, customers reward and so on. There-

fore, keeping churn low is very important for service-oriented companies. The following

points summarise the economic values of customers retention given by the author in [2] :

• Long-term customers increase business revenue;

• Focusing on existing customers needs help to avoid looking for new and potentially

risky customers;

• Advertisement from satisfied customers facilitates customers acquisition;

• Customers who have stayed in a company for long are less vulnerable to competitors;

• Lasting customers have a larger database due to their demands and as such reduce

money waste;

• A company bad image would result in a loss of customers and;

• Low sales results in customer loss and the desire to attract new customer, which is

a high waste of money compared to the money spend on customers retention.

It is worth emphasizing the difference between customer churn and customer churn pre-

diction. The former is the process whereby a customer ceases his or her relationship with a

company whereas the later is the process of identifying churners. The dissertation focuses

on the correct identification of customers who will abandon the company. The literature

identifies two different types of churners: voluntary and non-voluntary churners [3]. Re-

garding financial institutions specifically, customers who have had their services revoked

(cancelled) by the company mostly due to services abuse of non-payment are called non-

voluntary churners. On the other hand, voluntary churners are customers who take the

decision to end their contract with the provider. Furthermore, voluntary churners can

be seperated into incidental and deliberate churners. Incidental churn occurs when the
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customers or the clients have some issues that prevent them from requiring further service

from a provider. However, deliberate churn is the highest percentage of all churners in all

companies. It represents the class of churn that most companies try to fight. Deliberate

churn usually happens when a customer takes the decision to voluntarily move his/her

service to a rival company. It is mostly caused by technology and economic reasons.

For example, a customer discovered a competitive company selling the same product at

a lower price or finds a competitive company where the services are valuable. It also

happens when there are poor network coverages, bad experiences with call centers and

so on [4]. To minimise customer churn, companies should be able to predict customers

behavior and establish the connection between customer acquisition, and, keep factors

under their control. The following diagram illustrates churners types.

Figure 1.1: Types of Churners

In this work, we focus on providng the best tool for customer churn prediction. The

analysis is based on the set of data obtained from kaggle.com [5]. The project aims at in-

suring the financial sector that predicting customer churn using machine learning models

is feasible. Identifying with good precision, customers who will leave the institution helps

in avoiding unnecessary costs. Furthermore, the project focuses at identifying the best

machine learning model out of five different machine learning techniques by analyzing

their performance using the area under the curve (AUC) or receiver operating character-

istic (ROC) and accumulative matrix analysis. Technically speaking, the prediction of

churners was made by classifying customers in two different classes,which are churners or

non-churnes.
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Machine learning is a system utilized in data analyses to robotize systematic model struc-

ture. This technique facilitates systems to learn from data, make a decision, find missing

data and identify patterns. Three types of machine learning can be identified: supervised

machine learning, which is a technique used to find hidden patterns from the labeled

dataset,unsupervised machine learning which is the opposite of the supervised technique,

used to find a hidden pattern in the un-labeled dataset and semi-supervised which is in

the middle between supervised and unsupervised machine learning. It is a technique that

can be used both in labeled and unlabeled datasets.

Data mining is the procedure utilized by organizations to transform raw data into helpful

data. It is good to differentiate between machine learning and data mining [6]. Ma-

chine learning uses existing data as well as algorithms while data mining uses traditional

databases with unstructured data. Also, because data mining is more of research, it

makes use of a method like machine learning. Meanwhile, machine learning is mostly

of self-learned and trained systems to do an intelligent task. Using data mining, it is

easy to find patterns and relationships between data. It is also possible to manufacture a

successful model, which can transform information into meaningful information.

1.1 Structure of the Report

Chapter 2: Literature review, It presents an overview on customer relationships

management, how customer retention can avoid money loss and how important it is

to maintain good customer relationships. It provides some background information on

machine learning (data mining) and more precisely predictive data mining. It covers a

background explanation on what data pre-processing is all about. This chapter also in-

cludes the different classifier functions used for each model and how advantageous each

of them helps to solve the problem statement of predicting customers churn. Moreover;

evaluation techniques and data mining predictions are also presented. It is divided into

churn prediction review and classification review which is defined as chapter 3.

Chapter 4: Algorithms, Five machine learning models used in this research are being

introduced: Support Vector Machine Classification, Naive Bayes Classification, Random

Forest Classification, Decision Tress Classification, and Artificial Neural Network. It cov-
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ers the basic concepts, rules, and principles of the algorithms and their weakness. In this

chapter is also presented some of the related works where these machine learning models

have been applied such as the medical field, the mining sector and so on, their limitation

and benefits. Moreover, the objective of comparing the algorithms and how advantageous

the end algorithm can be to the financial sector is presented.

Chapter 5: Data Introduction and Manipulation, This chapter describes the rea-

sons for coming with the idea of comparing the five machine learning models. This

answered the research objective which is to come out with an effective algorithm for

customer churn prediction in the financial sector. It presents the methodology used, eval-

uation methods and a complete description of the dataset used in this research. The

evaluation of performance for both the classification and predictive problems is presented

according to our experimental results.

Chapter 6: Experimental Results and comparisons, This chapter presents the

individual set-up for each machine learning model and the experimental results obtained

from the experiment. Also, this chapter presents the performance validation of each model

obtained from the experiment and the equivalent discussion from the results obtained. It

answers the main aim of the research by suggesting the appropriate model based on per-

formance validation.

Chapter 7: Conclusion and Future Research, The research end by elaborating on

conclusion remarks. It presents and proposes other sectors where the concluding model

can be well applicable and areas for further research.
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2 Churn Prediction Review

Literature review is divided into churn prediction review and classification review. In

this chapter churn prediction review is presented. It defines the concepts of churn predic-

tion and the main problems associated with it. The chapter describes how data mining

approaches are used to solve churn prediction problems. Testing the algorithms on differ-

ent datasets explains the basic of using the model and problems involved. The important

aspect of the churn prediction problem is highlighted in section 3.1. The author in [7] pro-

posed frameworks on how to build a good dataset. Section 2.7 elaborates on pre-processing

particularly actions to be taken to improve predictive accuracies such as feature selection,

outlier detection, and missing value treatment. The chapter closes by explaining some

important classifiers that have been developed previously to manage customer churns.
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2.1 Introduction

Customer churn, otherwise called customer defection or customer attrition, can be de-

scribed as the phenomenon whereby a customer decides to leave or cancels his / her

loyalty with a service provider. This can be difficult, but it is a painful reality most

businesses go through. The truth is that the majority of companies nowadays suffer from

customer churn thus having a good understanding of what causes customers to cancel is

the key to lasting, sustainable business growth. A relative number calculated as a per-

centage of customer churn is called the churn rate. The number of subscribers or clients

who end their contract with the service provider for a given period of time is known as

churn rate. Depending on the business nature, several ways can be used to measure client

churn rate. This can be expressed as follow:

• Calculating the total amount of customers who left for a specific period of time;

• Percentage of recurring value;

• Recurring business value;

• Percentage of customers lost during a specific period.

The dissertation aims at comparing five machine learning models and determine which of

these five models is the most suitable model for customer churn prediction in the financial

environment. Each model has been applied to three different domains containing three

datasets. Basically, before a customer leaves a company, the decision has been taken a long

time before. This is usually based on characteristics such as poor service quality, price

and so on. This is somehow better than another science field like telecommunications

whereby you can find customers moving from one operator to another in a very short

period of time hence making predictions a very difficult task. For example, in the bank

field, a low customer churn rate results in a low-level cost and a high-level sustainable

CRM. Hence the importance of enhancing customer churn prediction.
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2.2 Customer Churn Rate

Churn rate calculation as a percentage of customers lost is straightforward. This is done

by taking the number of customers lost during a specific period of time (for example a

month) and dividing it by the total number of customers in the company at the beginning

of the month. [8]. In the calculation, the new customer acquired during the time frame

is not considered. Of course, customer acquisition during a time frame does not stop the

estimation of churn rate. Depending on the business decision, it can be used to estimate

the total number of customers who left the company during a given period.

Some studies confirm that customer acquisition can be five times more expensive than

customer retention [9]. Therefore, it is important to keep a good relationship with cus-

tomers as well as maintaining a good customer churn rate. The following explained some

examples of how the churn rate can be reduced:

• By analyzing and determining the cause of the churn;

• By offering personalized customer service by using co-browsing for example;

• Improving user onboarding process through user communication;

• Customer marketing.

Applying the above points to reduce customers churn rate is advantageous because a small

churn rate facilitates the company growth, permits the easy calculation of customers life-

time value, helps to maintain good investment as it avoids the loss of money on customer

acquisition, eased the monitoring of the company actions in regard to customers just to

mention a few.

Revenue churn is the measure of lost revenue. It is important to differentiate between

customer churn and revenue churn. Revenue churn calculates customer churn based on

revenue. Most businesses using this method take into account the monthly reoccurring

revenue (MRR) [10]. The difference between the two is that customer churn counts the

number of customers lost and revenue churn is the monthly reoccurring revenue (MRR)

churn expressed as a percentage of generally accepted accounting principle (GAAP) rev-

enue churn [11]. Further discussion on revenue churn is not discussed in this work.
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2.3 Customer Relationship Management

All the above consideration that are all the strategies, technologies and activities that or-

ganizations use to oversee and examine client communications and information all through

the client lifecycle with the point of improving client support connections and aiding client

maintenance and expanding deals development is alluded to as customer relationship man-

agement (CRM). CRM ultimately helps businesses grow by building a good customer rela-

tionship that results in customer loyalty and customer retention [12]. Proper management

of CRM increases business profits and revenues, and provides a good business strategic

advantage. It defines a new approach in the business market, placing the priority on

the customer as compared to products. Since customer loyalty and revenue are qualities

affecting a company’s revenue and growth, it is very important for all businesses to under-

stand the importance of CRM for business growth. Different types of CRM application

exist, however, three types can be identified in this research [13]:

• Operational CRM:

It deals with the business process including service automation, marketing automa-

tion and sales automation. It mostly focusses on leads generation as it works with

past customer data, converts the data into contact and finally, uses the provided

information to create services throughout the customer lifespsan;

– Sales processes are easily automated in companies via sales automation. It fo-

cuses on customer acquisition and customer retention through the organization

of information to meet customers requirements and raise sales efficiently and

effectively.

– Marketing Automation purpose is to facilitate product purchase and how to

maintain existing customers. It is an approach that helps the business to choose

the best channel (like phone calls, emails, personal meetings) to reach potential

customers.

– Service Automation facilitates service customer relationships.

• By analyzing customer data, it is easy to understand customers needs and serve

the customer. Analytical CRM which is the second type of CRM helps in sales,

top management, marketing and supports the personnel for analyzing the data.

This facilitates a decision made, eased campaign, increased sales and builds durable

relationship with customers.
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• Finally, the third type of CRM is collaborative CRM also called strategic CRM.

Strategic CRM helps companies to share their customer’s information. Its main goal

is to ameliorate service quality so as to increase devotion, obtain new customers and

hence increasing sales growth.

From the above explanation, it is understandable that all the different types of CRM

have of course different features and benefits. Hence, before the company goes into the

implementation of CRM, they must decide the business future goals and strategies. The

following point explains some CRM advantages:

• CRM increases sales revenues by facilitating the identification of loyal customers

and helps the company and customers to build a durable relationship.

• Furthermore, it helps in the provision of good customer services.

• And finally it helps to reduce churn rate through the customization and personal-

ization of products according to customer needs, likes, and preferences.

CRM advantages are completely different from the objectives. The following points list

some CRM objectives identified in the literature.

• CRM focuses on attracting new customers.

• CRM emphasises on customers, because it is crucial for every company to know

their current and potential customers through communication.

• Improve customer relationship through motivation.

• Customer churn management (that is maintaining customer relationship in a long-

time term).

Therefore, an important part of CRM is to keep a good relationship with customers.

It handles the most important aspect of customers which is customer behavior through

customer service and customer success. Two approaches can be identified that help to

handle such case reactive and proactive approaches [13]. The first approach which is the

reactive approach, example customer service, focuses on handling customer problems to
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keep them satisfied. Customer success, on the other hand, is a proactive approach aimed

at understanding and supporting customer business.

From the above paragraph, it is understandable why knowing the reasons and the causes

that make customers to move from one company to another is important as it helps the

company to lower the churn rate in advance. By developing predictive techniques, the

company has enough time to build campaigns, an advertisement for customers, in order

to change customer behavior, customers services and increase customers success.

Just by observing customer behavior, it is possible to come out with a rule that classifies

customer into two groups; churner and non-churner as done in some research [14], [15].

This facilitates customer churn prediction. However, using only experience and intuition

without scientific methods does not give reliable and good results. While strong scientific

techniques used for making predictions output good and reliable conclusions compared

to when based on intuition and experience. The best option is data mining, which is the

way toward burrowing through huge information to find shrouded associations and foresee

future patterns which has a long history. Two phases can be identified. The first phase is

to analyze the historical data and apply to the mathematical model. The second phase

focuses on prediction making (business decision). Thus, it fits the objective of analyzing

customer data in order to make good customer churn predictions. During analysis, data

mining is mostly referred as knowledge discovery in databases (KDD) process.

2.4 Knowledge Discovery in Databases

Knowledge discovery in databases (KDD) is the process of finding knowledge in large data

warehouses using data mining methods, precisely in databases. Example of some fields

where KDD is applicable include pattern recognition, machine learning, data visualiza-

tion, databases, and statistics. Knowledge discovery in databases is all about extracting

knowledge from databases. But unfortunately, it is never easy to apply data mining tech-

niques to large data warehouses due to missing values, irrelevant information, and noise.

Also, the warehouse may yield a high computational cost. To fix this, it is necessary to

make use of data mining models to understand what is considered as knowledge, accord-

ing to some specifications of measures and thresholds, using database techniques such as

pre-processing, subsampling and transformations [16]. Figure 2.1 outlines KDD process
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steps.

Figure 2.1: Database showing KDD

Data mining being a key part in KDD process, the two names are sometime used inter-

changeably. KDD is an interactive and iterative process which means it goes forward and

can come back to the previous steps anytime needed. Hence, the importance to have

a good understanding of the KDD process (Figure 2.1) which consist of understanding

the main domain in question (Data), creating and selecting a data set where to perform

discovery, cleaning the data (Pre-processing), selecting the proper data mining task and

algorithm (data transformation and data mining), making use of the data mining algo-

rithm, perform interpretation of the data (analyse outcomes obtained from the previous

step) and lastly, using the discovered knowledge from data.

Data mining is very important for companies. However, it is difficult to be implemented

as it requires a lot of effort, knowledge and the data must be handled carefully. If data

mining techniques are correctly handled, it definitely will increase the company sales and

teach them some add-ons on their customers.
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2.4.1 Problem Definition

The previous section explained the importance of customer churn predictions in the de-

velopment of CRM. The discovery of information from a database point of view in data

mining is viewed as a four-step process. First, identity the business process; second, col-

lect and process the data; third, apply some data mining algorithms to the processed

data; and finally, evaluate the mining result in order to test if the findings are suitable

for the defined business problem. The high level goal of this dissertation is clear, the aim

is to identified customer who will churn or not by comparing five different data mining

algorithms and by the end enumerate the best algorithm to be used for customer churn

predictions in the financial sector. Hence, only two values can be considered: customer

churn or customer non-churn. This is a classification problem because the outcome do-

main is finite. Being a classification task, the churn prediction problem will, therefore, be

a binary classification task.

The needs of a company helps to decide on whether a customer will or not abandon

the company. In general, correct predictions can be made in small time windows but

limits the company in their capacity to overcome threats [17]. Contrarily, while a large

time frame increases the company reaction time due to long distances, it can also result

in wrong decision making. All the above suggests that having a good trade-off between

prediction accuracy and reaction time is very important. Being able to estimate the mo-

ment from which a customer starts thinking of leaving and the time he or she starts to

churns is crucial as it helps to find a balance. [18].

2.4.2 Time

The concept of time plays an important role in churn predictions. To avoid poor results,

time must be modelled very well. Though time is critical, it is not the only component

used in churn prediction. The other components divert from the basic classification task

and sometimes are considered as statics. This explains why time is sometimes represented

in a static way in literature.

To build and make effective predictions, a dataset is necessary to represent the sam-

ple of the population to be analyzed. To ease analysis, each customer represents a single
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record and the most important characteristics affecting churn event are the columns (fea-

tures). To have good predictions, these features must be selected with the aid of domain

knowledge. Feature selection is the most critical part in predicting churn modelling due

to its high dimensional characteristics. Using principal component analysis (PCA) for ex-

ample reduces the feature set of credit card users in order to predict customer churn [19].

A study carried out by using six different datasets shows that the predictive power of

detecting churn can be misleading when training the model taking into account all the

information. This is because considering all the information available reduces the churn

predictive power [20]. The authors in [21] proposed a framework for feature selection

specific to customer churn prediction. The framework is divided into two categories of

data: structured and unstructured. However, the framework has only been tested for

structured data. This subsection closes by listing the main challenges faced in making

the churn predictions:

• Find a trade-off between the predictive accuracy and allow reaction time;

• Features and exploratory analysis. In addition to domain knowledge, skill and

creativity are required to construct a strong feature set with information that is

predictive of a churn event. The difficulties faced were missing information and

the need for optimal feature transformations. Furthermore, exploratory analysis

reveals outliers, irregularities, and correlations that domain knowledge alone would

not account for;

• Legalizing the performance of the churn model;

• Customer behavioral model. To model the problem successfully, customer behaviors

must be analyzed over time.

2.5 Data Collection

Data collection phase explains how the data was obtained regarding the problem to be

solved. The source of data is very important for the problem requirements [22]. In today

world, data is usually noisy and incomplete because of computer errors, human errors

that occur at data entry, errors in data sources, errors in data transmission and so on.

Data for this project was obtained from kaggle.com [5], an online system. In this case,
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the main difficulty to avoid as much as possible is outlier (noise). This is a fundamental

problem in the pre-processing phase explained in section 2.7.

Churn predictions problems always make use of a large dataset. Since the dataset is

large enough and contains many different features, only the most significant subset of

features are selected to produce effective results. However, records for customers who

leave the company are far less than records for the customers who do not. Thus, having

a huge dataset does not promise enough churn records for the analysis. As mentioned

above, the most critical factor for churn prediction is time. Time also affects the data

collection phase when the classifier gets trained with recent data as the most useful and

new patterns are found. This helps in facilitating the forecasting of customer behavior.

There are some other factors that can affect changes in customer behavior over time like

environment events [23]. In fact, the probability of customers to leave or not varies during

financial drawdown or flourishing moments. This variation has a good or bad impact on

the company dataset over a short period of time.

However, collecting data for a limited period has a huge impact on the dataset. It goes

as far as resulting in the un-representative dataset. Since the number of customers who

churn is always minor compared to the number of customers who do not churn, in order

to make important predictions, the churn instance numbers must be enough. Hence, in

order to collect enough data, the company must choose the time period according to the

churn rate for prediction.

Additionally, the literature cites another method called the case-base sampling technique

for collecting data for churn predictions [24]. This approach is efficient due to the fact

that it balances the class proportion by including in the dataset every churn record and a

small sample of non-churn instances. Hence, it eases the churn analysis and prevents class

imbalance. Case-Base Sampling can also be used to sort the problem of class imbalance

when seen as under-sampling. This works well using large datasets, considering all the

available data.
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2.6 Data Structure

In this section, static and longitudinal attributes are examined, dataset framework, and

dataset labelling. After the data collection phase, to define an appropriate set of features,

the data must be transformed and organized. This is important in order to produce a

dataset which would be used for training the classifier. This section explains how to divide

and manage customer attributes. Also, some highlights on three important frameworks

proposed in the literature on how to create a good dataset for customer churn prediction

is reviewed.

2.6.1 Longitudinal and static attributes

Static attributes are customer features which do not depend on time. Example of static

attributes are customer gender, customer education level just to mention a few. Features

like age which vary based on time are not considered as static attributes. They are easily

managed, easy to be collected and almost ready to be used.

Longitudinal attributes are customer features which depend on time. They are also

sometimes referred to as dynamic attributes. With these attributes, observing customer

behavioral changes over time is quite easy. Thus, they are critical factors for making

accurate customer churn predictions. These attributes are less effective compared to the

static one because they must be discretized before being represented in datasets. This

requires sample frequency to be used. For example, in modeling loan customers which

can be done monthly or weekly, the frequency sampling is a fundamental question to be

answered. This is because if the sampling frequency is too low, it becomes very difficult

to interpolate customer behavior due to the limited amount of data. On the contrary,

a high sampling frequency implies more data available and thus a lot of irrelevant data

since longitudinal attributes depend on time. Likewise, too much data can increase the

complexity of the model. Example of static and longitudinal attributes are demographics

and transactional attributes respectively [25].

For the churn prediction analysis, the literature proposed a better way to collect the

data to construct an accurate classifier [26]. It suggests collecting dynamic attributes

associated with transactions. Using a dynamic timeline and avoiding a fixed time period
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for better results. It is important to train the model with full data (though it is difficult

to have data of customers after they churn) and to avoid training the model on fixed time

periods. This guarantees the model being trained with proper and good data.

2.6.2 Dataset Framework

This subsection explains three different dataset frameworks suggested in the literature by

the authors in [23] which applied the longitudinal attributes.

• Single Period Training Data (SPTD).

SPTD is a standard framework for customer churn predictions introduced by the

authors in [27]. It is a training set containing continuous data collected over a con-

tiguous period. In the SPTD framework, each customer represents a record and

its dynamic features are summarized using maximum or mean value functions. Ex-

ample; observing customer data for withdrawing money every month. Assuming

300 rands was withdrawn over the first month by the customer, 400 rands over the

second month and 800 rands over the third. If the maximum value for this customer

is selected as a summary function, then the withdraw feature value created by this

customer will be 800 rands.

Even though SPTD is very simple, it was built to analyze the most recent oc-

curring events (period available) to catch current customer behavior. It is a normal

training set modelling dynamic attributes grouped in one value. Hence, creating

one feature for each longitudinal feature with binary outcomes for true representing

if a customer leaves and false if the customer does not. True and false are also

sometimes represented by one and zero.

• Multiple Period Training Data.

Multiple Period Training Data (MPTD) is a training set containing several SPTDs

relative to the time period. It is mathematically defined as [28]:

MPTD = {SPTDx, SPTDx−1, . . . , SPTDx+1, SPTDx1E}. (2.1)

Where x is the most recent time and x1 is the oldest time. SPTDi represents SPTD

built before T in i-th period of time. Hence, MPTD helps find N different periods
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of time for each customer with N records per customer. When time is increased,

environmental variables are introduced in the dataset (represented by E in the

equation above). The number of periods equal to the number of rows in E considered

in the analysis whereas the number of columns in E is equal to the environmental

features previously selected. These attributes help to model environmental factors

affecting customer behavior. Environmental variables assume the same values for

all the records in a specific period. On one hand, static attributes do not take time

into consideration and only vary among customers while longitudinal attributes

vary among both customers and time. MPTD has a high predictive accuracy

compared to SPTD because it contains (x − x1 + 1) times the record of SPTD.

Furthermore, MPTD contains (x − x1 + 1) times more observation than SPTD

hence avoids the rarity problem. Nevertheless, the absence of independence due to

various observations of the same customer introduced at the same time may result

in wrong parameter estimates (bias parameters estimates).

• SPTD+Lags.

SPTD+Lags is an improvement of MPTD to reduce high training time, complexity

and exploit dynamic attributes. It is an extended version of SPTD adapted to make

use of just one sample per longitudinal attribute. It represents time horizontally,

that is many records assigned to each customer. Information is collected for a time

period say k, which is the group within a function resulting in k features for every

dynamic attribute. However, this incurs the curse of dimensionality because as the

time period increases, the number of features also increases.

2.6.3 Labeling the Dataset

One advantage of classification problems is the fact that records are always well labeled

and defined. This is not the case with churn prediction problems because a customer

may not stop the relationship with the company but just become inactive. Hence, the

importance to differentiate these types of customers from the active ones. Customers who

do not make a transaction or communicate with the company for a long period can be

considered inactive. In banking, however, a customer who is inactive for over six months

is considered a churned customer [29].

Another problem with dataset labeling is defining the temporal instance to be predicted.
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It is important to define the reaction time corresponding to the customer behavior. To

model this problem well into a classifier, the customer must be labeled in the training

set well. But it should be noted that the labeling of the event varies depending on the

problem situation and the reaction time. Warning events should be well differentiated

with churn events for example, a customer calling the call center for a complaint does not

mean the customer will leave the company [30]. Considering these types of customers as

churners will lead to a lot of false positive errors in the dataset and hence poor results [31].

2.7 Pre-processing

In this section, we look at outlier detection, missing values treatment and feature selec-

tion This is the introduction of KDD process, which prepares information for the phase

modelling. In todays world, data is usually incomplete and noisy because of human er-

rors, computer errors that occur at data entry, errors in data transmission, errors in data

sources and so on. Pre-processing phase is very important as it highlights the most rel-

evant points in data mining and it has a great impact on predictive accuracy [32], [33].

Data pre-processing is the first phase in this dissertation which includes finding the data,

importing the data and libraries, understanding data that is categorical data, splitting

data into test and training set, missing data and the final stage feature scaling.

• Finding missing data also called missing values treatment.

Missing value treatment is one of pre-processing fundamental steps. This is very im-

portant because it helps to obtain good performance and avoid the dummy variable

trap. However, not all classifiers take into account with missing values. Hence, it

is critical to always have countermeasures for replacing or removing missing values.

The missing values problem can happen either if the real value is indeed not known

or some errors happen during the data collection phase resulting in missing data.

Many techniques have been established by researchers due to the fact that find-

ing missing data is a critical and fundamental step in pre-processing. One of the

simplest approaches is eliminating all the records with less than or equal to one

missing value, which works well with abundant data. If it is greater than one, it

is better replacing missing values by imputing them. Taking the mean or mode or

median of the value in the column containing missing values help to replace missing
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values without touching the feature distribution. This is the method used for pre-

dicting customer churn in this dissertation. In churns forecasting, both removing

and imputing techniques can be used [7]. A technique called tree imputation method

with surrogates was proposed by the author in [2]. It imputes missing data built

on other feature values making use of decision tree method. To solve the problem

statement, missing data was found by removing certain dependent variables in the

data.

• Outlier detection.

Outlier detection record is different from the common records. That means that it

has at least one feature that is different from the other record value. This can be

caused by noise and data errors. Different types of outliers can exist depending on

the problem. During the phase of outlier detection, if noise is present, they most be

removed when searching anomalous records.

Different types of outliers could be identified in the churn prediction. Some events

resulting in customer churn include customers leaving for reasons outside the control

of the company, poor services, natural death, customers moving to a different region

just to mention only a few. Thus, removing these records from the dataset helps

avoid the introduction of noise in the dataset. Moreover, outliers can also be cause

by customer who open new account and close it right after the purpose is achieved.

These types of customers need to be removed from the dataset because they don’t

give additional information to customer behavior. Also, because it is hard to dif-

ferentiate them from other customers, empirical techniques are sometimes used to

eliminate them from the dataset. The author in [2] proposed that to solve customer

churn problems, customers who stay inactive for more than six months and cus-

tomers with less than fifty transactions should be ignored. Removing outliers helps

to increase predictive accuracy and clean the dataset.

• Feature selection.

The literature proposes several methods to overcome dimensionality. The fact that

data for analysis is always abundant, it is very difficult to identify significant fea-

tures and noisy or irrelevant ones. Predictive features are usually identified after

the collection phase.

The authors in [34] suggest two techniques for feature selection. Though the tech-

niques are in the telecommunication field, they are presented in this dissertation be-
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cause the aim of predicting churn customers remained the same. The first technique

is principal component analysis (PCA) which is an old statistical method aimed at

removing repetition (redundancy) from data [35]. PCA works by transforming the

feature space into a linearly uncorrelated set of attributes called principal compo-

nents. Hence, trying to cover the maximum variance of the dataset and minimizing

loss information. It works well with abundant data available. The second technique

is minimum-Redundancy-Maximum-Relevance (mRMR). mRMR works by select-

ing features which have a high correlation with the outcome and low dependency on

each other. Using mRMR gives better results as compared to PCA on average [34].

The advantage of feature selection is to improve predictive accuracy by removing

irrelevant attributes and noise. It eases the modelled by the fact that they manage

only relevant features, thus favoring classifiers interpretability.

The following paragraph explains some standard classifiers defined in the literature to

solve the problem of customer churn in the financial environment [36]. Some ad-hoc

classification models used to predict customer churn are also presented.

• Standard Popular Models.

Some well-known classifiers applied for the case of customer churn predictions are

logistic regression and decision trees because of their comprehensibility. It is impor-

tant to know factors affecting the customer’s behavior as it facilitates the under-

standing of the simple classifiers. Repeated incremental pruning to produce error

reduction (RIPPER) is another popular method used for the case of customer churn

predictions [23]. It results in high predictive accuracy when combined with some

complex classifier. But comprehensibility is sacrificed. Other techniques mostly

used in the literature are näıve Bayes, random forest and support vector machine

(SVM) to generate excellent results [23].

• Comprehensive Models.

These are important models in customer churn predictions because they highlight

the critical factors affecting customer behavior. They also improve CRM avoiding

future attempt to churn. Comprehensive models are usually simple making predic-

tive accuracy below expectation and hence the need to develop complex classifiers.

The authors in [37] proposed two algorithms which are Ant-Miner+ and Active

learning Based Approach (ALBA) to solve the problem.
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• Clustering Classification.

Clustering classification is an approach that works well with classification problems

for making predictions. It learns from labelled dataset to infer a correlation between

data and classes. The procedure of learning just from data is called the clustering

procedure. Clustering is the task of grouping similar objects in the same groups

called clusters [38]. Then, each record is labelled depending on the group of clusters

it belongs. In the churn prediction problems, two types of clustering namely the

soft clustering and the fuzzy C-Means clustering (FCM) can be identified.

The authors in [39] conclude that FCM is better when compared to the classi-

cal clustering algorithms in predicting customer churn. This is due to the fact that

it is valuable because it is unsupervised, converges and finally it is robust to outliers

which is always necessary.

2-17



3 Classification Review

This chapter presents some of the general techniques that have been used in the literature

to resolve churn prediction problems.
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3.1 Introduction

Over the past years, data mining turns up as a powerful approach for extracting mean-

ingful information from large warehouses and databases. It resulted in an increase in

business computerization transactions, improvement in storage, processing capacities of

computers and improved knowledge discovery algorithms. Different data mining task can

be identified because of the huge numbers of patterns in the large database [32]. Vari-

ous schemes and techniques are essential in finding these patterns. Based on the type of

patterns, data mining task can be classified into time-series analysis, clustering, classifi-

cation, summarization, association, prediction, to mention only a few [40]. All these tasks

are either descriptive data mining tasks or predictive data mining tasks. The following

diagram demonstrates data mining tasks.
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Figure 3.1: Data Mining Task

Predictive data mining is a model used to predict future values of another dataset while

descriptive data mining finds data defining patterns and generates important information

from the available dataset. In this chapter, the classification task is examined, which was

used in order to model the problem of churn prediction and some data mining techniques

[41] used in the evaluation.

3.2 Classification trees and different pruning

methods

An example of a predictive data mining task is classification. Based on its attributes,

classification models can resolves the class of an object.

Figure 3.2: Attributes and Objects

A set of object is represented as a training set whereby every object in the training set is

characterized by a vector of attributes labeled by classes. A classification function works

by evaluating the relation between the attributes and the classes of the objects in the

training set.
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3.3 Definition of the classification task

The classifier induction task is to learn from specific variables (instances), each given

by a vector of attribute values and labeled by classes. The vector of attribute val-

ues represents the data. Given the set of attributes as Ai, 1 ≤ i ≤ N , then either

Ai = B orAi = {a1, a2, . . . , ani} is denoted as a categorical attribute. Given a set of classes

T = t1, . . . , tk if K = 2, then the model is a binary classifier. Given a finite training set:

X1 = < aji, tj >, 1 ≤ i ≤ N, tj ∈ T, 1 ≤ j ≤M and M called variable learning a classifier

or inducing a classifier means finding a mapping F : A1 × A2 × A3 × . . . × AN −→ T .

Given the above information, F can represent a certain record or instance, for example,

F can be expressed as a decision tree with leaves belonging to T or a set of rules with

consequents in T . For F to perform well, the predictive power was considered on data

not belonging to X1.

By using the classification model, the problem statement was easily solved, and it im-

proved the understanding of the classes of objects in the dataset. Classification trees

are important in data mining due to the fact that they have obvious interpretation. At-

tributes can be selected automatically and finally, values are handled numerically and

categorically.

3.4 Attributes Types

Attributes are data fields representing properties of a data object. For example, using cus-

tomers, object attributes are customer IDs, customer addresses, customer phone numbers

to mention only a few. As explained above, a set of attributes used to describe an object

is called an attribute vector. This is the first step in data pre-processing. Two groups of

attribute types can be identified: qualitative (categorical) and quantitative (continuous)

attribute types, which are subdivided into nominal, ordinary, interval and ratio attribute

types. Nominal and ordinary attribute types fall under the qualitative group while ra-

tio and interval attribute types fall under the quantitative group. The following table

describes each listed attribute type.
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Table 3.1: Attributes Types and Properties.

Attributes

Type

Description Example Operation

Norminal Used alphabetical form. The

values are just different names

( =,6=)

Customer ID number,

sex:{male, female}
Entropy, contin-

gency, correlation

Ordinal It values provide enough infor-

mation to order objects, that

is all values have a meaningful

order(<,>)

Customer street numbers,

Price {low,Medium,High}
Percentiles, sign

test, rank correla-

tion

Interval The differences between the

values are meaningful, that

is the measurement unit exist

( +,-)

Calendar dates, Temperature

in Fahrenheit

Mean, standard

deviation

Ratio Both the differences and ra-

tios are meaningful(×,÷)

Age, monetary quantities,

Temperature in Kelvin

Geometric mean,

percent mean

3.5 Building Classification Trees

From the previous section, it can be understood that the construction of a classification

tree begins with performing a good split on the data. This section defines what is a

good split and how such a good split can be identified. Section 3.6 explained how to

determine the best split, it also describes three types of impurity measures and finally

types of pruning are studied.

3-5



3. Classification Review

3.6 How to determine the best split

3.6.1 Impurity measures

As observed from the diagram given figure 3.2, a good split is one that separates the data

in accordance with class labels. It also depends on the attribute types and the way of

splitting. There are two ways of splitting: 2-way split sometimes refer as binary split and

multi-way split. The latter uses many partitions distinct from values while the former

separates their values into two subsets with the purpose of finding the best partition. Both

types of splits can be used by ordinal and nominal attribute types respectively. Impurity

measures purpose is to obtain nodes that contain attributes of a single class.

3.6.2 Definition of impurity

Given a function of relative frequencies of classes in a node a( i) = ∅( t1, t2, . . . , tj), tk( k =

1, 2, . . . , K), represents the relative frequencies of the different classes K in the node.

Impurity reduction of split j in node i is defined given the following function: 4( i, j) =

a( i) − Σkπ( k) × a( i) where π( k) is the proportion of cases sent to branch k by j, and

a( k) is the impurity of the node of branch k.

3.6.3 The measure of impurity: Gini Index

• Its impurity measure, GINI(t) is defined by:

GINI( t) = 1− Σ[ p( j|t)]2, (3.1)

whereby p( j|t) is the relative frequency of class j at node t, having equally dis-

tributed records among all the classes, resulting in the maximum given by [42]:

( 1− 1/nc) . (3.2)

This signifies least attractive information. But when all the records appertain to one

class, it results in the minimum (0.0), implying the more interesting information.
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3.6.3.1 Example of computing Gini

The following is an example of how to calculate gini with two different variables D1 and

D2. The result gini is 0.000.

Table 3.2: Gini Index Example 1

D1 0

D2 6

Gini 0.000

P (D1) = 0/6

= 0.
(3.3)

P (D2) = 6/6

= 1.
(3.4)

Gini = 1− P (D1) 2 − P (D2) 2

= 1− 0− 1

= 0.

(3.5)

Table 3.3: Gini Index Example 2

The following is an example of how to calculate gini with two different variables D1 and D2.
The result gini is 0.278.

D1 1

D2 5

Gini 0.278

P (D1) = 1/6

= 0.166.
(3.6)

P (D2) = 5/6

= 0.833.
(3.7)
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Gini = 1− P (D1) 2 − P (D2) 2

= 1− 0.028− 0.694

= 0.278.

(3.8)

Table 3.4: Gini Index Example 3

Example 3 calculates the gini of two different variables. The result gini is 0.444.

D1 2

D2 4

Gini 0.444

P (D1) = 2/6

= 0.333.
(3.9)

P (D2) = 4/6

= 0.667.
(3.10)

Gini = 1− P (D1) 2 − P (D2) 2

= 1− 0.111− 0.445

= 0.444.

(3.11)

3.6.4 The measure of impurity: Entropy

Entropy is defined given by:

Entropy( t) = −Σp( j/t) log p( j/t) (3.12)

whereby p(j/t) is the related frequency of class j at node t. The homogeneity of a node is

measured using entropy. Having equally distributed records among all the classes, result

in the maximum given by ( log nc) . This reduces the amount of interesting information.

But when all the records belong to one class, it results in the minimum (0.0), implying

most interesting information. Entropy based computations are comparable to Gini index

computations.
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3.6.4.1 Example of computing Entropy

Table 3.5 shows two variables D1 and D2. These variables are used to calculates the

entropy.

Table 3.5: Entropy Example 1

D1 0

D2 6

Entropy 0.000

P (D1) = 0/6,

= 0.
(3.13)

P (D2) = 6/6,

= 1.
(3.14)

Entropy = −0 log2 0− 1 log2 1

= −0− 0

= 0.000.

(3.15)

The following table shows two different values of one and five respectively. These values

are used to calculate the entropy for example two.

Table 3.6: Entropy Example 2

D1 1

D2 5

Entropy 0.65

P (D1) = 1/6, (3.16)

P (D2) = 5/6, (3.17)

Entropy = −( 1/6) log2( 1/6) − ( 5/6) log2( 5/6)

= 0.65.
(3.18)
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The following table illustrates how to calculate the entropy of two variables D1 which is

two and D2 which is 4.

Table 3.7: Entropy Example 3

D1 2

D2 4

Entropy 0.92

P (D1) = 2/6, (3.19)

P (D2) = 4/6, (3.20)

Entropy = −( 2/6) log2( 2/6) − ( 4/6) log2( 4/6)

= 0.92.
(3.21)

Entropy is used in classification tree algorithms such as ID3 and C4.5. It is advantageous

compared to Gini-index in that it reaches the minimum faster when all the instances of

the child node are in the same class.

3.6.5 The measure of impurity: Misclassification Error

Misclassification of flaw is given by:

Error( t) = 1−maxP ( i/t), (3.22)

whereby P (j/t) is the relative frequency of class j at node t. Having equally distributed

records among all the classes, results in the maximum given by:

( 1− 1/nc) . (3.23)

This signifies least interesting information. But when all the records belong to one class,

it results in the minimum (0.0), implying more interesting information.
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3.6.5.1 Example for computing misclassification error

Example one calculates the classification error of zero and six.

Table 3.8: Misclassification Error Example 1

D1 0

D2 6

Error 0.00

P (D1) = 0/6

= 0.
(3.24)

P (D2) = 6/6

= 1.
(3.25)

Error = 1−max( 0, 1)

= 1− 1

= 0.

(3.26)

Example two demonstrates the error of variable two and variable five.

Table 3.9: Misclassification Error Example 2

D1 1

D2 5

Error 0.167

P (D1) = 1/6, (3.27)

P (D2) = 5/6, (3.28)

Error = 1−max( 1/6, 5/6)

= 1− 0.833

= 0.167.

(3.29)
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The following table illustrates the error calculated from two different variables.

Table 3.10: Misclassification Error Example 3

D1 2

D2 4

Error 0.333

P (D1) = 2/6, (3.30)

P (D2) = 4/6, (3.31)

Error = 1−max( 2/6, 4/6)

= 1− 0.667

= 0.333.

(3.32)
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3.6.6 Comparison among splitting criteria

The graph below compared the three impurities types previously discussed. To plot the

graph, different variables were used for each impurity type as explained above. Variable

zero and six is an example. For entropy, equally distributed record between all the classes

implies maximum given by

( log nc) . (3.33)

but when all the record belong to one class it results in minimum (0.0). While gini index

and misclassification error maximum is given by

( 1− 1/nc) . (3.34)

and the minimum result at (0.0) same as entropy. So from the graph it can be seen that

entropy is best for impurity measures as compare to gini index and misclassification error.

Figure 3.3: Graphs of Entropy, Gini-Index, Misclassification Error for a binary split problem.
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3.7 Measures for Selecting the Favorite Split

In order to select the favorite split, different approaches exist [43]. These approaches

are defined based on the class portion of the records ahead and afterwards [44]. Given

p(i/t) representing the fraction of the records belonging to class i at node t. For example,

in binary split problems, the class distribution at any node is given by ( p0, p1) , where

p1 = 1− p0. This shows that the measure of the best split will always depend on the de-

gree of impurity of the child nodes. The smaller the degree of impurity, the more skewed

the class distribution. Example: a node with the class distribution of (0, 0) will have

zero impurity although a node with a uniform class distribution of (0.3, 0.3) will have the

highest degree of impurity.

Figure 3.3 compares the impurity measures for a binary classification problem. Given

p representing the portion of the records belonging to one of the two classes, it can

be observed from the figure that the minimal value is attained when the class distri-

bution is uniform (that is p = 0.3) and the minimum value for all the measures are

attained when all the records have the same values or belong to the same class (that is

p = 0.0 or p = 0.6). Comparing the degree of impurity of the parent node (degree of

impurity prior to splitting) and of the child node (degree of impurity of the child node)

helps to determine how well the test condition performed. The greater the impurity mea-

sure difference of the parent and the child node the better the test condition. This is

usually called the gain given by:

4 = I( parent) − Σk
j=1N( vj) |N × I( vj) , (3.35)

where I(parent) is the impurity measure of a given node, N is the total number of records

of the parent node, k represents the number of attribute values and N( vj) represent the

number of records of the child node vj.

3.8 Training, Validation and Test Phases

In machine learning, three phases are commonly used in different stages of the creation

of a machine learning model. The training set is the first step, that trains a classifier to

fit the data. Although the training set has the highest percentage, information about the
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predictive capability is not outputted [45]. This means there is not enough information

to find if the model is learning a good way or not. A model that fails to make good

predictions and that has a low error training set is described to be overfitting. Overfitting

is a difficult problem in machine learning. It is mostly caused by noisy data, more data,

regularization or small train set size. Many methods can be used to identify overfitting.

One approach assesses model predictions on new data that were not used in the training

phase. If the error made between the new data and the training is comparable then the

model learns a good way without noise but if the error made on new data deviates from

the training error, then the model did learn the hard way (that is the model has just

memorized records and fails to generalize). In general, the error made on the training

set is consistently smaller compared to the error made on the new dataset. Training the

model on the training set optimizes the model and thus increases model performance.

This is the second phase called the validation dataset. This dataset is mostly used to

fine tune model hyperparameters. Hence, the model rarely sees the data, but never does

it learn from the data. The validation set indirectly affects the model, that is why it is

important to calculate the error estimation based on this phase so as to get a consistent

evaluation of model performance [46]. Two approaches can be identified for the validation

set: Holdout validation method and K-fold cross-validation method [47].

The Holdout method divides the dataset into a training set and a testing set. The training

set is used to train the model and model performance assessed on unseen data is done in

the test set [48], [49]. A common split when using this method uses 80 percent of data for

the training set and the remaining 20 percent of the data for the test set. This approach

was used to solve the problem statement because it is good compared to residual methods

which take more time to output the results.

Cross-validation or K-fold cross-validation is an improved approach of the holdout method

[50]. Cross-validation randomly splits the datasets into k-subsets. Each time one of the

k-1 subset is used for the training set and the other k-subset for the test set. The model

is trained using the training set and scored on the test set. It is advantageous because it

is not important how the dataset is divided. Every data gets into the test set only once

and into the training set k-1 every time. The performance of the model is then calculated

alongside the mean of the k errors. The weakness of this method is the fact that every

time it takes k-times as much computation to make an assessment [51].
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To find the best classifier for a problem and optimize the estimation error, new data

must be available. This is the third phase usually called the testing dataset. It provides

the goal standard used to evaluate the model. It is used after the train and validation

phases. The train set is not used to make choices but to avoid mistakes during error

estimation [52].

It is important to note that overfitting is not the only reason for wrong predictions.

Wrong predictions also occur due to underfitting. Underfitting happens when the model

cannot capture the underlying trend of the data because it does not fit the data well. It

mostly occurs in algorithms with a low variance but high bias. Underfitting explains why

a classifier can obtain a high error in the train and validation set [53]. Using different

features helps to avoid underfitting.

3.8.1 Evaluation metrics

3.8.1.1 Introduction

In the previous section, overfitting and underfitting were studied as the reasons for bad

predictions. This chapter elaborates on what a bad prediction is all about by introducing

a few precise metrics that measure the performance of classifiers. The choice of the metric

used to evaluate the performance is important and it is usually chosen at the beginning

of the model to fix the optimization objective for full investigation. If the metric is not

identified at the beginning, then it is given by design specification. A data analyst can

also examine the problem to choose the appropriate metric to be used.

3.8.1.2 Classification Accuracy

It is one of the simplest and most used metric in machine learning [54]. The accuracy

determines the number of records predicted correctly by the classifier. This metric works

well when there is an equal number of records belonging to the same class. Thus, appli-

cable to multi-class problems. The formula for classification accuracy is given by:

Accuracy =
Number of correct predictions

Total number of records to be predicted
. (3.36)
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The above equation highlights the fact that accuracy attributes the same relevance to

each class. This metric is a good measure when the target variable classes in the data are

equal. On the other hand, the metric should be avoided if the target variable classes in

the data are greater than one class [54], [55].

3.8.1.3 Confusion matrix

It is among the most intuitive and simplest matrix used in machine learning for finding

the correctness and accuracy of a model. It is mostly used for classification problems with

binary classes. Confusion matrix facilitates the understanding and use of other types of

metrics. Some important terms used in the confusion matrix include:

• True Positives (TP): True positives are the cases where the actual class of the

data point outputs TRUE (1) and the predicted output is also TRUE (1)

• True Negatives (TN): True negatives are the cases when the actual class of the

data point outputs FALSE (0) and the predicted output is also FALSE (0).

• False Positives (FP) or Type I Error: False positives are the cases where the

actual class of the data point outputs FALSE (0) and the predicted output is TRUE

(1). The name false positive is used because at a certain time the model did some

wrong predictions and positive because the class predicted was a positive one. It

means a positive outcome was predicted, but it was false. So, an effect that did not

occur was predicted [56].

• False Negatives (FN) or Type II Error: False negatives are the cases where

the actual class of the data point outputs TRUE (1) and the predicted outputs is

FALSE (0). The name false negative is used because at a certain time the model did

some wrong predictions and the class predicted was a negative one. False because

the model did some wrong predictions and negative because the class predicted was

a negative one.

A confusion matrix is calculated using the following formula:

ConfusionMatrix =
TruePositives+ FalseNegatives

NumberofSambles
. (3.37)
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3.8.1.4 Area Under the Curve

Area under the curve (AUC) is a popular metric used for model performance in machine

learning. AUC is also used in binary classification problems (that is the outcome has

only two possible values) [57]. AUC measures the area under the Receiver Operating

characteristics (ROC) curve. AUROC (area under the receiver operating characteristic)

curve facilitates diagnostic test comparison by measuring true positive rate against false

positive rate. That is a low sensitivity rate results in high specificity rate. The test

accuracy is also shown as an area under the curve. The greater the AUC, the more

accurate the test. Thus, a perfect test has an AUROC of maximum one. This curve is

advantageous because it is calculated as a different threshold for various curves and it is

easily used as a summary for model skill.The AUC of a classifier equals to the probability

that the classifier ranks a randomly chosen positive example higher than a randomly

chosen negative example. Important terms used in AUC include [58]:

• True Positive Rate: True positive rate also called sensitivity is the proportion

of positive data points that are correctly considered as positive with respect to all

positive data points. It is given by:

TruePositiveRate =
TruePositive

TruePositive+ FalseNegatives
. (3.38)

• False Positive Rate: False positive rate also called specificity is the proportion of

negative data points that are mistakenly considered as positive with respect to all

negative data points [59]. It is given by:

TrueNegativeRate =
TrueNegative

TrueNegative+ FalsePositive
. (3.39)

3.8.1.5 F-Measure

F-measure, also called F-score or F1-score, measures test accuracy [60]. Its definition is

based on two important metrics: Precision, which is the number of correct positive results

divided by the number of positive results predicted by the classifier, and recall defines as

the number of correct positive results divided by the number of all positive samples. The

3-18



3. Classification Review

ratio of the harmonic mean of recall and precision values gives the F-measure [61].

Recall =
TruePositive

FalseNegative+ TruePositive
. (3.40)

Precision =
TruePositive

FalsePositive+ TruePositive
. (3.41)

F −Measure = 2× Precision×Recall
Precision+Recall

. (3.42)

The above formula of F-measure explains that for the classifier to have a high F-measure,

both the precision and the recall values must be high [62]. F-measure is very useful,

especially when comparing the classifiers of two classes (mostly when the precision and

recall values are the same) [63]. If the precision and recall values are different, then an

increase in precision will result in a decrease in recall and vice versa. This is one of F-

measure main issues because one may expect both high precision and high recall which is

very difficult to attain.

3.8.1.6 Cumulative Accuracy Profile

Cumulative accuracy profile (CAP) is a curve that shows the discriminative power of a

model. The CAP of a model illustrates the cumulative number of elements meeting a

given property on the y-axis versus the number of cumulative elements on the x-axis.

3.8.2 Classification problems

3.8.2.1 Introduction

This subsection explains some major problems that usually occur during data mining

classification and approaches in solving such problems.
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3.8.2.2 Imbalance data

Imbalance data (class imbalance) is one of the serious issues in the field of data mining

and machine learning on the grounds that most calculations in machine learning consis-

tently expect information to be similarly conveyed and are designed to improve accuracy

by reducing errors [64], [65], [66]. By doing so, the class proportion is not taken into

consideration and as a result, data imbalance problem is obtained . It is a scenario where

the number of perceptions belonging to one class (positive) is far not exactly the same

belonging to the other class (negative). For example, given a binary classification problem

with 100 instances, if 80 instances represents the positive class and 20 instances repre-

sents the negative class, this will result in an imbalanced dataset. The proportion of the

positive class against the negative class will be 4:1. Considering the positive class as the

majority class and the negative class as the minority class and because the majority class

dominates over the minority class, the machine learning classifier is forced to be more

biased towards the majority class and results in a poor minority class classification [?].

Also, the machine learning classifier may be so confused that it will predict all the test

data as the majority class. Imbalance problems do not only occur in binary distributions

but also occur in multi-class distributions. Some real-world examples of such problems

include fraud detection, network intrusion detection, identification of rare diseases and so

on [67], [68]. To beat this issue, a few methodologies have been proposed in the literature.

Some of these approaches, their advantages and disadvantages are listed below.

Resampling technique: This technique is used during the data pre-processing stage.

Since imbalance problems happen because class data are not equal, the technique aims

at equalizing the data classes by either expanding the frequency of the minority class or

diminishing the frequency of the majority class [69]. By doing so, approximately the same

instances are obtained for both classes. This does not only help in solving the imbalance

problems but also improves classification algorithms. The following paragraphs explain

some resampling techniques.

Random undersampling: Random undersampling method works by randomly selecting

the majority class and eliminating the other class. The process continues until the ma-

jority and minority classes both balance out. The goal is to balance class distribution by

randomly discarding the majority class, hence, it is sometimes called the classical method.

By just randomly discarding a class, this could be a challenge because some possibly help-
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ful information that could be significant for building rule classifiers are lost. An example

of an algorithm using such an approach is the K-nearest neighbor (KNN), whereby after

selecting a sample set, the entire dataset then exhaustively searches, the KNN is chosen

and the remaining data are being discarded [70], [71]. This is important as it improves run

time and storage problems by reducing data samples. Undersampling can be subdivided

into two different types of noise hypothesis model. The first noise model proposed that all

classes near the boundary are noise. Hence, to obtain high accuracy, every sample must

be discarded [68]. In the second noise model, it is assumed that both the majority and

minority classes are concentrated in the same location and are both noises [70]. Elim-

inating both samples from the data produces a clear boundary and facilitate classification.

Random Over Sampling: Oversampling techniques use replication to increase the

quantity of occurrences in the minority class and producing a balanced distribution. This

is a näıve approach because by replicating the minority class events, the likelihood of over-

fitting to occur is increased. Another problem with oversampling is that as the quantity of

sampling expands, the intricacy of the model builds, which thus builds the running time

of the models. Unlike undersampling, with oversampling there is no chance of information

to be lost and it outperforms undersampling [72], [73].

Cluster-Based Over Sampling: This technique is used to find the cluster in the

dataset. It is applied both to the majority and minority classes. For example, in the

K-means algorithm, each cluster is oversampled with the end goal that all groups of a

similar class have an equivalent number of instances and all classes have a similar size.

By doing so, class imbalance problems are solved. But as all oversampling techniques,

cluster-based oversampling can result in overfitting the training data [74].

3.8.2.3 Curse of Dimensionality

This is also an issue in data mining and machine learning. With the curse of dimen-

sionality, as the number of features describing a specific problem increases, the amount

of data needed to fill the features spaces develops exponentially [75]. This implies to

accomplish great expectations in a high dimensional dataset, the amount of data must be

exceptionally high. Moreover, with a high dimensional dataset, the idea of Euclidean dis-

tances disappears because the number of instances becomes very limited and sparse [76].

Furthermore, as the number of features grows, it becomes very challenging to make a
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hypothesis and exploratory data analysis [64]. Even though it is normal to have a large

amount of features, sometimes just a subset of features is enough, thus minimizing the

features space helps to increase the general performance. This thought is the fundamental

inspiration for feature selection algorithms [77] that attempt to keep away from the curse

of dimensionality and get rid of noise from data. These algorithms are good because they

show that a good feature selection requires exponential computational time.

3.9 Summary

Classification review presented some of the general techniques used in the literature to

resolve the churn prediction problem.
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4
Data Preprocessing and

Description of the Practical

Problem

This chapter presents the algorithms used by explaining the five algorithms which are

decision tree, support vector machine, random forest, naive bayes and artificial neural

network.
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4.1 Introduction

This chapter defines the five algorithms which are evaluated and compared with the use of

the three datasets which are the telecom customer churn dataset, the telephone network

customer churn dataset and the bank customer churn modelling dataset. These are the

algorithms studied to provide an idea of their capacity on the uniquely distinct datasets

to provide an insight into their capabilities as predictors and as classifiers. Classifica-

tion models were used unlike regression models (used to predict continuous numbers)

because the prediction of customer churn in banks for example or any other service is

categorical. The five algorithms explained are Decision Tree Classification, Support Vec-

tor Machine Classification, Random Forest Classification, Naive Bayes Classification, and

Artificial Neural Network. Basic concepts and principle for networks implementation are

also presented, as well as some limitations and strengths.

4.2 Algorithms

4.2.1 Decision Tree Classification

It is one of the most prominent learning tools in machine learning. Its popularity arises

from the fact that it produces an easy to understand model, revealing the most relevant

features and because they implicitly perform variable screening. The model created is

a tree structure in which each inner node implies a test on a feature. The resulted test

split records into subsets, creating new nodes in the tree structure. Once the test results

reaches a specific criterion, the node stops dividing and becomes a leaf. A leaf is often

categorized with the majority class, that is the class that mostly repeats in the leaf. The

tree structure path from the root to the leaf defines a rule. A record satisfying all the con-

ditions of one rule is labelled with the relative leaf label. Decision tree obtains its powers

from the fact that it can catch a nonlinear relationship between features while maintaining

representation simplicity, it is versatile and easy to be used. The C4.5 algorithm is used

in data mining as an example of decision tree classifier which can be employed to generate

a decision based on a sample of data. C4.5 algorithm overcomes decision tree algorithm

because it works well with both discrete and continuous data, used a single pass pruning

process to mitigate overfitting and handle the problem of incomplete data very well. An
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advanced version of C4.5 algorithm is the C5.0 algorithm. The C5.0 algorithm presents

a more effective approach to build either a decision tree or a rule set as compare to C4.5

algorithm, both with respect to memory and computational cost [78]. Furthermore, it is

streamlined to work with a lot of data and missing values.

The disadvantage of decision tree classifier is that a small change in the data greatly

modifies the structure of the tree and all the generated relationships. Thus, affecting the

computational time. The instability makes decision tree to be liable to overfitting.

4.2.1.1 Common variable and variable importance

Decision tree classification model was chosen as it helps solve the problem statement easily.

Similarly, its response to the target variable is categorical in nature. With this algorithm,

little effort was made for data preparation and the tree performance was not affected.

This is because of the nonlinear relationships between parameters. Since the decision tree

algorithm is not based on Euclidean distance, feature scaling was not applied. Rather,

information gain was defined using entropy, which measures the amount of uncertainty in

the dataset. Entropy, H(S), is given by:

H(S) = Σc∈C − p( c) log2 p( c) , (4.1)

where,

• S is the current dataset for which entropy is being calculated,

• C is the set of classes in S. C = yes, no,

• p(c) is the proportion of the number of elements in class C to the number of elements

in set S.

When H(S) = 0, the set S is perfectly classified (that is all elements in S are of the same

class). In order to obtain the tree node for the different datasets, the following steps were

followed:

1) First, the entropy of each dataset was computed.
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2) Secondly, for every attribute, the entropy of all categorical values were calculated,

then the average information entropy and the gain for the current attribute was

calculated.

3) Lastly, the highest gain attribute was selected, and the steps repeated until the best

tree was obtained.

To overcome all the above-listed drawbacks of decision tree, random forest model was

utilized to make a progressively steady and accurate model, clarified in the accompanying

subsection.

4.2.2 Random Forest Classification

Random Forest model is an ensemble tree-based learning algorithm, which randomly cre-

ates forests (individual trees). An ensemble is a set of various classifiers merged together

to create a powerful model. The forest built is an assemble of decision trees, trained with

the bagging method which is also known as bootstrap aggregating, to reduce overfitting

and improve predictive accuracy. The idea of the bagging method is that a mixture of

several learning models helps to improve the generated results. Random forest builds on

each training set of decision tree, utilizing only a subset of random features for each clas-

sifier. Due to decision tree instability, it is difficult to build them on different training sets

containing random features as it will to result diverse classifiers. This permits to reduce

the correlation among models, thus improving the overall performance. In general, for

record classification, random forest combines all the decision trees with a voting system

and applies the following steps:

1) First, a K data point is randomly selected from the training set.

2) Secondly, a decision tree is built associated with the selected K data point.

3) Then a particular Ntree is chosen and steps one and two repeated.

4) Finally, for a new data point, each one of the Ntree trees is made to predict the

category to which the data point belongs, and a new data point assigned to the

category that wins the majority vote.
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This proposes arbitrary that random forest is less inclined to overfitting when contrasted

with the single decision tree since it midpoints the tree forecasts prompting progressively

powerful outcomes. Besides, by utilizing different trees, it lessens the opportunity of

unearthing a classifier that doesn’t perform well in view of the connection between the

train and test information (in short, it has only a few parameters to set up, which is often

beneficial). It is one of the most accurate learning algorithms available. This is because,

given many datasets, it produces highly accurate classifiers. Also, it efficiently handles

missing values and runs on large databases. The principle fall-back of this methodology

is the computational time which builds relatively to the quantity of trees.

4.2.3 Support Vector Machine Classification

Support vector machine (SVM), also called support vector network, was raised by Vladimir

Vapnik in the early 1990s and arises from optimal linearly separable SVM classification

surface [79], [80]. It is a supervised machine learning model used both in regression and

classification problems [81]. Customer churn prediction is a classification problem, reason

why the SVM algorithm was selected.

4.2.3.1 Advantages and disadvantages

SVM is worthwhile as it functions admirably with a reasonable edge of division and in high

dimensional spaces. It is successful when the number of dimensions is more prominent

than the number of samples, and it is memory proficient. On the other hand, when there

is a large dataset, the model does not perform well because the required training time

increases. Also, when the dataset is full of noise, the model does not output good results.

Finally, because SVM does not provide probability estimates, an expensive five-fold cross-

validation is used [82].

4.2.4 Näıve Bayes Classifier

A näıve Bayes classifier is a probabilistic machine learning model utilized for the clas-

sification task. A classifier is utilized to segregate various items dependent on specific

highlights. The crux of the classifier depends on the Bayes hypothesis. The Bayes hy-
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pothesis is given by:

P (A|B) =
P (B|A) × P (A)

P (B)
, (4.2)

where

1) P (A|B) is the probability of hypothesis A given the data B. This describes the

posterior probability.

2) P (B|A) is the probability of data B given that hypothesis A is true.

3) P (A) is the probability of hypothesis A being true (regardless of the data). This

is called the prior probability of A.

4) P (B) is the probability of the data (regardless of the hypothesis)..

Utilizing Bayes hypothesis, help discover the likelihood of A happening, given that B

has happened. Here, B is the proof and A is the theory. The assumption made here is

that the predictors/features are free. That is the nearness of one specific feature doesn’t

influence the other. Thus it is called naive.

4.2.4.1 Type of näıve Bayes classifier

Different types of näıve Bayes classifiers are identified in the literature. But because this

project is basically about classification problems, only some types of classifiers applicable

to this domain are explained.

Multinomial Näıve Bayes: Multinomial Näıve Bayes classifier eases documents cat-

egorization. Example of whether a document belongs to the sport, technology, politics,

medical fields, finance to mention only a few. The features utilized by the classifier are

the frequency of words present in the report

Bernoulli Näıve Bayes: Similar to multinomial näıve Bayes but with the only dif-

ference that the features or predictors of the classifier are Boolean variables. That is the

classifier only accepts true or false (yes or no) variables for example if a customer will

churn or not.
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Gaussian Näıve Bayes: With gaussian types, the features or predictors accept con-

tinuous variable types and not discrete.

Since this problem makes use of continuous variable types, the gaussian näıve Bayes

classifier is used in this project for predicting customers about to churn.

This model is mostly used in spam filtering, sentiment analysis, recommendation sys-

tems to mention only a few. It is very fast and easy to be implement but becomes

challenging because it requires the predictors to be independent. In real life applications,

the predictors are usually dependent, this reduces the classifier performance.

4.2.5 Artificial Neural Network Classification

An artificial neural network(ANN) is a powerful machine learning model. It is generally

utilized for power requesting and profoundly process serious undertakings like medica-

tion and PC vision. In fact, ANN can be used for a variety of purposes from solving

classification business problems as it is the case with this project or computer vision like

recognizing human faces, pictures, video or even recognizing tumors in human brains, and

lastly, it is used in a recommender system with the use of deep Boltzmann machines [83].

Neural networks comprise of input and output layers, as well as a hidden layer com-

prising of units that transform the input into something usable by the output. Different

training methods of neural networks exist but the technique applied in this project is

back propagation, which allows networks to adjust their hidden layers of neurons in cir-

cumstances where the results are not the same with the input. The neurons are activated

or not using the activation functions. These activation functions are features of artificial

neural networks which basically choose whether the information the neuron is accepting

is pertinent or not. The activation function is generally given by:

Y = Activation( Σ(Weight× Input) + bias) . (4.3)

The activation function is a nonlinear transformation done over the input signal. The

transformed output is then sent to the following layer of neurons as input. Different op-

tions exist for the activation function [84], [85]. Some of the commonly used activation

functions are:
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Threshold activation function: This is a very simple type of function whereby if

a value is less than zero, then the threshold function passes to zero. If the value is greater

than or equal to zero, then the threshold function passes to one. That is a threshold

function is a rigid function of yes or no function. The equation is given by:

∅(x) =

{
1 if x ≥ 0,

0 if x < 0.
(4.4)

Sigmoid function. The sigmoid function is different from the threshold function because

it is very smooth. Mostly useful in the output layers especially when trying to solve

classification problems. The equation is given by:

∅(x) =
1

1 + e−x
. (4.5)

Rectifier function. It is also called Relu.This is one very popular and most used function

in an artificial neural network. The lower bound of a rectifier function is zero and as the

number of inputs increases the upper bound number also increases. The equation is given

by:

∅(x) = max(x, 0) . (4.6)

Hyperbolic tangent function. The hyperbolic tangent function is identical to the

sigmoid function with the difference that it goes below zero. That is the values go from

zero to approximately one on one side and from zero to minus one on the other side.

∅(x) =
1− e−2x

1 + e−2x
. (4.7)

The activation function makes back propagation possible since the gradients are supplied

along with the error to update the weight and biases, facilitated by the different nonlinear

functions [86].

A neural network is very simple to be implemented and works well with a larger dataset.

On the other hand, if the dataset is small, the neural network does not perform well.

Also, since when trained they are a black box, it becomes very difficult to interpret the

model. The following steps are used to build and train the artificial neural network.

1) First, the weight is randomly set to small numbers close to 0 (but not 0). This is
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done using the uniform function.

2) The first observation from each dataset is input into the input layer, each feature

in one input node.

3) Next, Forward-propagation from left to right is performed, the neurons are activated

in a way that the impact of each neuron’s activation is limited by the weights. Then

the results are propagated until the predicted result y is obtained.

4) The predicted result is compared to the actual result and the generated error mea-

sured.

5) Next, back-propagation: from right to left, the error is backpropagated. The weight

is constantly updated depending on how much they are responsible for the error.

The learning rate decides how much the weights are updated.

6) Stochastic gradient descent is applied using “Adam” for optimization.

Finally, when the whole training set of each dataset passes through the artificial neural

network, an epoch is made, and this is repeated several times to obtain more epochs. The

Number of epochs used is 100 and the batch size used is set to 10. This allows the neural

network to train better and constantly adjust itself as the cost function is reduced.

TensorFlow is another free open source computational software library that runs very

fast computations and like the Theano library, it can run both on the central processing

unit (CPU) or the graphics processing unit (GPU). Theano and TensorFlow libraries are

mostly used for research and development in the machine learning field.

In addition, Keras library using TensorFlow backend is used in this project. Keras is

a library based on Theano and tensorflow. Theano is an open source python library. It

is very efficient for fast computations and it is based on the NumPy syntax. It compiles

to run both on the CPU and the GPU. Keras was chosen over Theano and TensorFlow

because it wraps the two libraries (that is Theano and TensorFlow). It is easy and user-

friendly, it is easy to extend and lastly, it is modular and composable.
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4.3 Summary

This chapter presented the algorithms used for the churn prediction process. In this

chapter, each algorithm was explained with its advantages and disadvantages. How the

algorithms were applied to solve the problem is also discussed.
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5
Data Introduction and

Manipulation

This chapter presents the reasons for coming with the idea of comparing the five machine

learning models. This answers the research objective which is to come with effective al-

gorithms for customer churn prediction in the financial sector.
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5.1 Introduction

Python language is used to analyze the extracted data as compared to R language, which

is another popular data mining language because it is a high level interpreted language,

focuses on code readability and has a lot of up-to-date extensive support libraries. Also,

Python is a powerful tool that facilitates data analysis and it is free and open-source, thus

helps to reduce cost.

5.2 Experimental Data

As input datasets, three different datasets were used. The datasets consist of the Telecom

Customer Churn dataset, the Cell Phones Call Customer Churn dataset, and the Bank

Customer Churn Modelling dataset. It is important to note that each dataset is unique

and there is no one better than the other. All three datasets were easily obtainable. Vari-

able description of all these datasets is presented. Excel software was used to analyze the

data.

Diagrammatic representations of the variations of the values of the different variables

in the different datasets is presented. The numbers of variables for each of the datasets

are also presented and to examine the distribution and possible representation in the

investigation of these, key statistical summary of the datasets are presented in each sub-

section. N is used in variables variation to represents the number of observations in each

variable.

5.2.1 Telecom Customer Churn Dataset

This dataset consists of fifteen variables and approximately 1397 records. It contains

different variables explaining the attributes of the telecom industry and various factors

considered important while dealing with customers of the telecom industry [87]. The tar-

get variable here is churn status which explains whether the customer will churn or not.

The dataset was used to predict the customers who would churn or who would not churn

depending on the variables available.
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The dataset contains information concerning data, sms and calls in a telecom indus-

try made by customers about to leave the company in a period of two months. For each

of the variables, there are 1397 data points. The fifteen variables picked were isolated

into two with fourteen being independent variable and one being the dependent variable.

The variables include:

1) Network age

2) Customer tenure in month

3) Total spend in months 1 and 2 of 2017

4) Total SMS spend

5) Total data spend

6) Total data consumption

7) Total unique calls

8) Total onnet spend

9) Total offnet spend

10) Total call centre complaint calls

11) Network type subscription in month 1

12) Network type subscription in month 2

13) Most loved competitor network in Month 1

14) Most loved competitor network in Month 2

15) Churn status

Variable fifteen, Churn Status, is the prediction variable. The other variables are the

independent variables. Figure 5.1 reveals the level of variation that exists between the

variables considering a sample of the dataset. Table 5.1 shows different key statistical

values to further depict the dispersion in the individual variables in the dataset.
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Figure 5.1: Diagrammatic representation of the telecom customer churn data showing the vari-
ation between variables.

Table 5.1: Statistical Summary of Telecom Customer Churn Data.

Variables N Mean Min Max Standard Deviation

A1 1397 1451.24 -5 5451 1276.68

A2 1397 48.3746 -0.17 181.7 42.556

A3 1397 800.927 -4.91 24438.8 1246.11

A4 1397 30.2184 0 873.98 60.7185

A5 1397 57.5708 0 8295 288.655

A6 1397 2164014.181 0.05686 99456402.05 6872993.658

A7 1397 202.362 1 2596 302.171

A8 1397 6754.32 0 381174 16636.2

A9 1397 15490.4 0 431440 36865.2

A10 1397 1.92198 1 49 2.34712

A11 1397 1.12598 0 2 0.87623

A12 1397 1.18611 0 2 0.87369

A13 1397 3.37581 0 6 1.80252

A14 1397 3.99857 1 6 1.52674

A15 1397 0.50018 0 1 0.50018
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5.2.2 Telephone Network Customer Churn Data

The dataset contains information concerning telephone network customer churn processes.

The data comprise of multiple variables or features of which seventeen were picked be-

cause of their significant level of relationship. For every one of these variables, there are a

sum of 3334 data points. The seventeen picked were divided into two with sixteen being

independent variables and one being the dependent variable. This is the largest dataset

as when compare to the other two datasets. Figure 5.2 uncovers the degree of variation

that exists between the variables considering a sample of the dataset. Table 5.2 shows

different key statistical values to further depict the dispersion in the individual variable

in the dataset.

Figure 5.2: Diagrammatic Representation of telephone network customer churn data showing
the variation between variables.
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Table 5.2: Statistical Summary of the Telephone Network Customer Churn.

Variables N Mean Min Max Standard Deviation

Int’l Plan 3333 0.09691 0 1 0.29588

VMail Plan 3333 0.27663 0 1 0.4474

VMail Message 3333 8.09901 51 24438.8 13.6884

Day Mins 3333 179.775 0 350.8 54.4674

Day Calls 3333 100.436 0 165 20.0691

Day Charge 3333 30.5623 0 59.64 9.25943

Eve Mins 3333 200.98 0 363.7 50.7138

Eve Calls 3333 100.114 0 170 19.9226

Eve Charge 1397 17.0835 0 30.91 4.31067

Night Mins 3333 200.872 23.2 395 50.5738

Night Calls 1397 100.108 33 175 19.5686

Night Charge 3333 9.03932 1.04 17.77 2.27587

Initl Mins 3333 10.2373 0 20 2.79184

Initl Calls 3333 4.4795 0 20 2.46121

Initl Charge 3333 2.76458 0 5.4 0.75377

CustServ Calls 3333 1.56286 0 9 1.31549

Churn 3333 0.14491 0 1 0.35207

5.2.3 Bank Customer Churn Modelling Data

The bank customer churn modelling dataset has approximately ten thousand data points

(rows) and 9 variables (9 columns) in the dataset. The nineth variable is the classification

or categorical variable and the other variables are the independent variables. Figure 5.3

uncovers the degree of variation that exists between the variables considering a sample of

the dataset. Table 5.3 shows different key statistical values to delineate the scattering in

the individual variables in the dataset.
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Figure 5.3: Diagrammatic representation of the bank customer churn modelling data showing
the variation between variables.

Table 5.3: Statistical Summary of Bank Customer Churn Modelling Data.

Variables N Mean Min Max Standard Deviation

Age 10000 38.9218 18 92 10.48781

Tenure 10000 5.0128 0 10 2.892174

Balance 10000 76485.89 0 250898.1 62397.41

NumOfProducts 10000 1.5302 1 4 0.581654

HasCrCard 10000 0.7055 0 1 0.45584

IsActiveMember 10000 0.5151 0 1 0.499797

EstimatedSalary 10000 100090.02 11.58 199992.5 57510.49

Excited 10000 0.2037 0 1 0.402769
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5.3 Data Structure

Financial institutions provide financial services to customers and customers do businesses

with these financial institutions because of trust. Financial institutions keep track of

these customers data over time to offer customers good services. Each customer infor-

mation is kept in a record using a database for his or her transaction over time. Hence,

all the data must be combined before performing data analysis leading to additional pre-

processing. Financial institutions datasets are mostly very large, reducing the number of

records assists in decreasing the information size and computational time taken during

data analysis. Obtaining the data from kaggle.com [5] was advantageous because the pre-

cision between customer behavior was clear and the quantity of data needed was provided.

The objective of this phase was to properly import the datasets and categorical vari-

ables. Deciding on libraries to be used and the importing of the libraries was a very

critical task. This is on the grounds that they are devices used to encourage the structure

of the machine learning model and make the model proficient. With libraries, any given

data returns the needed output. With python supporting many libraries, three essential

libraries were selected to solve the problem definition. These libraries are Numpy which

has high-level mathematical functions, Matplotlib along with pyplot as a sub-library,

Matplotlib is a mathematical extension of Numpy and simplifies chart plotting and lastly,

pandas library which facilitated dataset import and the process of managing data.

5.4 Importing data

This section presents how data was aggregated, adapted and labeled to make a standard

dataset which can be utilized as input for all the data mining algorithms. A non-standard

way of separating variables into a matrix of features (independent variables) and depen-

dent variable vectors mostly when using python is also presented.

Data is usually incomplete and noisy because of human errors, computer errors occurring

at data entering, errors in data transmission, errors in the data source to mention only a

few [88]. Therefore, it is very important to avoid these errors (above listed errors) dur-

ing the dataset collection phase otherwise the consequent investigation will be ruined by

incorrect data. Consequently, it is fundamental to ensure that the information gathered
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from the database are free of these errors since the probability of large databases con-

taining these errors is high. Some common faults usually present in most databases are

explained below.

• Difference between the customer leaving date and the account number.

• Unidentified activation date.

• Categorical variables problem. Example, Male and Man representing Gender.

• Customers who open their first account on the date they churn.

• Finding records with a similar primary key.

Many of these faults were avoided on the data provided. The criticality of fixing these

mistakes at this stage is to keep away from the errors spreading to the following stages.

Actually, as the process and phases go, it becomes difficult to detect and fix the mistakes.

Pandas library is used for data importing and for reading the datasets. After reading

the dataset, the format of the dataset is changed to ease readability. Due to python

language usage, there was the need to distinguish the matrix of features and the depend-

able variable vectors. Using Anaconda software, X represents the matrix containing all

the independable variables and Y represents the matrix containing only the dependent

variable feature. That is:

X = dataset.iloc[ :, : −1] , (5.1)

Y = dataset.iloc[ :, : n] . (5.2)

In python, column (example C:) means putting all the column values in the dataset and

minus one means excluding the last column. In the second equation, n varies depending

on the dataset used and indexes in python starts at zero.

In this project, the prediction is done using the classifier class, a method of a sequen-

tial class in keras.models module. The prediction is made on the test set. This is because

it helps to evaluate the performance of the model on new observations [89]. The predic-

tion is also evaluated based on the training set which helps to compare the accuracy from

test and training sets of data using different algorithms and to conclude. The accuracy

rate of the test set was obtained using the confusion matrix. The result obtained for
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the training set validated the model. Financial sectors can now apply the model on all

the customers of the company by ranking the probability from the highest to the lowest,

getting a ranking of the customers most likely to leave the company. So the bank, for

example, can look at the 10 percent with the highest probability to leave the company and

make it a segment, and then make some analyses in more detail thanks to data mining

techniques to understand why the customers of this segment are the most likely to leave

the company [90]. Overall, the artificial network technique helps create a lot of added

values for financial institutions because by targeting these customers most likely to leave

the company, the company itself can take some measures to prevent the customer from

leaving. In this project, the predicted results were calculated in the form of true or false

using a threshold of 50 percent (i:e 0.5). This is because the predictions are just based on

whether the customer is leaving the company or not.

5.5 Pre-processing phase

Pre-processing includes categorical data, splitting data into training and test set, feature

scaling and missing data. This section presents all the pre-processing actions made on

the training and test sets to improve the classifier performance.

5.5.1 Finding missing data

Finding missing data, also called missing value treatment. Finding missing data is the

first step in the machine learning model to prepare data for the model to run perfectly.

Having some missing data in the dataset is a phenomenon that happens quite a lot in real

life data analysis, so time and effort is taken to handle missing data in the dataset for the

machine learning model to run correctly. Each of the datasets were observed perfectly

using excel and SQL queries looking for missing data. Out of the three datasets, only

one dataset had some missing data. In general, many techniques exist in the literature

to handle missing data [91] but in this project, one simple technique is used to make sure

missing data is avoided.

First, the observations where there are missing data are removed from the dataset. But

this method does not work because it leads to the deletion and loss of some crucial infor-
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mation needed for the analysis. Hence, a second technique, which is the most common

technique used in data analysis is applied. The mean of all the values of the columns

containing the missing data is taken. Then, missing data are replaced by the value of

the mean of all the values of the columns containing the missing data. Every feature

containing missing data is replace by the mean of the value in the column containing the

missing data.

The scikit learn (sk-learn) preprocessing library is used to preprocess the dataset. From

this library, the imputer class is used to implement the mean function of all the columns

containing missing values. The imputer class in python contains many parameters but

only the essential ones are used for this project. These are the missing values parameter

which equals to “NAN”, the strategy parameters which are equals to the mean and zero

for the axis parameter. After selecting parameters, the imputer object is fit into the data

object X (that is into the matrix of object X). However, the imputer class is not fit onto

the total matrix but only onto the columns containing missing data. This is because the

aim is to find missing data in the dataset and replaces the missing value by the mean of

the columns where there are missing values.

5.5.2 Categorical Data

Categorical variables are string variables containing categories (that is the way the vari-

ables are grouped in a column. For example, if a column has only yes and no, then

the conclusion is that the column contains two categories). Using categorical variables

in machine learning is difficult because machine learning is mostly about mathematical

equations and equations need only numbers. Therefore, these categorical variables (text

or string variables) are changed into model-understandable numerical data (numbers) us-

ing sk-learn preprocessing library which contains the label encoder class. However, not

all data after converting to numbers have the same size (that is to say: categorical data

are replaced in increasing order). To solve this problem of avoiding the machine learning

model equation from misinterpreting the data, dummy variables are used. One way to do

this is to create columns for all the numbers of categorical variables and this was done

using the one Hot Encoder Class. The following figure illustrates an example of a column

called churn customer that changes into two categories:
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Churn Customer

Yes

No

=⇒
1 Yes

0 No

One hot encoder is faster and easy to be modified than other encoding techniques. This

is advantageous because speed does not depend on the number of states but only on the

number of transitions into a state and adding or deleting a state does not affect the whole

design. However, one hot encoder is not used on dependent variables but label encoder.

This is because being a categorical variable (ordinary ones) there is no order between the

two variables.

5.5.3 Splitting data into test and training set

The data is split into two different sets. That is the test and training set. This is because

machine learning is all about a machine going to learn something roughly. Therefore, it

is important to split the data into test and training sets because it facilitates the creation

of a model that learns from the data. Also, it avoids the machine learning model from

learning too much from a dataset which may reduce its performance. The model is built

based on the training set and it is verified using the test data that is slightly different

from the training set [92].

If the performance of the test and training data are not that different, this shows the

machine learning model understood the correlation well and did not learn the hard

way, therefore it can adapt well to new sets and new situations. Training data always

have a high percentage of the data. The data is split using the train-test-split package:

fromsklearn.cross validation import train test split

Xtrain, Xtest, Ytrain, Ytest = train−test−split(X, Y, test Size = 0.25, random State = 10) ,

(5.3)

where Xtrain represents the training part of the matrix of features, Xtest represents the

test part of the matrix of features, Ytrain represents the training part of the dependent

variable associated to Xtrain and Ytest represents the test part of the dependent variable

associated to Xtest.
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The parameters used are X and Y for the arrays, matrix X of features of the independent

variables of the dataset, matrix Y of features of the dependent variables of the dataset,

test size represent the size of the data and random state just for same results in all the

models. These were applied to all the data.

The machine learning model was built based on the training set by establishing some

correlation between the independent variables and dependent variable and was verified

on the test set as mentioned above. However, it is usually important for the test set to

meet the two following conditions:

• The test set must be large enough to yield statistically meaningful results;

• The test set should not have different characteristics from the training set.

Furthermore, splitting data into test and training set is advantageous as it helps solve

overfitting problems.

5.5.4 Feature scaling

Feature scaling is important because machine learning is based on the Euclidean distance.

For example, given two points in a plane with coordinates ( x, y) and ( a, b) the Euclidean

distance is given by:

distance((x, y), ( a, b) ) =
√

((x− a)2 + ( y − b) 2) . (5.4)

Feature scaling is applied on data with different scales making use of the Euclidean dis-

tance equation. This is to make sure all the variables have the same scale and range

avoiding one column dominating another in a way that the small one does not exist, since

proper analysis requires abundant data and analysis becomes very difficult. Many meth-

ods have been defined in the literature for scaling data [93]. The most common one used is

the standardization method. With standardization, for each observation and feature, the

mean value of all the features is withdrawn and divided by the standard deviation. The

second type of feature scaling is normalization. Normalization subtracts the observation

feature X by the minimum value of all the feature values divided by the difference of the

maximum X of the feature values and the minimum X value of the features.
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5.5.4.1 Standardization

Standardization rescales values and makes the output values to have a mean estimation

of zero and a standard deviation estimation of one [94]. It is given by:

Xstand =
x−mean(x)

standard deviation(x)
. (5.5)

5.5.4.2 Normalization

Normalization changes the value of a numeric column in a dataset to common scale.

However, the difference in ranges of values remains the same [95]. It is given by:

Xnorm =
x−min(x)

max(x)−min(x)
. (5.6)

Standardization and normalization are important because it helps put the variables on

the same scale and range avoiding one dominating the other. A common question asked

on the internet concerning feature scaling is if dummy variables need to be fit and trans-

formed. Different answers to this question have been provided based on the context.

However, in this project, dummy variables are fit and transform because the main aim is

to obtain the best accuracy.

Feature scaling is applied on all the three datasets. This is because it helps the algo-

rithm to run much faster (example decision tree). Using feature scaling on the dataset of

decision tree makes the algorithm to run very fast and hence save time.

In this project, dependent variable vectors were not scaled. Since a classification problem

with categorical dependable variable vectors are to be solved.

5.6 Summary

This chapter presented data introduction and manipulation. The first step was data

preprocessing (finding the data, importing the data and libraries, understanding data:

categorical data, missing data, splitting data into test and training set and the final stage
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was feature scaling). The five algorithms used for analysis in chapter 6 were studied.
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6
Experimental Results and

Comparisons

This chapter present the results of the five classification models used for the churn predic-

tion case in financial sectors, and compare their relative performance in terms of standard

metrics such as recall, receiver operating characteristic curve (ROC), precision, area under

the curve (AUC), specificity and confusion matrix (CM) [96].
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6.1 Introduction

Performance metrics allow to assess the adequacy of each model for the prediction of

churns in the financial sector and determine the best model to be applied by a company

to avoid customers from leaving. The more the area under the ROC curve, the better is

the model at distinguishing between classes.

The results obtained in this project are low compared to reports in the literature be-

cause of the more important approval methodologies used to estimate the real business

performance of the models in the literature.

6.2 Modelling

6.2.1 Decision Tree

A decision tree is not an algorithm based on Euclidean distance (the way of representing

the distance between two points). The importance of using decision tree model is the

interpretation of the data using the trees. The decision tree classifier class is imported

from sk-learn to build the classifier class. The parameter used for this classifier class is

entropy, a function that measures the quality of the split of the tree. Entropy is chosen

because the aim is to make nodes at the end of the trees to be homogenous, that is with

users of the same class and after each split, the more homogenous is a group of users, the

more entropy is reduced from the parent node than the group child node. If the entropy

in the resulting child node is zero, it implies the group child node is a fully homogenous

group of users (users of the same class). The second parameter is the information gain

which is the difference between the entropy before and after the split. The higher the

information gain, the more homogenous the entropy will be after the split. The last

parameter is random state for a fixed result which is chosen to be zero.

fromsklearn.tree importDecisionTreeClassifier

classifier = DecisionTreeClassifier(criterion =′ entropy′, random state = 0)

classifier.fit(Xtrain, Ytrain) .

6-2



6. Experimental Results and Comparisons

Figure 6.1: Decision tree precision and recall for DT data one

Figure 6.2: Confusion matrix for DT data one
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• Figure 6.1 shows the harmonic mean of the precision and recall curve. The observed

value is calculated to be F1 = 0.739.

• Figure 6.2 demonstrates the confusion matrix graph. The percentage shows the

number of non-churner and churner customers. The following table illustrates the

confusion matrix of decision tree being tested on the test data.

6.2.1.1 Data One for Decision Tree

The table shows data one (telecom customer churn dataset) divided into training and test

set with the accuracy ratio and error rate.

Table 6.1: Decision tree confusion matrix data one.

Training set Test Set

Confusion Matrix

[
526 0

0 521

] [
96 77

28 149

]
Accuracy Rate (Success Ratio) 100.0 % 70.0 %

Error Rate 0 % 30 %

Also, as explained in chapter 5, the ROC curve is used to visualize the true positive rate

(sensitivity) versus the false positive rate (specificity) of the model and the area under the

curve. The ROC curve is used because many binary classification models compute a sort

of classification score with the score based above or below a certain minimum threshold.

With the ROC curve, the sensitivity and specificity for all possible thresholds are shown

and not only the one chosen by the classification decision tree modelling technique. So, the

ROC curve easily assesses the model independently of the threshold chosen. In addition,

the area under the ROC curve gives an idea about the benefit of using the test set. This

is because the model is already trained on the train set and it understands the correlation

well [97]. Using the ROC curve, the model achieves a score of 70 percent which is the

same with the confusion matrix. The average precision and the area under the curve is

also calculated and the following results are obtained [98].

• AP = 0.635 average precision (AP), summarizes the weight increase in precision

with each change in recall for the threshold in the precision-recall curve.
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• AUC = 0.791, summarizes an approximation of the area under the ROC curve.

Figures 6.3 and 6.4 illustrate the ROC curve and the cumulative accuracy profile (CAP).

These curves effectively identify all data points of a given class using less number of tries.

Figure 6.3: Classifier ROC for DT data one

Figure 6.4: Cumulative accuracy profile for DT data one

Figure 6.3 shows the true positive rate plot against the false positive rate for the prob-

abilities of the classifier predictions. The area under the ROC curve is calculated to be

0.70. Figure 6.4 represents the CAP curve. First, the random model is plot based on the

fact that the correct detection of class 1.0 will grow linearly. Then, the perfect model is

the plot, which detects all the class 1.0 data points. The CAP profiles for the perfect,
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good and random model predicts who are about to leave the company.

6.2.1.2 Data Two for Decision Tree

The table shows data two (telephone network customer churn) dataset divided into train-

ing and test set with the accuracy ratio and error rate.

Table 6.2: Confusion matrix for data two.

Training set Test Set

Confusion Matrix

[
2131 0

0 368

] [
664 55

19 96

]
Accuracy Rate (Success Ratio) 100.0 % 91.13 %

Error Rate 0 % 8.87 %

For data two the accuracy rate for the training set can be observed to be 100.0% and

for the test set to be 91.13%. The error rate is 0% for the training set and 8.87% for the

test set.
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Figure 6.5: Precision and recall for DT data two.

Figure 6.6: Confusion Matrix for DT data two.

From figure 6.5, it is seen that, the harmonic mean for the precision and recall curve
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is observed to be 0.722. The average precision which measures the total precision and

recall is calculated to be 0.554 and AUC for data two is 0.747.

Figure 6.7: Classifier ROC for DT data two

Figure 6.8: Cumulative accuracy profile for DT data two
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Figure 6.7 shows the area under the ROC curve to be approximately 0.88 and figure 6.8

shows the results of the CAP curve.

6.2.1.3 Data Three for Decision Tree

The table shows data three (bank customer churn modelling data) dataset divided into

training and test set with the accuracy ratio and error rate.

Table 6.3: Confusion Matrix for data three decision tree.

Training set Test Set

Confusion Matrix

[
5972 0

0 1528

] [
1678 313

246 263

]
Accuracy Rate (Success Ratio) 100.0% 77.64 %

Error Rate 0 % 22.36 %
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Figure 6.9: Confusion matrix for DT data three

Figure 6.10: Precision and recall for DT data three

From table 6.3 and figure 6.9, it can be observed that the accuracy ratio for data three
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test set is 77.64% and the figure 6.10 shows the precision recall curve area to be 0.485.

The AUC is calculated to be 0.536 and the average precision mean to be 0.334.

Figure 6.11: Classifier ROC for DT data three

Figure 6.12: Cumulative Accuracy Profile for DT data three

Figure 6.11 shows the area of the ROC curve to be approximately 0.68 and figure 6.12

demonstrates the CAP curve.
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6.2.2 Support vector machine

Support vector machine is very special in the way it interprets data and very different

from most of the other machine learning algorithms. Support vector machine classifier

class is imported from the sk-learn to build the classifier class. The parameter used is C,

which is the penalty parameter to improve the model performance. The second parameter

is the radial basis function (RBF), which is a kernel type used in all the models and lastly

default cache size of 200 for all the data. The following demonstrates how it is used:

fromsklearn.svm import SV C

classifier = SV C(C = 1.0, kernel =′ rbf ′, degree = 3,

gamma, cache size = 200, random state = 0)

classifier.fit(Xtrain, Ytrain)

6.2.2.1 SVM Data One

The table shows the telecom network customer churn dataset with confusion matrix,

accuracy ratio and error rate.

Table 6.4: Confusion matrix for SVM data one.

Training set Test Set

Confusion Matrix

[
403 123

137 387

] [
114 59

48 129

]
Accuracy Rate (Success Ratio) 75.24 % 69.43 %

Error Rate 24.76 % 30.57 %

Figure 6.13 shows the confusion matrix for the test set with an accuracy rate of 69.43%

and an error rate of 30.57%. From figure 6.14, the harmonic mean for the precision-recall

curve is observed to be 0.707. Furthermore, the area under the curve is calculated to be

0.793 and the average precision value is calculated to be 0.794. Figure 6.15 shows the

area of the ROC curve to be 0.77 and figure 6.16 demonstrates the cumulative accuracy

profile for the data.
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Figure 6.13: Confusion matrix for SVM data one

Figure 6.14: Precision and recall for SVM data one

6-13



6. Experimental Results and Comparisons

Figure 6.15: Classifier ROC for SVM data one

Figure 6.16: Cumulative Accuracy Profile for SVM data one

6.2.2.2 SVM Data Two

The table shows the telephone network customer churn dataset with confusion matrix,

accuracy ratio and error rate.
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Table 6.5: Confusion matrix for SVM data two.

Training set Test Set

Confusion Matrix

[
2120 11

115 253

] [
710 9

49 66

]
Accuracy Rate (Success Ratio) 94.96 % 93.05 %

Error Rate 5.05 % 6.95 %

Figure 6.17: Confusion matrix for SVM data two

From figure 6.17, the accuracy ratio for the test set can be observed to be 93.05% and the

error rate is 6.95%. Figure 6.18 shows the precision-recall curve with an harmonic mean

of 0.695. The average precision is calculated to be 0.813 and the AUC is calculated to be

0.812.
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Figure 6.18: Precision and recall for SVM data two

Figure 6.19: Classifier ROC for SVM data two

Figure 6.20: Cumulative accuracy profile for data two

6-16



6. Experimental Results and Comparisons

From figure 6.19 the area of the ROC curve can be observed to be 0.92 and from figure

6.20, the CAP curve for data two can be observed.

6.2.2.3 SVM Data Three

The following table shows the bank customer churn modelling dataset with confusion

matrix, accuracy ratio and error rate.

Table 6.6: Confusion matrix for SVM data three.

Training set Test Set

Confusion Matrix

[
5862 110

978 550

] [
1949 42

310 199

]
Accuracy Rate (Success Ratio) 85.49 % 85.92 %

Error Rate 14.51 % 14.08 %

From figure 6.21, the accuracy ratio and the error rate of the test set can be observed to

be 85.92% and 14.08%, respectively. Figure 6.22 shows the harmonic mean of precision

recall curve to be 0.531. The AUC and average precision is calculated to be 0.663 and

0.663, respectively.
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Figure 6.21: Confusion matrix for SVM data three

Figure 6.22: Precision and recall for SVM data three
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Figure 6.23: Classifier ROC for SVM data three

Figure 6.24: Cumulative accuracy profile for SVM data three

The area of the ROC curve is calculated to be 0.82 observed from figure 6.23 and figure

6.24 shows the CAP curve.
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6.2.3 Random Forest classification

Random forest (RF) is an example of an ensemble machine learning algorithm [99]. This

is because it combines a lot of decision trees. Basically, this is to say that running

a random forest algorithm is the same as running several decision trees at once. To

implement a random forest, the same process explained in Chapter 4 is used. Random

forest classifier class is imported from the sk-learn ensemble to build the classifier. The

parameter used is n estimators representing the number of trees in the forest used to

predict customers who leave the company or not. The default number, which is 10 trees

is used. Different numbers are tested, but because it results in overfitting, the default

number of 10 is maintained because with 10 as n estimators, overfitting is avoided. The

second parameter is the criterion. Entropy is chosen for the criterion parameter. The third

parameter is the penalty parameter, to improve the model performance. The following

sentences explain how it is the used.

fromsklearn.ensemble importRandomForestClassifier

ensemble = RandomForestClassifier(n estimators = 10, criterion = ”entropy”,

random state = rnd)

ensemble.fit(Xtrain, Ytrain)

6.2.3.1 RF Data One

The following table shows the telecom customer churn dataset confusion matrix with an

accuracy ratio and an error rate for test and training set.

Table 6.7: Confusion Matrix for RF data one.

Training set Test Set

Confusion Matrix

[
523 3

10 511

] [
95 78

25 152

]
Accuracy Rate (Success Ratio) 98.76 % 70.57 %

Error Rate 1.24 % 29.43 %
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Figure 6.25: Confusion matrix for RF data one
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Figure 6.26: Precision and recall for RF data one

Figure 6.25 shows the accuracy ratio of 70.57% and error rate of 29.43% for the test set

and figure 6.26 shows the value of 0.747 for the precision and recall curve. The calculated

AUC was 0.799 and 0.660 for the average precision. Figure 6.27 shows the area of the

Roc curve to be 0.73 and figure 6.28 shows the CAP curve for random forest data one.

6.2.3.2 RF Data Two

The following table shows the telephone network customer churn dataset confusion matrix

with an accuracy ratio and an error rate for test and training set.
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Figure 6.27: Classifier ROC for RF data one

Figure 6.28: Cumulative accuracy profile for RF data one

Table 6.8: Confusion matrix for RF data two.

Training set Test Set

Confusion Matrix

[
2131 0

13 355

] [
673 46

19 96

]
Accuracy Rate (Success Ratio) 99.48 % 92.21 %

Error Rate 0.52 % 7.79 %
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Figure 6.29: Confusion matrix for RF data two
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Figure 6.30: Precision and recall for RF data two

Figure 6.29 shows the accuracy ratio of 92.21% and error rate of 7.79% for the test set

and figure 6.30 shows the value of 0.747 for the precision and recall curve. The calculated

AUC was 0.776 and 0.649 for the average precision.

6-25



6. Experimental Results and Comparisons

Figure 6.31: Classifier ROC for RF data two

Figure 6.32: Cumulative accuracy profile for RF data two

Figure 6.31 shows the area of the Roc curve to be 0.90 and figure 6.32 shows the CAP

curve for random forest data two.
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6.2.3.3 RF Data Three

The table shows the bank customer churn modelling dataset confusion matrix with accu-

racy ratio and error rate for the test and training set.

Table 6.9: Confusion Matrix for RF data three.

Training set Test Set

Confusion Matrix

[
5961 11

1335 193

] [
1986 5

444 65

]
Accuracy Rate (Success Ratio) 82.05 % 82.04 %

Error Rate 17.95 % 17.96 %

Figure 6.33: Confusion matrix for RF data three
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Figure 6.34: Precision and recall for RF data three

Figure 6.33 shows the confusion matrix of the test set with an accuracy ratio of 82.04% and

an error rate of 17.96%. Figure 6.34 shows the precision recall curve with a value of 0.225.

The AUC and average precision is also calculated to be 0.661 and 0.641 respectively.
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Figure 6.35: Classifier ROC for RF data three

Figure 6.36: Cumulative accuracy profile for RF data three

From figure 6.35, the area of the ROC curve is 0.84 and figure 6.36 shows the graph of

the class one observations plotted against the total observation for the CAP curve. The

model is not bad because the random forest classifier is close to the perfect model.
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6.2.4 Näıve Bayes

Näıve Bayes (NB) classifier class is imported from sk-learn näıve˙bayes to build the clas-

sifier class. Using the Gaussian Näıve Bayes class, there is no need to include any param-

eters.

fromsklearn.naivebayes importGaussianNB

classifier = GaussianNB()

classifier.fit(Xtrain, Ytrain)

6.2.4.1 NB Data One

The table shows the confusion matrix with accuracy ratio and error rate for the telecom

customer churn dataset.

Table 6.10: Confusion matrix for NB data one.

Training set Test Set

Confusion Matrix

[
442 84

329 192

] [
137 36

83 94

]
Accuracy Rate (Success Ratio) 60.55 % 66.0 %

Error Rate 39.45 % 34.0 %
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Figure 6.37: Confusion matrix for NB data one
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Figure 6.38: Precision and recall for NB data one

Figure 6.37 shows the confusion matrix for data one with a success ratio of 66.0% and

an error rate of 34.0% for the test set while figure 6.38 shows the precision recall value of

0.612. The AUC and AP are calculated to be 0.647 and 0.645 respectively
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Figure 6.39: Classifier ROC for NB data one

Figure 6.40: Cumulative accuracy profile for NB data one

From figure 6.39, the area under the ROC curve can be observed to be 0.70. Figure 6.40

shows the CAP curve analysis for data one. This is not a good model because the naive

bayes classifier is close to the random model.
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6.2.4.2 NB Data Two

The table illustrates the confusion matrix with accuracy ratio and error rate for the

telephone network customer churn dataset.

Table 6.11: Confusion matrix for NB data two.

Training set Test Set

Confusion Matrix

[
1962 169

163 205

] [
656 63

48 67

]
Accuracy Rate (Success Ratio) 86.71 % 86.69 %

Error Rate 13.29 % 13.31 %

Figure 6.41: Confusion matrix for NB data two
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Figure 6.42: Precision and recall for NB data two

Figure 6.41 shows the confusion matrix for the test set with a success ratio of 86.69%

and an error rate of 13.31%. From figure 6.42, the harmonic mean for the precision recall

curve can be observed to be 0.547. The calculated AUC and AP are 0.499 and 0.502

respectively Figure 6.43 shows the area of the ROC curve to be 0.85. Figure 6.44 shows

the diagram of a good CAP curve with the naive bayes classifier approaching the perfect

model.

6.2.4.3 NB Data Three

The table shows the confusion matrix with accuracy ratio and error rate for the test and

training set for the bank customer churn modelling dataset.
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Figure 6.43: Classifier ROC for NB data two

Figure 6.44: Cumulative accuracy profile for NB data two

Table 6.12: Confusion Matrix for NB data three.

Training set Test Set

Confusion Matrix

[
5854 118

1200 328

] [
1949 42

398 111

]
Accuracy Rate (Success Ratio) 82.42 % 82.4 %

Error Rate 17.57 % 17.6 %
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Figure 6.45: Confusion matrix for NB data three

Figure 6.46: Precision and recall for NB data three
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Figure 6.45 shows the confusion matrix for the test set with a success ratio of 84.4% and

figure 6.46 illustrates the recall and the harmonic mean curve with a value of 0.335. The

calculated AUC and AP are 0.570 and 0.571 respectively. From figure 6.47, the area of the

Figure 6.47: Classifier ROC for NB data three

Figure 6.48: Cumulative accuracy profile for NB data three

ROC curve is observed to be 0.81 and figure 6.48 shows the CAP curve analysis with an

average for the naive bayes classifier in the middle of the perfect and the random model.
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6.2.5 Artificial Neural Network

6.2.5.1 ANN Data One

The table shows the confusion matrix with accuracy ratio and error rate for the telecom

customer churn dataset.

Table 6.13: Confusion matrix for ANN data one.

Training set Test Set

Confusion Matrix

[
444 113

93 467

] [
100 42

31 107

]
Accuracy Rate (Success Ratio) 81.56 % 73.93 %

Error Rate 18.42 % 26.07 %

Figure 6.49: Confusion matrix for ANN data one
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Figure 6.50: Precision and recall for ANN data one

Figure 6.49 shows the confusion matrix with an accuracy ratio of 73.93% and an error

rate of 26.07% for the test set. Figure 6.50 shows the value of 0.746 for the precision and

recall curve. Also, the AUC was calculated to be 0.802 and the AP was calculated to be

0.668.
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Figure 6.51: Classifier ROC for ANN data one

Figure 6.52: Cumulative accuracy profile for ANN data one

Figure 6.51 shows the area of the ROC curve to be 0.82 and figure 6.52 shows a very good

CAP curve with the ANN classifier reaching the perfect model.

6.2.5.2 ANN Data Two

The table shows the telephone network customer churn dataset confusion matrix with

accuracy ratio and error rate.
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Table 6.14: Confusion matrix for ANN data two

Training set Test Set

Confusion Matrix

[
2248 23

307 88

] [
570 9

72 16

]
Accuracy Rate (Success Ratio) 87.62 % 87.86 %

Error Rate 12.38 % 12.14 %

Figure 6.53: Confusion matrix for ANN data two
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Figure 6.54: Precision and recall for ANN data two

Figure 6.53 shows the confusion matrix with an accuracy ratio of 87.86% and an error

rate of 12.14% for the test set. Figure 6.54 shows the value of 0.683 for the precision and

recall curve. Also, the AUC was calculated to be 0.465 and the AP was calculated to be

0.465. Figure 6.55 shows the area of the ROC curve to be 0.75 and figure 6.56 shows a

perfect CAP curve with the ANN classifier meeting the perfect model.
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Figure 6.55: Classifier ROC for ANN data two

Figure 6.56: Cumulative accuracy profile for ANN data two

6.2.5.3 ANN Data Three

The following table illustrates the confusion matrix with accuracy rate and error rate for

the bank customer churn modelling dataset.
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Table 6.15: Confusion Matrix for ANN data three.

Training set Test Set

Confusion Matrix

[
6135 233

1115 517

] [
1537 58

266 139

]
Accuracy Rate (Success Ratio) 83.15 % 83.8 %

Error Rate 16.85 % 16.2 %

Figure 6.57: Confusion matrix for ANN data three
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Figure 6.58: Precision and recall for ANN data three

Figure 6.57 shows the confusion matrix with a success ratio of 83.8% and an error rate of

16.2% for the test set. Figure 6.58 shows the precision recall curve with a value of 0.462.

The calculated AUC and AP are 0.591 and 0.375 respectively.
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Figure 6.59: Classifier ROC for ANN data three

Figure 6.60: Cumulative accuracy profile for ANN data three

From figure 6.59, the area of the ROC curve can be observed to be 0.65 and figure 6.60

shows a perfect CAP curve with the ANN classifier joining the perfect model.
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6.3 Comparison of the different algorithms

The following graphs illustrate the results of the five machine learning techniques applied

to the three different datasets. Four models that are support vector machine, random

forest, decision tree and naive bayes [100] were plotted on one graph and neural network

on a seperate graph. Of all the three datasets, the best data is data two due to the results

generated as shown on the following table.

Table 6.16: Area of ROC curve for all datasets.

Data One Data Two Data Three

DT 0.66 0.89 0.66

SVM 0.68 0.77 0.67

RF 0.72 0.85 0.60

NB 0.58 0.72 0.67

ANN 0.082 0.75 0.65

Also, data two has the greatest area under the curve. The dotted lines show the random

selection process. The deep blue line shows the area of the decision tree model, the green

line shows the area of the support vector machine model, the red line shows the area of

the random forest model, the light blue line shows the area of the Näıve Bayes model

(from the four plots). In fact, the better the model, the larger the area under the lines.

It should be noted that the areas between the dotted lines (random selection) and the

model increases as the model gets better. When the areas of the models gets closer to

random (random selection), the worst is the model. Moreover, by comparing each model

with random selection, the total gain obtained was determined. The models were accessed

using the following percentages:

• Too Good model, 90% < X < 100% ;

• Very Good model, 80% < X < 90% ;

• Good model, 70% < X < 80% ;

• Poor model, 60% < X < 70% ;
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• Bad model less than 60%thatisX < 60% .

Finally, it should be noted that if a model goes under the random selection (dotted line)

it results in model deterioration, which is not discussed in this research.

Figure 6.61: Data One ROC Curve for DT, SVM, RF and NB

Figure 6.62: Data One ROC Curve for ANN

From figure 6.61 and figure 6.62, it can be observed that ANN is good.
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Figure 6.63: Data Two ROC Curve for DT, SVM, RF and NB

Figure 6.64: Data Two ROC Curve for ANN

From figure 6.63 and figure 6.64, it can be observed that decision tree is the best model.

From figure 6.65 and figure 6.66, it can be observed that random forest and support vector

machine are the good models.
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Figure 6.65: Data Three ROC Curve for DT, SVM, RF and NB

Figure 6.66: Data Three ROC Curve for ANN

6.4 Conclusion

Considering all the above figures, data two is the best data of all the three datasets. Data

two gives the best result. Hence, the best machine learning model to predict customers
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who are about to leave in the financial sector, is decision tree classification model. This

is based on looking at the area of data two from figure 6.63 and figure 6.64.
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7
Conclusions and Further

Research

This dissertation presented to what extent the effectiveness of customer churn in finan-

cial institutions can be forecast using data mining techniques and more precisely, which

machine learning technique best predicts customers who are about to leave. Also, the re-

search aimed at predicting in advance which customer will leave the institution with very

great exactness, maintaining a strategic distance from cost identified with false positive

errors (that is non-churners classified as churners).

This dissertation presented the methods used to take care of the issue handled in this

research, and that is, predicting customer churns in financial services. The research aims

at identifying the best algorithm out of five different machine learning techniques that

will help to easily, well and correctly find customers who are about to leave. Secondly,

the literature review was explained, which presented an overview on customer relation-

ships management, how customer retention can avoid money lost and how important it

is to maintain good customer relationship. It provides some background information on

machine learning (data mining) and more precisely predictive data mining. It covers a

background explanation on what data pre-processing is all about. It also includes the

different classifier functions used for each model and how advantageous each of them

helps to solve the problem statement of predicting customers churn. Moreover; evalu-

ation techniques and data mining predictions are also presented. Thirdly, five machine

learning models were described, used in this research and which are: Support Vector Ma-

chine Classification, Naive Bayes Classification, Random Forest Classification, Decision

Tress Classification, and Artificial Neural Network. It covers the basic concepts, rules,

and principles of the algorithms and their weakness. Moreover, the objective of com-

paring the algorithms and how advantageous the end algorithm can be to the financial
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sector is presented. Fourthly, the reasons for coming with the idea of comparing the five

machine learning models were described. This answers the research objective which is

to come out with an effective algorithm for customer churn prediction in the financial

sector. It presents the methodology used, evaluation methods and a complete description

of the datasets used in this research. Fifthly, experimental results were presented, and

experimental comparisons which explained the individual set-up for each machine learn-

ing models and the experimental results obtained from the experiment. Also, this chapter

presents the performance validation of each model obtained from the experiment and the

equivalent discussion from the results obtained. It answers the main aim of the research

by suggesting the appropriate model based on performance validation.

7.1 Our Contribution

Our contribution leads to the following conclusion. Firstly, financial institutions can use

decision tree to predict customer churn. Secondly, the ROC curve for performance mea-

surement can be used. and lastly, depending on the company datasets, other models like

support vector machine will be good for churn prediction.

Taking everything into account, showed that forecasting customer churn is a very dif-

ficult task because of its worldly trademark, which makes the general data investigation

progressively unpredictable. In classification tasks, a standard procedure to model time

event does not yet exist, hence time-varying problems are mostly and widely discussed

and studied in the literature. Nevertheless, the research proves that data mining tools can

help banks and any other financial sector to better understand their customer’s behavior

implying that further research may be worth considering.

7.2 Further Research

Future studies would focus on using real financial institutions data to analyze classification

decision tree performance using different comparison methods to improve the performance

and have the option to foresee customers who are about to leave the bank with quite a

very good precision.
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It is essential to note that, this research have utilized just the balance traditional and

demographic data (online data), thus future work would be good with real data from a

financial sector to obtain good customers information to clearly understand the reasons

why customers are leaving. Furthermore, a customer was labeled as churner if the cus-

tomer left after some period of time (say one month) but because this event could be quite

difficult to be efficiently predicted, it is intriguing to test different churn event definitions,

so as to find significant differences among the various results.
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