ﬁf CORE

Provided by International Institute for Applied Systems Analysis (IIASA)

Metadata, citation and similar papers at core.ac.uk

& [ et

[1ASA wwwiiasa.ac.at
The take-it-or-leave-it option allows
small penalties to overcome socila

dilemmas
Sasaki, T., Brannstrom, A., Dieckmann, U. and
Sigmund, K.

IIASA Interim Report
2012



https://core.ac.uk/display/33901677?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

Sasaki T, Briannstrom A, Dieckmann U, and Sigmund K (2012) The take-it-or-leave-it option allows small penalties to
overcome socila dilemmas. IIASA Interim Report. IR-12-068, IIASA, Laxenburg, Austria Copyright © 2012 by the author(s).
http://pure.iiasa.ac.at/10210/

Interim Reports on work of the International Institute for Applied Systems Analysis receive only limited review. Views or
opinions expressed herein do not necessarily represent those of the Institute, its National Member Organizations, or other
organizations supporting the work. All rights reserved. Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial
advantage. All copies must bear this notice and the full citation on the first page. For other purposes, to republish, to post on

servers or to redistribute to lists, permission must be sought by contacting repository @iiasa.ac.at


mailto:repository@iiasa.ac.at

; International Institute for Tel: +43 2236 807 342

Applied Systems Analysis Fax: +43 2236 71313

- Schlossplatz 1 E-mail: publications@iiasa.ac.at

[I1ASA A-2361 Laxenburg, Austria Web: www.iiasa.ac.at
Interim Report IR-12-068

The take-it-or-leave-it option allows small penalties
to overcome social dilemmas

Tatsuya Sasaki

Ake Brannstrom

UIf Dieckmann (dieckmann@iiasa.ac.at)
Karl Sigmund

Approved by

Pavel Kabat
Director General and Chief Executive Officer

February 2015

Interim Reports on work of the International Institute for Applied Systems Analysis receive only
limited review. Views or opinions expressed herein do not necessarily represent those of the
Institute, its National Member Organizations, or other organizations supporting the work.



The take-it-or-leave-it option allows snall penalties to overcone social dilemmas

Tatsuya SasakiAke Brannstrom? UIf Dieckmanrt & Karl Sigmund-®*

Author affiliations:

8 volution and Ecology Program, Internatiotradtitute for Applied Systems Analysis
(IASA), 2361 Laxenburg, Austria

bDepartment of Mathematics and MathermaltiStatistics, Ume& University, 90187 Ume4,
Sweden

‘Faculty of Mathematics, Univetgiof Vienna, 1090 Vienna, Austria

To whom correspondence should be addressed

Tel: 443 1 4277 50612
Fax: +43 1 4277 9506

E-mail: karl.sigmund@univie.ac.at

20 Jan 2012

For the submission to the IIASA Interim Report series

Page 1 of 13



Abstract

Self-interest frequently causedlividuals engaged in joint emfrises to choose actions that
are counterproductive. Free-rideran invade a society of coop#rs, causing a tragedy of

the commons. Such social dilemmas can be overcome by positive or negative incentives.
Even though an incentive-providing instituti may protect a coepative society from
invasion by free-riders, it cannalways convert a society ofefe-riders to cooperation. In the
latter case, both norms, coop@ra and defection, are stabl€o avoid a collapse to full
defection, cooperators must bdfmiently numerous initially. A soiety of free-riders is then
caught in a social trap, and the institution ishie to provide an escape, except at a high,
possibly prohibitive cost. Heraeye analyze the interplay ofa) incentives provided by
institutions and lf) the effects of voluntary participation. We show that this combination
fundamentally improves the efficiency of intees. In particular, optional participation
allows institutions punishing free-riders to ovare the social dilemma at a much lower cost,
and to promote a globally stable regimecobperation. This removes the social trap and
implies that whenever a society of cooperators cannot be invaded by free-riders, it will
necessarily become established in the long tlwmugh social learningrrespective of the
initial number of cooperators. We also demaatstrthat punishing proves a ‘lighter touch’

than rewarding, guaranteeing full cooggon at considerably lower cost.

Key words: punishment; rewards; public goods; stb@ontract; evolutionary games
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Introduction

In many species, cooperation l@®lved through naturaelection. In humasocieties, it can
additionally be promoted through institutions.tiwgions may be viewed as ‘tools that offer
incentives to enable humans to overcome satilelmmas’, to paraphrase Ostrom (1). The
threat of punishment or the promise of rewash induce self-intere=d players to prefer
actions that sustain the public gooddaurn away from free-riding (2-13).

It is easy to understand the outcome of pulptiod games in terms ofdtsize of the incentive.

If the incentive is too small, it has no effesid selfish players keep defecting by refraining
from contributing to the public good (Figa)l If, on the other hand, the incentive is
sufficiently large, it compelsll players to cooperate byomtributing to the public good
(Fig. 1d). It is the range of intermediate incentivbat is of interest, ahhere, the effects of
positive and negative incentives differ. Rewagdcauses the stable coexistence of defectors
and cooperators, with a larger proportioncobperators when rewds are higher (Fig.d.
Punishing, in contrast, leads to alternative statd@&es. As a result tie competition between
cooperators and defectors, ondlor other behavior will beconestablished, but there can be
no long-term coexistence (Fig.c)l Whatever behavior prevsi initially becomes fully
established. Thus, each of the two behaviors beayiewed as a social norm: as long as the
others stick to it, it does not pay to deviatephrticular, when coopeias are initially rare,
the population will remain trapped in the asbmorm, with everyone defecting. Social
learning cannot lead, in that case, to the nbemeficial, pro-social norm of cooperating.

Here, we show that the option to abstain fribra joint enterprise (14-17) offers an escape
from the social trap. Indeed, when free-ridirlgthe norm, players will turn away from
unpromising joint ventures. This leads to tHecline of exploitersand allows the re-
emergence of cooperators. If the incentives are too low, this is followed by the comeback of
defectors, in a rockgper-scissors type of cycle (18, 19) (Fig). However, even a modest
degree of punishment breaks track-paper-scissors cycle amdlows the fixation of the
cooperative norm (Fig.e2g). Thus, optional participationlaivs a permanent escape from the
social trap. In contrast, we show that opal participation has little impact on rewarding
systems (Fig. 2-d).

Methods

Specifically, we apply evolutionary game tmg¢20) to culturakvolution, based ora) social
learning (i.e., the preferential imitatioof more successfustrategies) andbj occasional
exploratory steps (modeled as small and ramedam perturbations). Because the diversity of
public good interactions and sanctioning nmatbms is huge, we first present a fully
analytical investigation of a prototypical case (Supporting Information\\&d)posit a large,
well-mixed population of players. From time to time, a random sampte>o® players is
faced with an opportunity to parti@ge in a public good game, at a cgst 0. We denote by
m the number of players willing to participate £ m < n) and assume that > 2 players
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are required for the game to tadace. If it does, each of the players decides whether or

not to contribute a fixed amouat> 0, knowing that it will be multiplied by (with1 < r <

n) and distributed equally among all— 1 other members of the group. If all group members
invest into the commopool, each obtains a paydff — 1)c — g, which we assume to be
positive. The social dilemma arises because players can improve their payoffs by not
contributing. If all do so, each obtains the negative paygffThus, they would have done
better to refrain from participation.

We now introduce the incentive. it convenient to wie the total incentig stipulated by an
authority (‘the institution’) in the fornml, wherel is the per capita incentive. If rewards are
used, the total incentive will be sharedamg those players who cooperated. Hence each
cooperator obtains a reward /mc, wheremc denotes the number oboperators among the

m players. If penalties are useplayers who defect have their payoffs analogously reduced by
ml /mp, wheremp denotes the number of defectors amongrihaayers. We will see that in
the compulsory case, there exist two altermastable norms for intermediate strength of
punishment. In particular, a homogeneous populatiatefectors is unable to escape from the
social trap (Fig. 1). In the optional caseltaral evolution leads to a stable homogenous
population of cooperators (Fige8), irrespective of the initlanumber of cooperators. Thus,
voluntary participation overcomes the sociabtplaguing the compulsory case. Remarkably,
this is achieved at a fractidri/n of the cost necessary in thempulsory caséSection S2 in

the SI).

We base our analysis of the underlying eviohdry game on replicator dynamics (e.g., 20)
for the three strategies C (cooperators),(d&fectors), and N (non-participants), with
frequencies, y, andz. The state spackis the triangle of al(x,y, z) with x,y,z > 0 and
x+y+z=1.1f0<g < (r—1)c, these three strategies form a rock-scissors-paper cycle in
the absence of incentives, as shown in Fg.2 beats C, N beats D, and C beats N. In the
interior of the state spagall trajectories of the replicat dynamics originate from, and
converge to, the state Nf non-participation £ = 1) (21). Hence, cooperation can only
emerge in brief bursts, spatkby random perturbations. Theng-term payoff is that of non-
participants (i.e., 0).

Results

If the game is compulsory, i.e., if allplayers are obliged to participate=€ 0), the outcome
changes with increasing per capitaentivel (Fig. 1). For small, defection dominates. The
replicator dynamics have two equilibria: astable (a homogeneous population of D-players)
and one unstable (a homogene@apulation of C-players). Ithe case of rewarding, &s
crosses the threshold = c¢/n, the equilibrium D becomeanstable, spawning a stable
equilibrium R at a mixtureof C- and D-players. A$ increases further, the fraction of
cooperators becomes larger and larger. Finally, whesaches the threshold = ¢, the
stable mixture merges with the formerly unseaddjuilibrium C, which becomes stable. In the
case of punishing, dscrosses the threshald, it is the unstable equilibrium C that becomes
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stable, spawning an unstable equilibrium R atxumé of C- and D-players. R thus separates
the regions of attraction of theulibria C and D. With increasing the region of attraction
of D becomes smaller and smaller, uhtittains the valug, . Here, the unstable equilibrium
R merges with the formerly stable equilibriibn which becomes unstable. For larger values
of I, everyone cooperates. As shown iecon S2 in the Sl, the valueslgfandi_ are the
same, irrespective of whether wensider rewarding or punishing.

We next investigate the interplay @) (nstitutional incentives and) optional participation.
Clearly, if the public good gamis too expensive [i.e., j = (r — 1)c + 1, in the case of
rewarding org = (r — 1)c in the case of punishing], pless will opt for non-participation.
We do not further consider this trivial case.

We first examine the case of punishifgy, increasing per capita incentivesFor! < I_, the
effect of the incentive iegligible and all trajectees converge to N. As crosses the
threshold/_, the equilibrium R appearmsn the CD-edge. At first, it is a saddle point. A
trajectory leading from N t&R separates the interior afinto two regions (Fig.&. One
region is filled with trajectorie issuing from N and converging to C, and the other is filled
with trajectories issuing from and returningMo If we assume that arbitrarily small random
perturbations can, from time to time, affabte population (corresmding to occasional
individual explorations of aalternative strategy), we seeatlthe population will eventually
end up at the stable equilibrium C.Ilincreases beyond a threshé&ld, an equilibrium Q
entersA at R through a saddle-noddurcation. With increasing, the point Q moves along a
straight line to N, while R keep®soving, along the CD-edge, to D (Fid).2In the SI, we
show that Q is the unique equilibrium in the interior of the state gpéae, with all three
strategies present) and thiatis a saddle point. If increases still further and crosses a
thresholdK ., the equilibrium Q exitd through N. The point Rdzomes a source and remains
so until it merges with D (foF = I,) (Fig. &3). Almost all trajectories iA either converge
directly to C or to N. However, N is not stablIf the population is in the vicinity of N,
arbitrarily small and rare randomerturbations will eventuallgend it into the region of
attraction of C. Hence, the population ultimatséttles at the stable equilibrium C whenever
I > 1_. This means that as soon as a homoge@mnegopulation of cooperators is immune
against invasion by rare féetors, it becomes established in the long run.

In the case of rewarding, for< I_, the incentive has a negligible effect and all trajectories
converge to N. Ag crosses the threshold, the equilibrium R appears on the CD-edge.
Again, it is a saddle, but a trajectory now leads away from R to N (Bjglt2separates a
region where all trajectories lead from D toffdm a region filled with trajectories issuing
from and returning to N. Asincreases and crosses a thresliolca saddle-node bifurcation
occurs at R, spawning an equilibrium Q iat¢Fig. Z) Again, one can show that this interior
equilibrium is unique, and is saddle point (see the SI). lifcrosses a thresho)d, the
equilibrium Q exitsA through N. All trajectoes in the interior oA converge to R (Fig.d.

As I increases beyond, the stable equilibrium R mergestvC and all trajectories converge
to C, just as in the case of punishment (Fig. 2
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For enhancing a group’s welfare, rewarding olgly works better thapunishing (just as in

the classical behaviourist analysis of reinforeats). However, the price of the rewarding has

to be substantial. Punishing can achieMeoal cooperation (in théong run) for a much
smaller price, namely, (which is the smaller the larger the group). From the viewpoint of
institutionalizing a sanctioning mechanism, punishing thus has an advantage over rewarding:
it achieves a higher average payoff at lower costs.

So far, we have treatgd(the price an individual is wiltig to pay to participate in a joint
enterprise) and (the per capita size of the totalcemtive) as independent parameters.
However, if individuals can fregldecide whether or not to pipate in the game, it makes
sense to assume that they pay for the institution providing the incentives. For instandd,

be some fraction of the entrance cgstor (equivalently) the toteentrance cost could be
viewed as the surg + al of a partg kept by the authority and a part used for the
incentive, witha > 0 (it is natural to assume that this part is proportional to the per capita
incentivel). A rewarding system, i = 1, simply redistributes thpayoff without increasing
group welfare, whereas a punishisgstem decreases it evennid one has to be punished.
(We have to pay for the costly apparatutaef enforcement even if no one defaults.)

In the case of rewarding, optional participation @ases the group welfaoaly marginally to

0 (Fig. ), for the small rangé. < I < J_, where compulsory partmation leads to negative
average payoffs. In that range, combining rewaydvith optional participation even reduces
the cooperator frequency to 0 (Figa)3For punishing, the situah is very different. The
group welfare is highest whérns just barely larger than the minimdm= c/n required to
obtain full cooperation (Fig.d}. The learning process, in thedse, will take some time, and
the population can undergo violencdsitions between the N-, Cand D-states; however, in
the end, the C-norm will prevail (Figc)3

In the SI, we test by extensimeimerical investigations the roliness of our analytical results
with respect to alternative model variants:

)] If we assume that part of the cohbttion to the publicgood returns to the
contributing player, the dynamics becammore complex but the evolutionary
outcome remains unchanged (Section S3 and Figs. S1 and S2 in the SI).

1)) Requiring participants to pay a fee for genctioning system also has little effect
on the predicted outcome, g as this fee does nbecome unreasonably large
(Fig. 3 and Section S5).

i) Moreover, when unused fees are retdingmall negative per capita incentives
suffice to maximize social welfare (Section S5).

We can also model the sanctioning systendifferent ways. Results remain unchanged as
long as reward, or punishment, decreasgitls the numbeof free-riders:
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iv) This is the case, for instance, if only atefector is exemplarily punished, because
the probability for being singled out deeses [in the old Navy, the slowest sailor
was liable to get ‘prompted’.@., beaten)] (Section S4).

V) It also holds whenever the institution ned¢d spend some resource (e.g., time) to
punish a convicted free-rider. Indeed, thisninishes the resources to hunt for
other free-riders. Such a ‘handling tinflo borrow an expression from predator-
prey models (22)] will reduce the aage punishment expected per defector,
which is proportional tenl/(a + bmp), with a, b > 0 (Section S4).

Vi) Also, the capping of individual penalties leaves our qualitative findings unchanged
(Section S4).

For these and related scenarios, optionaligyaation leads to the establishment of full
cooperation whenever the sanction is str@mpugh to deter free-riders from invading.
Surprisingly, in all cases we have considetéé, cost of the negativieacentive required to
establish a norm of full cooperati is a small fraction of theost needed in the case of
compulsory participation.

Discussion

In his famoud_eviathan, published in 1651, Hobbes stressed the necessity of an authority to
curb the selfish motivations of individuals. He attributed its existence to a social contract
intended to promote the commonwealth. Here, sgiae that such a Leviathan-like authority
exists, and is able to provide sanctions in the form of penalties and rewards. Indeed, most of
our joint enterprises are protected by an elaborate apparatus of regulations, controls, and
contract-enforcement devices to provide tleEassary coercion. The theory of the social
contract is a major topic in political philosgphand a rich field of applications for game
theory (e.g., 13).

The large majority of economic experiments #mebretical studies dealing with sanctions use
peer-punishment, and thus make do without &tan, at least at first sight. Players can
decide, independent of each othehether to punish co-playes not. This setting is of
particular interest for invegfating how pro-social coercioevolved, out of a world of
anarchy (e.g., 1). Studies of peer-punishmeteingit to address such a scenario (23-32). It
seems clear, however, thataflt economic experiments, Lethan looms in the background.
Players can pick their decisiorigjt usually only in a very meow, regularized framework of
alternatives. In modern human societiesarahy is rare and plays can almost always
appeal to a higher authority.

There are many intermediate stages betwpare peer-punishmerand institutionalized
punishment. Several authors have conside@harios in which pusihment is meted out
only if two, or a majority, of players opt fat, or have allowed players to vote between
treatments with or withoutger-punishment (33-35). Thuspséions were supported by some
social consensus, which can be mediatedc@mynmunication [‘cheap talk’ (36)]. In other
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studies, players could contributeefore engaging in the plidogood game, to a punishment

pool. This is like paying the wages of a pelitorce before knowingvhether, or against
whom, it will be deployed (4, 37Both theory and experimenhave shown that delegating
punishment is an efficient way to promot@operation (38-40). Often, however, players of a
public good game can engage in second-order free-riding by not paying toward the sanctions,
which, in turn, raisethe issue of second-omdpunishment. In our model, whoever wants to

join the game has to pay an entrance feeoi®korder free-riding is no option, nor is asocial
punishment targeted against coopars{(30). Leviathan sees to it.

The interplay of punishing, on the one hand, aptibnal participation, on the other hand, has
already been investigated in several papers (21, 41-43). However, these studies mainly
examined the problem of secoadder free-riding. In contragb these papers, we consider
institutional punishment enforced by a highethauaty. To our knowledge, this is the first

time that evolutionary game theory is apglt® the implementationf an authority through

social contract (by allowing indiduals to voluntarily participate in a joint interaction). This
establishes an interesting analogy with thppsession of competition occurring in several
fields of evolutionary biagy (e.g., ‘selfish genes’) (44).

Voluntary submission under a sanctioning insttatoccurs in many real-life instances of
cooperation. Practicallall joint commercial and industtigenterprises are protected by
enforceable contracts. Adherenis voluntary but commits the ppias to mutually beneficial
contributions. Punitive clauses ensure that-compliance will be sanctioned. This principle
also works, although at a lesguéated level, in small-scaocieties (1, 5, 38) and permits
the sustainable use of coram grazing or fishing groundsor the construction and
maintenance of irrigation systems. Medievaildgidelegated authority to chosen agents, and
settlers hired sheriffs to deter villains. In dayday life, we may timk of janitors, umpires,
referees, or wardens who upholdesiin housing blocks, team gasn@rivate clubs, or public
parks. All these examples rely on formal or mf@al agreements that can be freely joined but
are then backed up by a higher authority. Thus sttuation we have addressed in our model
is both fundamental and widespread.
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Figure Legends

Figure 1 | Effects of institutional rewarding and punishing on the compulsory public
good game for different per capita incentived. For rewarding and punishing, full
cooperation requires large incentives, even ghothe transition from full defection to full
cooperation differs for thewo types of incentiveb(andc). (a) If I is smaller thar_ = ¢/n,

the incentives have no effect on the outcom#efpublic good game and defection prevails.
(d) If I is larger thar, = c, the incentives reverse the outcome and cooperation prevails. (
andc) For intermediate incentivie rewarding leads to the stable coexistence of cooperation
and defection, whereas punishiegds to alternative stableatts. C and D correspond to the
two homogenous states in which the populatomsists exclusively of cooperators and
defectors, respectively. M increasing incentivé, the equilibrium R moves toward C in the
case of rewarding and towaldin the case of punishing.

Figure 2 | Effects of instituional rewarding and punishing on the optional public good
game for different per capita incentivesd. Combining punishing witleptional participation
enables full cooperation for a small fraction of ttost needed in the compulsory case. The
triangles represent the state space{(x,y,z):x,y,z > 0,x +y + z = 1}, wherex, y, and

z are the frequencies of cooperators, defsctand non-participantsespectively. The three
vertices C, D, and N correspond to theethhomogeneous states in which the population
consists exclusively of cooperators £ 1), defectors ¥ = 1), or non-participantsz(= 1).

(@) If I is smaller thardi_ = c/n, the incentives have no effeah the outcome of the public
good game. The interior dfis filled with trajectoriesssuing from and anverging to the
vertex N of non-participation ithe joint enterprise. In thadtate, arbitrarily small random
perturbations lead to shobursts of cooperation, immedéy subverted by defection and
followed by a return tmon-participation.K) If I is larger thari, = c, the incentives alter the
outcome and cooperation prevaddl trajectories converge to C, the state of full cooperation.
For the range of incentives in betwesmandh, the impacts of rewards and penalties differ.
Rewarding: (b) ForI_ < I < J_, the equilibrium R on the CD-edge is a saddle point. All
trajectories in the interior f lead to N. €) For/_ <1 < J,, an interior saddle point Q
moves, with increasing along the dashed line from the CbBge to N. Trajectories either
converge to R, now a sink, or else to N. Frilvare, an arbitrarily small random perturbation
will send the state into the region of attraction of RB) ForJ, <I <I,, the interior
equilibrium Q has exited through N, and alhjéctories converge to R, implying stable
coexistence of defeats and cooperatorBunishing: (e) Forl_ < I < K_, the equilibrium R

on the CD-edge is a saddle point. A trajecttogm N to R separates a region where all
trajectories lead to C from a region where tadljectories lead to N. An arbitrarily small
random perturbation of N can lead to the regioattiction of C, and hence to the fixation of
full cooperation. f) ForK_ <1 < K,, an interior saddle point Q moves, with increading
along the dashed line from the CDge to N. R is now a sourcey) (ForK, <1 <I,,the
interior equilibrium Q has exited through N. ifrand g, trajectories convge to C, either
directly, or after a small random pertutiba away from N. Insummary, combining
punishing with optional particgiion causes full cooperation frcany initial condition for per
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capita incentives exceedirdg, whereas combining rewarding with optional participation
achieves this only for per capita incentives exceeflindfParametersr =5,r =3,c =1,

g = 0.5, andl = 0 (a); 0.25 (b ande€); 0.35 (c); 0.55 (f); 0.7 (d andg); or (punishment}.2

(h).

Figure 3 | ‘User-pays’ variant.In this variant, players abliged to pay an entrance fger

al. The panels show co-operator frequenceéear(dc) and long-term average payoffs in the
population b andd), for rewarding & andb) and punishingq andd) and different per capita
incentives!, Parameterst = 5,r =3,c =1,a =1, andg = 0.5.
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Supporting Information for
The take-it-or-leave-it option allows small penalties to overcome social dilemmas

Tatsuya Sasaki, Ake Brannstrom, Ulf Dieckmann & Karl Sigmund

We begin with the proofs of the results for our prototypical model. We first deterimiBection

S1, the payoffs for optional public good games with rewarding and punishing and continue, in
Section S2, with an analytical investigationtioé resultant dynamics. We then numerically in-
vestigate variants, considering first, in Section S3, the ‘self-returning’ variant of public good
games and then, in Section S4, variants of the incentive scheme. Finally, in Section S5, we con-
sider a ‘user-pays’ variant, in which players themselves have to finance the total incentive.

S1 Payoffs

We calculate the average pay8ff for the population and the expected payoff vaRgandP§

for cooperators and defectors, where o, r, p is used to specify one of three sanctioning sys-

tems: ‘without incentives”with rewarding’, and ‘with punishing’. We denote byy, andz the

respective frequencies of cooperators, C; defectors, D; and non-participants, NseBeroa-

participants have a payoff of 0, the average payoff in the population is giv&n=by P + yPg.
Without incentives, a defector in a group with— 1 co-players f = 2, ...,n) obtains from

the common good a payoff ofx/(1 — z) on average (21). Hence,

P§ = (rc ad o g) (1 -2z, (S1)

1—
Clearly, z" ! is the probability of finding no co-player, and thus to be reduced to non-
participation. In addition, cooperators contributeith a probabilityl — z"~1. Hence,

P —PE=c(1—z""). (S2)
The average payoff in the population is then
Po=(1-2z"Y[0r - Dex — (1 - 2)g]. (S3)

We now turn to the two cases with positiven@gative incentives. The total incentive is as-
sumed to be proportional to the group stzeand hence of the forml. The coefficient, where
I > 0, is the (potential) per capita incentive. When rewards are used as incentives for coopera-
tion, the total incentive is shared equally among cooperators. Hence, each cooperator obtains a
rewardml /m¢, wherem: denotes the number of cooperators in the group players. When
penalties are used as incentives dooperation, each defectoradmgously have his or her indi-
vidual payoff reduced byl /mp, wheremp denotes the number of defectors in the groug of
players fn = m¢ + mp).
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First, we consider rewarding. Because defectors never receive rewards, id§ kaPg. In a
group in which then — 1 co-players includé& cooperators, switching from C to D implies los-
ing a rewardnl/(k + 1). Hence,

P — PL= (PS — PQ)

n
k

_ s _ m-1-k 1
_ Z (;‘l_i) (1_Z)m-1zn_m[kzo (mk 1) (1;) (132) kL-Irl

m=2

=P -PO-1[A-z"H+2 (- -0, (s4)
and thus,

Pr =P +I[x(1— 2" +y(1 - (1-x)")]. (S5)

Next, we consider punishing. It is now the cooperators who are unaffected, infﬁiy#]g’g.
In a group in which ther — 1 co-players includé& cooperators (and thus, — 1 — k defectors),
switching from C to D entails a penalyl /(m — k). Hence,

R =R = (g~ PO~ 1=+ (- 1=y )], (6)
and thus,
PP =P —I[y1-2z"""+x(1- (1 -»"D] (S7)
S2 Analytical Investigation of Game Dynamics

The replicator equations for the frequencies of three stratagges

x = x(PE¢ — P%),
y =y(P§ — P%), (S8)
2 = 2(PS — P¥),

where the dots denote time derivatives. The frequencigsandz can vary within the state
spacej, given by the combination of dlk, y, z) withx,y,z >0 andx + y + z = 1. As a first

step, it is easy to understand the dynamics on the three edye®ofthe CD-edge, on which

z = 0, the dynamics correspond to compulsory participation; thus, the system of replicator equa-
tions reduces tad = —x(1 — x)(P5 — P2). With rewarding, the @fierence in average payoff
between a defector and a cooperator is

n-1
1 .
Ph—Pe= g [e=y) ~ 1A=yl =c=1) ¥, (S9)
i=0
whereas, with punishing, the corresponding difference is
n-1
1 .
Pg—Pc"z1_x[c(1—x)—1(1—x")]=c—lle. (S10)

=0
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Becausd > 0, the differencePl, — P¢ strictly increases, anBf — P strictly decreases, with
x = 1 —y. The condition that there exists an interior equilibrium R on the CD-edge is

I_<I<I, with I_=¢c/n and I, =c. (S11)

The dynamics on the two other edges are unidirectional: On the NC-edge, the dynamics always
lead from N to C, and on the DN-edge, they always lead from D to N.
Having understood the dynamics on the three edges, we now consider the int&rigveof
start by proving that if an interior equilibriuméists for the system of replicator equations (Eq.
S8), it is unique. For this purpose, we introduce the coordinate sgfteinn A\{z = 1}, with
f =x/(x+y). UsingPy = 0, we can write the system of replicator equations (Eg. S8) as

f=—fA-NPE5-P,
7= —zP. (S12)

At an interior equilibrium Q= (f, 2), the three strategies must have equal payoffs, which means
that they must all equal O in our model. The conditiq?@ 0 andP§ = 0 imply thatf is inde-
pendent of, and is given by

= f, for punishing andf = 7‘% = f. for rewarding (S13)

f=

Thus, an interior equilibrium Q, if it exists, must be located on the line given by

c+g
rc

~h

= . S14
7 (S14)

We next show thaf is uniquely determined. We first consider punishing. The equation
PY — PP = 0 has, at most, one sdiln with respect ta. Indeed, using Eq. S6, this equation can
be rewritten as

IR

(1= 1|2 D)+ A= A=y )] =0

o C-Da-7N-1[{L-a-¢+a-pah|=o

L e=DA=p _1-[f+a-par?
If - 1—zn1 '

(S15)
We denote the right-hand side of the last linezky, z) and note tha&(f,0) =1 — f* 1 and
G(f,1) = 1in} G(f,z) =1—f. It is sufficient to show thak(f,z) is strictly monotonic with

respect te € (0,1). A straightforward computation yields

d -1
5,002 = % [2"72 = (f + (1= H2" (A~ ) + f2"D)]

Page 3 of 11



n—2T _ n-2
Dl (Y e o)

(1 —zn1)2 z

-z 2 [(f+0-f)z
T )T _1 - [(f) (a-H+ fZ)]

a-pr
(=-p+f2) 7

(S16)
We note that
_ _ 2
(M)((l—f)+fz) - 1+f(1—f)(z—2+;> —1+ra-pd ZZ) > 1,
(S17)
and
=N+ (S18)

@=-N+far2"

This inequality obviously holds for = 2, and, by induction, for every larger If it holds for
n, it must hold fom + 1, because
A-HN+fz" A-NH+fz" _ 1
@A=-HD+f" (A-H+f2)" (A=f)+fz)"*!
X[A=+fz" = (A -H+fDHQA-)+fzM]

/A=A -2)(1-2z")

1
(A=) +f2)

> 0. (S19)

Consequently,

f+- f)Z> ] (1—f)+ fz"2
1-|[——————=) (- +fz — < 0. (S20)
[( z ( ) (A= +f2)""

Thus,06G /0z(f,z) < 0 for everyz € (0,1), which implies strict monotonicity af in z.
We now consider rewarding. In this case, using Eq. S4, we can réjyrité. = 0 as

c(1—z"Y—1 [(1 -z + X(l -(1- X)n_l)] =0
x

e-DA-z"Y -1 [1%];(1 -(f+(1- f)z)”'l)] =0

- - n-1
o - 11;1 -H_1-1If Ir_(12;_f)z] , (S21)

wheref = y/(x +y) = 1 — f. Using the same argument as above, we se®jhatP. = 0 has,
at most, one solution with respectztorhis concludes our proof of the uniqueness of Q.
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We next prove that the interior equilibrium Q is a saddle point. For this purpose, we investi-
gate the local dynamics around Q. We first consider punishing. Dividing the rightsttendf
Eqg. S12 byf (1 — z™™ 1), which is positive in the interior @, corresponds to a change of veloci-
ty and does not affect the shape of trajectories ifhis yields

c—1

f
i =2(1-2) (—(r— 1)c—1+gT+I+IG(f,Z)). (S22)

Because the large parentheses above vanish at Q, the Jacobian at Q is given by

c—1  9G(f,2) G2\
]Q=( f(fz 57 ) \

f:f(c—l— +16(f,z)),

1
f 0z

\2(1 2 (_g 1060, z)) i Z)ij (S23)

f? of

UsingadG /dz(f,z) < 0, this yields

Q

z(1—-2)0G(f,z)
7 %7 <0

detjq = (c + g)I (S24)

HenceJ, has eigenvalues that are real and of opposite sign. Therefore, the unique interior equi-
librium Q is a saddle point, and is thus unstable.

We now consider rewarding. An appropriate change of velocity results from dividing the
right-hand side of Eq. S12 Iff — f)(1 — z™*™1), which yields

. c—1
f=(1—f)(c—1—ﬁ+16(1—f,z)>,
i=2(1-2) ((r— De+1-I= 11)C_;g+1—16(1—f,z)>. (S25)

Because the large parentheses above vanish at Q, the Jacobian at Q is given by

/ (1—f)( c—1 _HGG(l—f,z)) (1_f)166(1—f,z)\

_ C(1-/)? of 9z
Jo=| r—Dc—g+1 96(1—f,2) Ga—-fz || - S29
\—Z(l —Z) < a=77? +1 oF ) —z(1— Z)IT .
From our assumption thét — 1)c > g, it follows that
det/q = (rc — g)IZ(l —206A =12 (S27)

1—-f 0z

Therefore, the unique interior equilibrium Q is again a saddle point.
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We turn now to the investigation of the boundaquilibrium R and the interior equilibrium Q.
We first consider punishing. On the CD-edge=(0), we obtain from Eq. S7

PP =rc(x — fp) +c(1—x)—1(1—x"). (S28)

As the per capita incentiVeincreases, the equilibrium R enters the edge at € 1) and then
moves to D £ = 0). It is a repellor on the CD-edge. From Eqg. S10, we see tha{:g, yg, 0),
with yg = 1 — xy given by the (unique) solution of1 — xg) — I(1 — xg) = 0. Hence, the av-
erage payoff at R is

PP =rc(xg — f,)- (S29)

Becausez = —zPP, R is stable against invasion by non-participants (and R is thus a saddle

point), if f < xg < 1. If, converselyp < xz < f, R can be invaded (and R is thus a source).
We now consider rewarding. On the CD-edge, Eg. S5 yields

Pr=rc(x—f)—cQ—-y)+I1(1—y™. (S30)
As I increases, the equilibrium énters the CD-edge through B € 0) and then moves to C

(x = 1). Itis an attractor on the CD-edge. Using Eg. S9, we see(thatyg) — (1 —yg) =0
holds at R. A similar argument as before then implies that the average payoff at R is

P =rc(xg — f). (S31)

R can be invaded by non-participants (and R is thus a saddle pdind) Jif < f. If, conversely,
f < xg < 1, the equilibrium R is protected against invasion (and R is thus a sink).

The interior equilibrium Q= (%, ¥, 2) splits off from R wherthe per capita incentiviecrosses
the threshold value correspondingdo= f. Indeed, the right-hand side of Egs. S15 and S21 is
decreasing with respect 2o Moreover, the left-hand side of these equations is decreasing with
respect td (for I < c). This implies thag, the unique solution of Egs. S15 and S21, increases
with 1.

For punishing, Eq. S15 implies th@f,0) = 1 — fpn_l. Thus,

C

] =—— —— =K, (S32)
1+t +f

which is larger thad_ = c/n. Similarly,G(f,1) = 1 — f,, and thus
— C —_—
1+ f

K, (S33)

which is smaller thah, = c. Analogously, for rewarding, Eq. S21 implies tﬁaﬁﬁ —f, 0) =
1- (1 - )", and thus
c

] =
1+(1-F)+-+1-f)""

=], (S34)
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which is larger thad_ = ¢/n. Forz = 1, we obtainG(1 — f,1) =1 — (1 - £,) = f, and thus

j=— < -_° _ S35
_1+(1_fr)_2_fr_']+, (S35)

which is smaller thanh, = c.

We now summarize the results dbtd so far, in terms of the thresholds given by Egs. S11
and S32-S35. Asincreases, first, the bouay equilibrium R enters the CD-edge at one end,
for = I_, and then moves toward the other end. Next] ferK_ > I_, the equilibrium Q enters
the state spadkthrough R, atf,1 — f,0). It then moves towards N along the line given by
(1 - f)x = fy. Eventually, forl = K, < I,, the equilibrium Q collides with N. For still larger
values off, A contains no interior equilibrium. FinalliR attains the other end of the CD-edge for
I=1,.

We note that the dynamics around the non-Hyglér equilibrium N can be fully analyzed by
the blowing-up technique, using= f(1 — z) andy = (1 — f)(1 — z). This will be the subject
of a separate analysis.

S3 Self-Returning Variart of Public Good Games

We next turn to a variant of public good games, called self-returning, in which the contribution
of a player is multiplied by a facter> 1 and then divided among all players (including the con-
tributor, who therefore receives a fractighn in return). The social dilemma vanishes, in this
case, ifr > m. For the case without incentives, we can use known results (18, 19). A defector in
a group withm — 1 co-players fn = 2,---,n) obtains from the common good a payoff of
rex/(1—z)(1 —m™1) on average. Hence,
o - X 1—2z"
PD=—(1—Z )g+TCE(1—m). (336)
Switching from C to D yields a difference in payoffcgll — r/m) in a group withm — 1 co-
players. This leads to
rcl—z"

PO_PO= _1 n-1 _ __ i
D e =c+(r )cz — 1=

(S37)

The average payoff in the population is then
PP=(1-z"Y[r—-Dex— (1 -2)g], (S38)

matching Eq. S3 for our main model (the ‘others-only’ variant). Also, the payoffs originating
from the incentive mechanism aretsame in both model variants.

Without incentives, the three strategies form a rock-scissors-paper cycle, as shown ia.Fig. S1
For2 < r < n, the three strategies undergo periodic oscillations around an equilibrium, a center
we denote by P. If <r <2, just as in the others-only vartamll orbits issue from, and then
again converge to, the state= 1 of non-participation. In that case, cooperation can only emerge
in brief bursts. In each case, the time average of all payoffs is 0.
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It is our analytic result that with increasihgan equilibrium R appears on the CD-edge, issu-
ing from one end and moving to the other, just as in the ‘others-only’ case. The only difference is
that the threshold values are now given by c(1 —r/n)/n andl, = c(1 —r/n), instead of
byI_ =c/nandl, =c.

According to numerical simulations, rewarding stabilizes the center P (Hy.aSlong as
2 <r <n. For smalll, P is a global attractor. The fraction of cooperators at Q is higher with
than without rewarding, but the average payoff at Q remains equal to O in both cakes. As
creases and exceelds the equilibrium R appears on the CD-edd is stable within that edge.
However, as long akis not too large, R can be invaded by non-participants, such that P remains
the global attractor (Fig. 8L WhenlI reaches a critical value,d@llides with R. For largef, R
becomes the global attractor (Fig.dplAs ! increases beyonq, the stable equilibrium R merg-
es with C and all trajectories converge tqust as in the case of punishment (FighS1

In contrast, punishing destabilizes the center P (Fig). $br smalll, all trajectories in the
interior of the state space converge to the cycle on the boundary, staying in the vicinity of N for
most of the time. Aé increases and exceelds the equilibrium R appears on the CD-edge. It is
a source, and C becomes a global attractor (Fiy. Bis still holds after P has collided with R
(Fig. ST). Forl < I_, the time average of the frequency of cooperation, as well as the time av-
erage of the mean payoff in the population, remain 0. Howeverl >adr , these two averages
increase to 1 an@ — 1)c — g, respectively.

For1l < r < 2, there is no equilibrium in the interior of the state space, as lohg asnall.

If I increases beyond a certain threshold, the equilibrium P enters the state space through N. It is
an attractor in the case of rewarding and a repellor in the case of punishing. The further devel-
opment, for increasing closely resembles that in the analysis above farr < n.

So far, we have described Fig. S1. For a narrow range of parameter values, numeri¢al inves
gations show that an additional twist can occur as a subplot of the self-returning variant (both
with rewarding and with punishing) through the appearance of a second equilibrium Q in the
interior of the state space, in addition tqMg. S2). Ad increases, Q enters the state space
through R (which thus turns into a sink with rewarding and into a source with punishing). As
increases further, P and Q approach each other and, when they collide, disappear in a saddle-
node bifurcation. With punishing, the vertex C representing full cooperation remalubal
attractor; thus, the long-term outcome is not affected. With rewarding, R resumes its role as a
global attractor after the two interior equilibria have annihilated each other.

S4 Variants in the Incentive Scheme

We can investigate some variants in the incentive scheme. The underlying public good game,
again, is the others-only variant, as in the main text.

First, we relax our assumption that the pepiteapenalty decreases proportionally with the
number of defectors. For example, in many real-life situations, the size of the penalty is constant
and thus does not depend on how many players misbehave. Another special case is that of ‘ex-
emplary punishment’: One defector has to pay the maximal penaltyhereas the othemp —
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1 defectors have to pay no penalty. In this case, the expected penaltymg ti}}, just as ana-
lyzed in the main text and Sections S1 and S2. More generally, however, it makes sense to as-
sume that if the sanctioning institution spends some resources on executing the punishment of a
defector (e.g., by consuming time to process a ticket), it has less resources aiatiladhaliz-
ing other defectors. In general, law-enforcers, on meeting defrauders, need some take to d
with them before resuming their chase for other abusers. This means that the chance for getting
caught, and hence the expected penalty, is reduced if there are many defectors.

Borrowing the notion of *handling time’ used to study predatory behavior (22), we a@ led
model the size of the expected penalty as proportional fda + bmp), with two positive con-
stantsa andb. Depending on the ratiw/b, we can obtain a continuum of cases that include as
limits a constant expected penalbty= 0) and an expected penalty that is inversely proportional
to the number of free-riderap (a = 0). For simplicity, we assume that=h anda=1-h
with 0 < h < 1. If the handling timé: decreases, the model smoothly transforms, from the in-
versely proportional casé & 1) considered so far to the case of a constant punishimendj.
Investigating this generalization numerically, we find that the general outcome of dat e
mains unchanged, whereas thize of the intervall_,1,) in which compulsory participation
causes alternative stable states decreaseshiwithis only in the limiting casg = 0 that this
interval vanishes. Indeed, far= 0, cooperation gets established if and only 3 c/n, no mat-
ter whether participation igptional or compulsory.

These conclusions also apply to rewarding. Tisns that our main result, that full coopera-
tion is achieved at a much lower cost through negative incentives, is robust.

As a further robustness check, wa essume that there is a ceilingy> 0, for the magnitude
of the penalty or reward imposed on any one individual player. This results in a piecewise func-
tion for the per capita incentive. Once more, numerical investigations confirm that our results are
qualitatively unaffected by this variation.

S5 User-Pays Variant

As a further variant, we can assumattin addition to the participation fge participants are
obliged to pay a feel with a > 0 for the institution providing the incentives. We call this the
user-pays variant: Players are obliged to come up with the total incentive. The expected payoff
for a participant is thus reduced bi(1 — z"™ 1), with 1 — z"~* being the probability that the
public good game takes place. This leads to the following changes: With rewarding, the expected
payoffs equaPh = P§ — al(1 — z" 1), and

Pr=P°+I[x(1—-z"D+yA-A-x)"H]—al(1-2)(1—2z"1), (S39)
whereas with punishing, they eqLPé1 =P8 —al(l-2z"1), and
PP=pP°—ly1-z"D+xQA-A—-y)" D] —al(1 —2)(1 —z" ). (S40)

The payoff difference between cooperators and defe@drs,P2, obviously remains unaffected,
as does the evolutionary dynamics on the @Bee Numerical results show the following.
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With rewarding, optional participation increasine group welfare onlgnarginally to 0, for
such a small range éfthat/_ < I < J_ (Fig. 3), in which compulsory participation causes the
negative average payoffs. In the range, comgimewarding with optional participation even
reduces the cooperator frequency to 0 (F&. BVith punishing, the giation is very different.

The group welfare is highest whejust barely exceeds the minimum= c/n required to ob-

tain full cooperation (Fig.d. In this case, the learning process identifying the most efficient per
capita incentivé will take some time; however, in the end, the cooperative norm will prevail
(Fig. ).

As a further robustness check, we can examine a refund scheme for this user-pays sanctioning
system. We consider an institution that punishes defectors; however, when there are none, that
institution returns the fe@l to all participants. In this caseetle are no ‘lost deposits’. Clearly,
this refinement renders the punitive protection of cooperators from free-riders less expensiv
particular, the value of the threshdldbecomes smaller; thus, full cooperation is ensured with
smaller per capita incentivés Moreover, this refinement also avoids the reduction otherwise
occurring in social welfare when the per capita incertigeunnecessarily large, being not accu-
rately matched to the optimal vallie(Fig. 3). In other words, this refinement guarantees max-
imal social welfare for any > I_ also in the user-pays variant.
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Figure legends

Figure S1 | Effects of institutional rewardingand punishing on the ‘self-returning’ optional
public good game for different per capita incentived, when2 < r < n. (&) Without incen-
tives, the interior equilibrium P is a centsurrounded by closed trajectoridsdf With reward-

ing, the interior equilibrium P is stable. brandc, it is a global attractor. Io, the CD-edge con-
tains a saddle point R which can be invaded by non-participardsPlinas reached the bounda-
ry and merged with R, turning it into a global attracterg) With punishing, P is unstable. fn
andg, C is a global attractor. lg trajectories stay in the vicinityf N for most of the time. If

the CD-edge contains a saddle point RgP has reached the boundary and merged with R,
turning it into a sourcehj For very large incentives, full cooperation prevails. For very small or
no incentives 4, b, ande), the average payoff equals 0 independent of the incentive used. Pa-
rametersn =5,r =3,c=1,g = 0.5, andl =0 (a); 0.07 (b ande); 0.1 (c andf); 0.3 (d and

g); or (punishing).5 (h).

Figure S2 | Multiple interior equilibria. For a narrow range of parameter values, optional ‘self-
returning’ public good games with incentivean exhibit two interior equilibria.a) With re-
warding, these equilibria are an attractor P and a saddle point Q. The boundary equilibrium R is a
sink. The dynamics have alternative outcomes: Trajectories converge either to P or to R, depend-
ing on initial conditions.lf) With punishing, the two interior equilibria are a source P and a sad-
dle point Q. C is an attractor, and the boundary equilibrium R is a source. Parameté&s:
c=1,r=1.5,1=0.2,andg = 0.2 (a) or0.3 (b).
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