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Foreword 

The Intergovernmental Panel on Climate Change (IPCC) 
was jointly established by our two organizations in 1988, 
under the chairmanship of Prof. Bert Bolin, in order to: (i) 
assess available scientific information on climate change, 
(ii) assess the environmental and socio-economic impacts 
of climate change, and (iii) formulate appropriate response 
strategies. 

The IPCC First Assessment Report was completed in 
August 1990. The Report became a standard work of 
reference, widely used by policymakers, scientists and 
other experts, and represented a remarkable co-ordinated 
effort by hundreds of specialists from all over the world. 

Following the completion of the IPCC First Assessment 
Report and the holding of the Second World Climate 
Conference (Geneva, October-November, 1990), 
intergovernmental negotiations began on the elaboration of 
a UN Framework Convention on Climate Change 
(UNFCCC). Appreciating that the treaty negotiators 
would need the most up-to-date information on climate 
change, the Panel in 1991 undertook to review critically 
the key conclusions of its 1990 Report in the light of new 
data and analyses. The Panel published its 1992 update a 
few months ahead of the UN Conference on Environment 
and Development (Rio de Janeiro, June, 1992), where the 
Convention was signed by most of the world's nations. 

In 1991-93, after some reorganization and with the 
endorsement of UNEP and WMO, the Panel committed 
itself to produce a Second Assessment Report in 1995, 
covering the same range of topics as in 1990 as well as the 
new subject area of technical issues related to the 
economic aspects of climate change. The Panel was aware 
that the Conference of the Parties to the UNFCCC (CoP) 
was likely to meet before the 1995 report was complete. It 
therefore undertook to produce for the first session of the 
CoP, a Special Report covering selected key topics of 
particular interest to the UNFCCC. The Special Report 
consists of: 

• Radiative Forcing of Climate Change, with a 
Summary for Policymakers 

• An Evaluation of the IPCC IS92 Emission 
Scenarios, also with a Summary for Policymakers 
IPCC Technical Guidelines for Assessing Climate 
Change Impacts and Adaptations 
IPCC Phase I Guidelines for National Greenhouse 
Gas Inventories 

The present volume, Climate Change 1994, contains the 
first two items on radiative forcing of climate change and 
an evaluation of emission scenarios. The two Guidelines 
are stand-alone documents and are being published as 
such. 

As usual in the IPCC, success in producing this report 
has depended upon the enthusiasm and co-operation of 
busy scientists and technical experts world-wide. We are 
exceedingly pleased to note here the very special efforts 
undertaken by the IPCC in ensuring the participation of 
experts from the developing and transitional economy 
countries in its activities, in particular in the writing, 
reviewing and revising of its reports. This has been a 
worthwhile and timely capacity-building exercise. The 
experts have given of their time very generously, and 
governments have supported them, in the enormous 
intellectual and physical effort required, often going 
substantially beyond reasonable demands of duty. Without 
such conscientious and professional involvement the IPCC 
would be greatly impoverished. We express to all these 
experts our grateful and sincere appreciation for their 
commitment. 

We take this opportunity to express our gratitude, for 
nurturing another IPCC report through to a successful 
completion, to: Prof. Bolin, the Chairman of the IPCC, for 
his able leadership; the Co-Chairmen of the three IPCC 
Working Groups, Sir John Houghton and Drs L.G. Meira 
Filho, R.T. Watson, M.C. Zinyowera, J.P. Bruce and 
Hoesung Lee; the Technical Support Units of the Working 
Groups; and to the IPCC Secretariat in Geneva under the 
leadership of Dr N. Sundararaman, the Secretary of the 
IPCC. 

G O P . Obasi 

Secretary-General 
World Meteorological Organization 

Elizabeth Dowdeswell 

Executive Director 
United Nations Environment 
Programme 
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Preface to WGI Report 

This report is the third produced by the Scientific 
Assessment Working Group of IPCC. The first 
comprehensive report on Climate Change (1990) 
concluded that continued accumulation of anthropogenic 
greenhouse gases in the atmosphere was likely to lead to 
measurable climate change. The 1990 report also 
introduced the concept of the Global Warming Potential 
(GWP) which allows the cumulative warming effect of 
different gases to be compared. Values for the GWPs of a 
range of greenhouse gases were published, the values 
including both the direct component due to the gas itself, 
and the indirect component arising from the breakdown 
products of greenhouse gases. 

The IPCC Supplementary Report (1992) confirmed the 
essential conclusions of the 1990 assessment concerning 
our understanding of climate and the factors affecting it. It 
reported progress in quantifying two factors other than 
anthropogenic greenhouse gases which influence radiative 
forcing: the depletion of ozone in the stratosphere (by 
CFCs), and the effect of aerosols produced primarily by 
industrial emissions but also by biomass burning and other 
processes. Further research in atmospheric chemistry was 
revealing a more complicated picture than was first 
thought, and the updated values of GWP in the 1992 report 
quoted only the direct component of the GWP, and not the 
indirect. 

A second comprehensive assessment, spanning all 
working groups, will be completed in late 1995. It has 
been recognised, however, that the first Conference of the 
Parties (scheduled for March 1995) of the United Nations 
Framework Convention on Climate Change (UNFCCC) 
would require, at an earlier date, scientific and technical 
advice on several key issues. This 1994 report has been 
prepared to help meet this need and covers two main 
topics. 

The first topic concerns the relative importance 
(determined here using the concept of radiative forcing) of 
anthropogenic increases in atmospheric concentrations of 
different greenhouse gases and aerosols. The latest 
information is presented about the sources and sinks of 
greenhouse gases and aerosols, and values of GWP are 
updated. 

The second topic, concerning the stabilisation of 
greenhouse gas concentrations in the atmosphere, arises in 
the context of Article 2 of the UNFCCC: 

"The ultimate objective of this Convention and any 
related legal instruments that the Conference of the 
Parties may adopt is to achieve, in accordance with the 
relevant provisions of the Convention, stabilization of 
greenhouse gas concentrations in the atmosphere at a 
level that would prevent dangerous anthropogenic 
interference with the climate system. Such a level should 
be achieved within a time-frame sufficient to allow 
ecosystems to adapt naturally to climate change, to 
ensure that food production is not threatened and to 
enable economic development to proceed in a 
sustainable manner." 

The 1995 report from all three IPCC Working Groups 
will address issues raised by Article 2 more 
comprehensively, including the likely impacts of different 
levels and time-scales of stabilisation. The present report 
presents a preliminary investigation into levels of 
greenhouse gas emissions that might lead to stable 
atmospheric concentrations. 

This report was compiled between February 1993 and 
September 1994 by 25 Lead Authors from 11 countries; 
for their enthusiasm, commitment and sheer hard work we 
express our grateful thanks. Over 120 contributing authors 
from 15 countries submitted draft text and information to 
the Lead Authors and over 230 reviewers from 31 
countries submitted valuable suggestions for improvement 
during the two-stage review process, and to them also we 
express our sincere appreciation. 

The task of keeping the whole process together and on 
schedule fell to the IPCC Secretariat in Geneva -
Narasimhan Sundararaman (IPCC Secretary), Sam 
Tewungwa, Rudie Bourgeois, Cecilia Tanikie, Chantal 
Ettori - and to the Working Group I Technical Support 
Unit in Bracknell - Bruce Callander, Neil Harris, Kathy 
Maskell, Fay Mills, Arie Kattenberg and, in particular 
recognition of her careful and thorough work in preparing 
the text of the report for final publication, Judy Lakeman. 
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For their endurance, diligence, and persistent good-humour 
we are very grateful. Lastly we acknowledge with 
appreciation the work of the Graphics Section of the UK 
Meteorological Office, who prepared the final diagrams 
for this publication. 

Bert Bolin 
IPCC chairman 

John Houghton 
Co-chair (UK) IPCC WGI 

L. Gylvan Meira Filho 
Co-chair (Brazil) IPCC WGI 



Dedication 

ULRICH SIEGENTHALER: 1941 to 1994 

The present IPCC 1994 report is dedicated to our long
time friend Uli Siegenthaler. Uli has made major 
contributions to the scientific community and to the 
Intergovernmental Panel on Climate Change, which has 
benefited from his sound scientific background, his 
profound understanding of climate processes, and his long-
term experience in the field of Earth System Science. As a 
lead author, he was actively involved and interested in the 
IPCC debate, and his efforts helped shape this and past 
IPCC assessments into excellent reference books. 

Uli Siegenthaler was born in 1941 in the Bernese 
Oberland, Switzerland, and started his scientific career 
studying physics at the Eidgenossische Technische 
Hochschule in Zurich. After receiving his master's degree, 
he joined the group of Prof. H. Oeschger at the Physics 
Institute in Bern, where he completed his thesis studies on 
the application of stable isotopes to water cycle studies. In 
Bern Uli married Use, and together they raised a family of 
two children. 

His research was characterised by quality and by a 
readiness to cross interdisciplinary boundaries. His style 
was quiet and modest. At the Physics Institute of the 
University of Bern he was the leader of the carbon cycle 
modelling group and was deeply involved in the 
development of various carbon cycle models, well known 
by experts as the box-diffusion model, the outcrop-
diffusion model, and the HILDA-model. He also helped 
shape the carbon cycle studies at Princeton University. It 
is a reflection of the quality of Uli's research that the Bern-
carbon cycle model is used in the present and previous 
IPCC assessments as a reference for scenario calculations. 

Certainly, his models of the oceanic uptake of 
anthropogenic CO, have set the standards for work in this 
area. His many review articles demonstrate his in-depth 
knowledge of the global carbon cycle and the problems 
related to the anthropogenic perturbation in particular. As 
well as the future evolution of the carbon cycle he was also 
interested in past natural variations of the atmospheric C0 2 

levels, and Uli's models of ice-age CO, concentrations 
have been used by many other researchers. 

Uli Siegenthaler was not only a brilliant scientist, but 
also an excellent teacher. He shared his broad knowledge 
and his scientific interest with his students teaching many 
different courses on Earth System Science as well as 
Introductory Physics and Atomic Physics. His sound 
theoretical background and his clear logic made every one 
of his lectures a special event. He was an excellent 
advisor: his friendly and quiet character combined with his 
scientific excellence created a pleasant and stimulating 
environment for his many students over the years, and we 
all could count on his thorough and honest, yet gentle, 
critique of our work. 

Uli Siegenthaler's death in July 1994 was a great loss to 
us and the scientific community. For all of us, Uli was a 
good friend. We will sorely miss his kind and gentlemanly 
manner as well as his scientific creativity. 

This tribute was prepared by Fortunat Joos, Thomas Stacker, Hans 
Oeschger and colleagues, Climate and Environmental Physics, Physics 
Institute, Sidlerstr. 5, CH-3012 Bern, in response to the unanimous wish 
of all the Lead Authors that this report should be dedicated to the memory 
of Uli Siegenthaler. 
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EXECUTIVE SUMMARY 

Introduction 

In its first Scientific Assessment of Climate Change in 
1990 the IPCC concluded that the increase of greenhouse 
gas concentrations due to human activities would result in 
a warming of the Earth's surface. "Radiative forcing" is 
the name given to the effect which these gases have in 
altering the energy balance of the Earth-atmosphere 
system and, using this concept, the 1990 report introduced 
a tool for policymakers, the Global Warming Potential, 
which allowed the relative warming effect of different 
gases to be compared. Other factors, natural and human, 
also cause radiative forcing. The 1990 report not only 
examined these factors but also reviewed a wide range of 
information on how climate has behaved in the past and 
how it might change in the future as a result of human 
influence. 

The 1992 IPCC Supplementary report reviewed the key 
conclusions of the 1990 report and affirmed the basic 
understanding of climate change contained in the 1990 
report. It did, however, provide more detail on two sources 
of negative radiative forcing — depletion of ozone in the 
stratosphere, and aerosols derived from anthropogenic 
emissions. 

The scope of the present report covers only those factors 
which cause radiative forcing of climate change, and 
includes updated values of Global Warming Potentials. 
The full range of topics related to climate, including the 
response of climate to radiative forcing, will be covered in 
the second IPCC Scientific Assessment, scheduled for 
publication in 1995. 

Major new results since IPCC 1992 

These new findings add to the detail of our knowledge but 
do not substantially change the essential results concerning 
radiative forcing of climate which appeared in the 1990 or 
the 1992 IPCC scientific assessments. 

• Revised values of Global Warming Potentials 
(GWPs) — compared to GWPs listed in the 1992 
IPCC report most values are larger by typically 10 to 
30%. The uncertainties in the new GWPs are 
typically ±35%. 

Revised methane GWP — includes both direct and 
indirect effects. While the product of the revised 
GWP for methane and the current estimated annual 
anthropogenic emissions is significantly less than 
that of carbon dioxide over a 100-year time horizon, 
it is comparable over a 20-year time horizon. 

Stabilisation of atmospheric carbon dioxide 
concentrations — a range of carbon cycle models 
indicates that stabilisation of atmospheric carbon 
dioxide concentration at all considered levels between 
one and two times today's concentrations (that is to 
say, between 350 and 750 ppmv1) could be attained 
only with global anthropogenic emissions that 
eventually drop to substantially below 1990 levels. 

Improved estimation of forcing by aerosols — model 
calculations indicate that the negative radiative 
forcing from sulphate aerosols and aerosols from 
biomass burning, when globally-averaged, may be a 
significant fraction of the positive radiative forcing 
caused by anthropogenic greenhouse gases since the 
pre-industrial era. However, the estimates of the 
aerosol radiative forcing are highly uncertain, 
moreover the forcing is highly regional and cannot 
be regarded as a simple offset to greenhouse gas 
forcing. 

Recent low growth rate of carbon dioxide 
concentration is not unusual2 — between 1991 and 
1993 the rate of increase in the atmospheric 

1 1 ppmv = 1 part per million by volume. 
2 In the sense that anomalies in the growth rate of atmospheric 
carbon dioxide are not unusual. The anomaly of the early 1990s 
does have some unusual features in terms of its magnitude, 
duration and its coincidence with the decrease in the growth rate 
of methane, but it remains too early to identify either the causes 
of the 1990s' anomaly or its significance to the long-term growth 
of carbon dioxide. See the box: "Variations in the growth rates 
of carbon dioxide and methane concentrations" to be found on 
page 24. 
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concentrations of carbon dioxide slowed 
substantially compared to the average rates of 
increase over the previous decade. However, the 
modern observational record for carbon dioxide 
since the 1950s contains other periods of similarly 
low growth rates. In the latter half of 1993, the 
carbon dioxide growth rates increased. 

Sharp reduction in methane growth rate — the rate 
of increase of the atmospheric abundance of methane 
has declined over the last decade, slowing 
dramatically in 1991 to 1992, though with an 
apparent increase in the growth rate in late 1993. 

Climatic impact of Ml. Pinatubo — the eruption of 
Mt. Pinatubo in June 1991 produced a large, 
transient increase of stratospheric aerosols which 
resulted in a surface cooling over about 2 years 
estimated from observations to be about 0.4 °C, 
consistent with model simulations which predicted a 
global mean cooling of 0.4 to 0.6 °C. 

Global carbon budget — New estimates of terrestrial 
carbon uptake during the 1980s have better 
quantified the known sinks, particularly forest 
regrowth in the Northern Hemisphere. 

The observed concentrations of halocarbons, 
including CFCs 11, 12, 113, 114, 115, methyl-
chloroform and carbon tetrachloride, have resulted in 
a direct radiative forcing of about 0.3 Wm"2. 

• The atmospheric concentrations of a number of 
HCFCs and HFCs, which are being used as 
substitutes for halocarbons controlled under the 
Montreal Protocol have increased substantially. 
Their combined contribution to radiative forcing is, 
however, still less than 0.05 Wm"2 because of their 
low atmospheric concentrations. 

Second, we consider changes in concentrations of ozone 
and aerosols which are believed to contribute significantly 
to radiative forcing. Patterns of historical change in these 
constituents are strongly regional in character, leading to 
two important consequences: (i) estimates of their 
globally-averaged radiative forcing are less certain than for 
the well-mixed gases (because the patterns of change are 
not well-quantified) and (ii) any negative forcing due to 
aerosols cannot be regarded as a simple offset to the effect 
of greenhouse gases (because the regional patterns of the 
forcings are different). Nevertheless, we report such 
estimates in order to provide a broad indication of their 
relative magnitude. 

Sources of radiative forcing and their magnitude 

Anthropogenic and natural factors cause radiative forcing 
of various magnitudes and of different signs. The concept 
of radiative forcing enables us to compare the potential 
effects of different factors, though care must be taken 
where these factors have large seasonal or regional 
variation. 

First, we consider the gases carbon dioxide, methane, 
nitrous oxide and the halocarbons which have increased 
through human activities and which are well-mixed 
throughout the atmosphere. 

The increase in carbon dioxide (CO-,) since the pre-
industrial era (from about 280 to 356 ppmv) makes 
the largest individual contribution to greenhouse gas 
radiative forcing: 1.56 Wm"2, consistent with 
previous IPCC reports. 

The increase of methane (CH4) since pre-industrial 
times (from 0.7 to 1.7 ppmv) contributes about 
0.5 Wm"2 to radiative forcing. 

The increase in nitrous oxide (N-,0) since pre-
industrial times (from about 275 to about 310 ppbv1) 
contributes about 0.1 Wm"2 to radiative forcing. 

Limited observations and model simulations suggest 
that tropospheric ozone in the Northern Hemisphere 
has increased since pre-industrial times resulting in a 
global average radiative forcing of 0.2 to 0.6 Wm"2. 

Halocarbon-induced depletion of ozone in the 
stratosphere has resulted in a negative global average 
radiative forcing of about -0.1 Wm"2. This has 
occurred mainly since the late 1970s over which 
period it has been of similar magnitude, but opposite 
sign, to the forcing caused by the halocarbons. Prior 
to the onset of significant ozone depletion the 
radiative forcing due to the halocarbons was between 
+0.1 and 0.2 Wm2 . 

Anthropogenic particles in the atmosphere, derived 
from emissions of sulphur dioxide and from biomass 
burning, exert a net negative radiative forcing. The 
direct forcings, globally averaged, are probably in 
the ranges -0.25 to -0.9 Wm"2 for sulphate aerosols 
and -0.05 to -0.6 Wm"2 for aerosols from biomass 
burning. The indirect effect of aerosols, due to their 
effect on cloud properties, may cause a further 
negative forcing of a magnitude similar to the direct 
effect. The forcing shows large regional variations, 

1 ppbv = 1 part per billion (thousand million) by volume. 
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with the largest values in industrialised regions in the 
Northern Hemisphere. 

Third, we consider natural factors which can also exert 
positive or negative radiative forcings. 

• Since about 1850 a change in the Sun's output may 
have resulted in a positive radiative forcing 
estimated at between 0.1 and 0.5 Wm2 . 

• Some volcanic eruptions, such as that of Mt. Pinatubo 
in June 1991, result in a short-lived (a few years) 
increase in aerosols in the stratosphere, causing a 
large (about -4 Wm"2 in the case of Mt. Pinatubo) 
but short-lived negative radiative forcing of climate. 
The effect of the Mt. Pinatubo eruption has been 
detected in the observed temperature record. 

Trends in greenhouse gas and aerosol concentrations 

• Over the decade 1980 to 89 the atmospheric 
abundance of C0 2 increased at an average rate of 
about 1.5 ppmv (0.4% or 3.2 billion tonnes of 
carbon) per year as a result of human activities, 
equivalent to approximately 50% of anthropogenic 
emissions over the same period. 

The rate of increase of the atmospheric abundance of 
methane has declined over the last decade, slowing 
dramatically in 1991 to 1992, though with an 
apparent increase in the growth rate in late 1993. The 
average trend over 1980 to 1990 is about 13 ppbv 
(0.8% or 37 million tonnes of methane) per year. 

• The atmospheric abundance of nitrous oxide 
increased at an average annual rate (1980 to 1990) of 
about 0.75 ppbv (0.25% or 3.7 million tonnes of 
nitrogen) per year. The observations indicate that the 
growth rate varied during this period. 

• The rates of increase of atmospheric concentrations 
of several major ozone-depleting halocarbons have 
fallen, demonstrating the impact of the Montreal 
Protocol and its amendments and adjustments. The 
total amount of organic chlorine in the troposphere 
increased by only 1.6% in 1992, about half of the 
rate of increase (2.9%) in 1989. 

• The monitoring network for tropospheric ozone is 
sparse, making detection of global trends difficult. 
Since the 1960s concentrations of tropospheric 
ozone have almost certainly increased over large 
parts of the Northern Hemisphere but trends during 
the 1980s were small and of variable sign. 

Anthropogenic aerosol and precursor emissions have 
increased over the past 150 years, but while local 
trends (positive and negative) in concentrations are 
evident, no clear picture emerges of a contemporary 
global trend in atmospheric concentrations of 
anthropogenic aerosols in the size range important 
for radiative forcing. 

The stabilisation of greenhouse gas concentrations 

Several carbon cycle models have been used to study the 
implications for future atmospheric concentrations of 
carbon dioxide, of a range of global anthropogenic 
emission scenarios. The same models have been used to 
study the broad implications, in terms of emissions, of 
stabilising carbon dioxide concentrations in the range 
350 ppmv (near current levels) to 750 ppmv. Differences 
in projected concentrations and emissions between models 
are typically ±15%; additional uncertainties arise from the 
various assumptions and simplifications used. The 
following results emerge: 

• If carbon dioxide emissions were maintained at 
today's levels, they would lead to a nearly constant 
rate of increase in atmospheric concentrations for at 
least two centuries, reaching about 500 ppmv 
(approaching twice the pre-industrial concentration) 
by the end of the 21st century. 

• A stable level of carbon dioxide concentration at 
values up to 750 ppmv can be maintained only with 
anthropogenic emissions that eventually drop below 
1990 levels. 

To a first approximation the eventual stabilised 
concentration is governed more by the accumulated 
CO, emissions from now until the time of 
stabilisation, and less by the exact path taken to 
reach stabilisation. This means that, for example, for 
a given stabilisation scenario, higher emissions in 
early decades imply lower emissions later on. For the 
range of arbitrary stabilisation cases studied, 
accumulated emissions to the end of the 21st century 
were between 300 and 430 GtC1 for stabilisation at 
350 ppmv, between 880 and 1060 GtC for 
stabilisation at 550 ppmv, and between 1220 and 
1420 GtC for stabilisation at 750 ppmv. For 
comparison the corresponding accumulated 
emissions for IPCC IS922 emission scenarios are 770 
to 2190 GtC. 

1 lGtC = 1 billion tonnes of carbon. 
2 In 1992 IPCC producted six scenarios, termed IS92a-f, for 
future emissions of greenhouse gases and their precursors. 
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If methane emissions were maintained at today's levels, 
atmospheric concentrations would effectively stabilise 
within 50 years at about 1900 ppbv, 11% higher than at 
present. Conversely, a reduction in annual methane 
emissions to levels about 35 million tonnes (roughly 10% 
of anthropogenic emissions) below current levels would 
stabilise concentrations at today's levels. (This calculation 
assumes that natural sources and atmospheric losses of 
methane are not affected by changing climate and 
atmospheric composition over the next century.) 

If emissions of nitrous oxide were maintained at today's 
levels, atmospheric concentrations would effectively 
stabilise after several centuries at about 400 ppbv, 30% 
higher than at present and 50% above pre-industrial levels. 
Conversely a reduction of more than 50% of 
anthropogenic sources would stabilise concentrations at 
today's level of about 310 ppbv. 

In contrast to the long-lived greenhouse gases, aerosols 

and tropospheric ozone are rapidly removed from the 
atmosphere and stabilisation of precursors would lead 
quickly to stable atmospheric concentrations. 

The predictions of changes in atmospheric chlorine 
loading indicate that the depletion of stratospheric ozone 
should peak within the next decade and then slowly 
recover during the first half of the next century. 

Global Warming Potential 

Revised GWPs have been calculated. Furthermore, GWPs 
have been calculated for a number of new species, in 
particular hydrochlorofluorocarbons (HCFCs), hydro-
fluorocarbons (HFCs) and perfluorocarbons (PFCs). 

The GWP concept is difficult to apply to short-lived 
species (for example, oxides of nitrogen, non-methane 
hydrocarbons and aerosols). New tools need to be 
developed to characterise their radiative forcing. 
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1 What is Radiative Forcing? 

The ultimate energy source for all weather and climate is 
radiation from the Sun (called solar or short-wave 
radiation). Averaged globally and annually, about a third 
of incoming solar radiation is reflected back to space. Of 
the remainder, some is absorbed by the atmosphere, but 
most is absorbed by the land, ocean and ice surfaces. The 
solar radiation absorbed by the Earth's surface and 
atmosphere (which amounts to about 240 Win"2) is 
balanced at the top of the atmosphere by outgoing 
radiation at infrared wavelengths (Figure 1). Some of the 
outgoing infrared radiation is trapped by the naturally 
occurring greenhouse gases (principally water vapour, but 
also carbon dioxide (C02), ozone (03), methane (CH4) and 
nitrous oxide (N20)) and by clouds, which keeps the 
surface and troposphere1 about 33 °C. warmer than it 
would otherwise be. This is the natural greenhouse effect. 
In an unperturbed state, the net incoming solar radiation at 
the top of the atmosphere, averaged over the globe over 

long periods of time, must be balanced by net outgoing 
infrared radiation (Figure 1). 

A change in average net radiation at the top of the 
troposphere (known as the tropopause). because of a 
change in either solar or infrared radiation, is defined for 
the purpose of this report as a radiative forcing. A 
radiative forcing perturbs the balance between incoming 
and outgoing radiation. Over time climate responds to the 
perturbation to re-establish the radiative balance. A 
positive radiative forcing tends on average to warm the 
surface; a negative radiative forcing on average tends to 
cool the surface. As defined here, the incoming solar 
radiation is not considered a radiative forcing, but a change 
in the amount of incoming solar radiation would be a 
radiative forcing. 

1 The troposphere is the lower part of the atmosphere from the 
surface to around 10-15 km. 

Net incoming solar 
radiation 

Incoming 
solar radiation 
343 Wm-2 

Net outgoing infrared 
radiation 

240 W m"2 

Some of the infrared 
radiation is absorbed 
and re-emitted by the 
greenhouse gases. 

The effect of this is to 
warm the surface 

and the troposphere 

IS solar radiation is absorbed 
lithe surface and warms it 

EARTH 
Infrared radiation 

is emitted from the! 
earth's surface 

Figure 1: A simplified diagram illustrating the global long-term radiative balance of the atmosphere. Net input of solar radiation 
(240 Wnr2) must be balanced by net output of infrared radiation. About a third (103 Wnr2) of incoming solar radiation is reflected and 
the remainder is mostly absorbed by the surface. Outgoing infrared radiation is absorbed by greenhouse gases and by clouds keeping 
the surface about 33 °C warmer than it would otherwise be. 
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For example, an increase in atmospheric CO., 
concentration leads to a reduction in outgoing infrared 
radiation and a positive radiative forcing. For a doubling of 
the pre-industrial CO, concentration, in the absence of any 
other change, the global mean radiative forcing would be 
about 4 Wm -. For balance to be restored, the temperature 
of the troposphere and of the surface must increase, 
producing an increase in outgoing radiation. For a 
doubling of CO, concentration, the increase in surface 
temperature at equilibrium would be just over 1 °C, if other 
factors (e.g., clouds, tropospheric water vapour and 
aerosols) are held constant. Taking internal feedbacks into 
account, the 1990 IPCC report estimated that the increase 
in global average surface temperature at equilibrium 
resulting from a doubling of C0 2 would be likely to be 
between 1.5 and 4.5 °C, with a best estimate of 2.5 °C. 

Other anthropogenically emitted gases which act in the 
same way as CO, and contribute to an enhanced 
greenhouse effect arc CH4, N , 0 , and CFCs and other 
halocarbons. Some minor atmospheric constituents, such 
as the nitrogen oxides (NOJ and carbon monoxide (CO), 
although not important greenhouse gases in their own 
right, can influence the concentration of some greenhouse 
gases (tropospheric ozone in particular) through 
atmospheric chemistry. Contributions of this kind are 
known as indirect radiative forcings. 

Human activity has also led to an increase in the 
abundance of aerosols in the troposphere, mainly produced 
by oxidation of sulphur dioxide and from biomass burning, 
which cause a direct radiative forcing through their 
reflection and absorption of solar radiation. An indirect 
radiative forcing effect is believed to result from the 
influence of aerosols on the size of cloud droplets, and 
hence on cloud reflectivity. The radiative effects of 
aerosols are mainly negative and tend to cool the surface. 

Natural factors, such as an increase in aerosols in the 
stratosphere produced by volcanic activity, or changes in 
the Sun's output, can also lead to radiative forcing. 

The magnitude and timing of climate change due to 
human activities will depend on the ultimate 
concentrations of greenhouse gases and aerosols and their 
rates of growth and on the detailed response of the climate 
system. 

Radiative forcing, averaged globally, has been used to 
compare the potential climatic effect of different climate 
change mechanisms. For a range of mechanisms there 
appears to be a similar relationship between global mean 
radiative forcing and global mean surface temperature 
change. However, the applicability of global mean 
radiative forcing to mechanisms such as changes in ozone 
or tropospheric aerosols which are spatially very 
inhomogeneous, is unclear. The degree of offset between 
the positive global mean radiative forcing from greenhouse 
gases and the negative forcing from aerosols may be an 

unreliable guide to the climatic consequences. For 
example, even a net global mean radiative forcing of zero 
could still lead to regional and possibly even global-scale 
climate changes, if the forcing mechanisms have different 
geographical distributions. This issue is beginning to be 
addressed through the use of climate models and a more 
detailed assessment can be expected in the 1995 IPCC 
report. Because of these problems, we avoid summing the 
various positive and negative contributions of the human-
induced global mean radiative forcing to produce a net 
anthropogenic forcing. 

It should also be noted that climate variations are 
believed to occur in the absence of any radiative forcing as 
a result of the complex interactions between the 
atmosphere and oceans and, possibly, the cryosphere, land 
surface and biosphere. 

2 Carbon Dioxide (C02) 

2.1 How Has the Atmospheric Concentration of CO, 
Changed in the Past? 

C02 levels in the atmosphere have increased since the pre-
industrial period1 from about 280 to about 356 ppmv 
(Figure 2a). We know this from analysis of air trapped in 
ice cores and, since the late 1950s, from precise, direct 
measurements of atmospheric concentration. The radiative 
forcing due to this increase is 1.56 Wm"2 (Figure 3). 
Evidence that the observed increase in atmospheric C0 9 

concentration is due to anthropogenic activity comes from 
the following facts. 

• The long-term rise in atmospheric C 0 2 closely 
follows the increase in anthropogenic C0 2 emissions 
(Figure 2a). 

• Although C0 2 is well-mixed in the atmosphere, 
concentrations are slightly higher in the Northern 
Hemisphere (due to higher emissions). The increase 
in the inter-hemispheric gradient is growing in 
parallel with C0 2 emissions. 

• Fossil fuel and biospheric carbon have a lower ratio 
of the carbon isotope 13C to the isotope 12C. Fossil 
fuels contain no 14C because of their age. Decreases 
since pre-industrial times in the 13C:12C isotope ratio 
and in 14C are fully consistent with the addition of 
fossil fuel and biospheric carbon by human activity. 

Average rates of C0 2 concentration increase during the 
1980s were 0.4% or 1.5 ppmv/yr. This is equivalent to 
3.2 GtC/yr, approximately 50% of total anthropogenic CO, 

1 The pre-industrial period is defined as the average over several 
centuries before 1750. 
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emissions. On decadal time-scales, the proportion of 
anthropogenic CO-, emissions remaining in the atmosphere 
has stayed remarkably constant (at around 50%). The 
growth rate of atmospheric CO-, concentration slowed 
during 1991 to mid-1993, although recently rates of 
growth have started to rise (Figure 2b). Short-term changes 
in growth rate are common in the past record of CO.,. See 
box on "Variations in the growth rates of CO, and CH4 

concentrations". 

2.2 Sources and Sinks of C 0 2 — Our Current 
Knowledge of the Carbon Budget 

Our understanding of the carbon cycle has improved since 
previous IPCC reports, particularly in our knowledge of 
how the removal of CO-, from the atmosphere is 
distributed between the sinks in the ocean and on land, and 

in the preliminary quantification of feedbacks. 
Considerable quantitative uncertainty remains regarding 
the processes which contribute to the sinks on land and in 
the ocean. 

The main anthropogenic sources of CO, are the burning 
of fossil fuels (with additional contributions from cement 
production) and land-use changes. Over the period 1980 to 
1989 the average emissions from fossil fuel burning and 
cement production were 5.5 + 0.5 GtC/yr. 

Land-use changes cause both release and uptake of CO,. 
On average, CO, will be released to the atmosphere if the 
original ecosystem stored more carbon than the modified 
ecosystem which replaces it. Deforestation acts as a CO., 
source. In the current (1980 to 1989) budget, tropical 
deforestation is estimated to result in an average emission 
to the atmosphere of 1.6 ± 1.0 GtC/yr. However, in 
Northern Hemisphere mid- and high latitudes there are 

> 
E 

c 
o 

c 

s 
c 
8 
8 
O 

360 

340 

320 

300 

280 

9«n 

1 1 1 

(a) 

O D57 
- A D47 

• Siple 
« South Pole 

— — Mauna Loa 

— One hundred year 
running mean 

. * 
A 

1 

380 
_ 
1 360 
a. 

1 340 

1 
8 320 
8 
(5300 
O 

280 
18 

^*%^( 
A 

i I > I i I 

.•••••• 

.- / 
t 

•••" / 
•••" 4 

• CP ° 

^fxrf** 
tto-Bfltrfl^ 

50s. 1900 1950 20 

1 

6 ? -

4 v) • 
g 1 

o a »• 2 1 « 
« /" 

0 8 
1 f 
* / • 

iso * . 
\ Year \ ^P 

\ . \0 
n*_^4 %. o_>» \ 

^s! • • \ 

800 1000 1200 1400 
Year 

1600 1800 2000 

1955 1960 1965 1970 1975 1980 1985 1990 1995 

Figure 2: (a) CO, concentrations over the past 1000 years from 
ice-core records (D47, D57, Siple and South Pole) and (since 
1958) from the Mauna Loa, Hawaii measurement site. The 
smooth curve is based on a hundred year running mean. The 
rapid increase in C02 concentration since the onset of 
industrialisation is evident and has followed closely the increase 
in CO, emissions from fossil fuels (see inset of period from 1850 
onwards), (b) Growth rate of C02 concentration since 1958 in 
ppmv/yr at the Mauna Loa station showing the high growth rates 
of the late 1980s, the decrease in growth rates of the early 1990s, 
and the recent increase. The smooth curve shows the same data 
but filtered to suppress any variations on time-scales less than 
approximately 10 years. 
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ARE THE C O , ABSORPTION BANDS 
SATURATED? 

The greenhouse effect of CO ? is mainly due to its 

absorption bands between wavelengths of 14 jum1 and 

IN /<m. There is a current misconception that, because 

there is already so much CO^ in the a tmosphere , 

absorption is saturated and addition of more C 0 2 will 

not increase the greenhouse effect. Infrared absorption 

by CO-, is well understood and over a small part of the 

spectrum, at the wavelength of strongest absorption 

(15 //m), increasing CO-, causes little change in radiative 

forcing because absorption is indeed almost saturated 

there. However, at wavelengths greater and smaller than 

15//m there is considerable capacity for increased 

absorption and an enhancement of the greenhouse 

effect. 

At present concentrations of CO-,, the relationship 

between concentration change and radiative forcing is 

strongly non-linear. For greenhouse gases with much 

smaller atmospheric concentrations the relationship is 

linear. This partly explains why changes in gases such 

as CFCs in the present atmosphere have a larger effect 

on radiative forcing, molecule for molecule, than does 

CO,. The calculation of the radiative effects of C 0 2 

expl ic i t ly includes over lap with water vapour (a 

particularly important greenhouse gas) and clouds. 

1 /(m = 1 millionth of a metre. 

areas where forests are regrowing after clearing in the past 

and where sequestration of CO, from the atmosphere is 

now occurring; we estimate a net sink of 0.5 ± 0.5 GtC/yr. 

The latest estimate of net CO, release due to global land-

use changes is 1.1 ± 1.2 GtC/yr. This figure is lower than 

that quoted in IPCC 1990 (1.6 ± 1.0 GtC/yr) because of the 

inclusion of the estimate for Northern Hemispheric mid-

and high latitude uptake in regrowing forests. 

The oceans are a large sink of anthropogenic C 0 2 . At 

present net global oceanic uptake cannot be measured 

directly: it is estimated using models which describe the 

exchanges between the surface and deep ocean and the 

atmosphere. Such models can be tested by comparing the 

distribution of radiocarbon (released as a result of atom 

bomb tests in the 1950s and 1960s) from observations with 

model simulations. 

Table 1 shows that summat ion of the best current 

estimates of C 0 2 sources, sinks and atmospheric storage 

leads to an apparent unattributed terrestrial sink of 1.4 ± 

1.5 GtC/yr . In prev ious IPCC repor ts this apparent 

imbalance in the carbon budget was referred to as a 

"missing sink", a term now felt to be inappropriate as sink 

mechanisms have been identified which could account for 

the imbalance. 

CO 2 fertilisation 

Photosynthesis can be stimulated by increased levels of 

C 0 2 . Studies carried out on small-scale experimental 

stands of vegetation, under optimal conditions of water and 

nut r ient supp ly , sugges t po ten t i a l i nc reases in 

photosynthes is of 20 to 4 0 % when C 0 2 is doubled . 

However, attempting to quantify the effect on a global 

scale is much more difficult. When the availability of 

water and nutrients is taken into account the fertilisation 

effect is likely to be reduced; several model results suggest 

reduct ion by around a half. The in teract ion of C 0 2 

fer t i l i sa t ion with the n i t rogen cyc le also has to be 

considered; model results of this effect are contradictory. 

During the 1980s C 0 2 fertilisation may have accounted for 

a sink of 0.5 to 2.0 GtC/yr. 

Table I: Annual average anthropogenic carbon budget for 1980 to 1989. C02 sources, sinks and storage in the 

atmosphere are expressed in GtC/yr. 

CO, sources 

(1) (-missions from fossil fuel and cement production 

(2) Net emissions from changes in tropical land-use 

(3) Total anthropogenic emissions = (l)+(2) 

5.5 ± 0.5 

1.6 ±1.0 

7.1 ±1.1 

Partitioning amongst reservoirs 

(4) Storage in the atmosphere 

(5) Ocean uptake 

(o) Uptake by Northern Hemisphere forest regrowth 

(7) Additional terrestrial sinks (CO, fertilisation, nitrogen fertilisation, 
climatic effects) = [(l)+(2)]-[(4)+(5)+(6)] 

3.2 ± 0.2 

2.0 ± 0.8 

0.5 ± 0.5 

1.4 ±1.5 
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Figure 3: Estimates of the globally averaged radiative forcing due to changes in greenhouse gases and aerosols from pre-industrial 
times to the present day and changes in solar variability from 1850 to the present day. The height of the bar indicates a mid-range 
estimate of the forcing whilst the lines show the possible range of values. An indication of relative confidence in the estimates is given 
below each bar. The contributions of individual greenhouse gases are indicated on the first bar for direct greenhouse gas forcing. The 
major indirect effects are a depletion of stratospheric ozone (caused by the CFCs and other halocarbons) and an increase in the 
concentration of tropospheric ozone. The negative values for aerosols should not necessarily be regarded as an offset against the 
greenhouse gas forcing because of doubts over the applicability of global mean radiative forcing in the case of non-homogeneously 
distributed species such as aerosols and ozone (see Section 1 and Section 7). 

Nitrogen fertilisation 
Ecosystems receive substantial inputs of anthropogenic 
nitrogen, which in many areas can act as a fertiliser and 
could have increased terrestrial carbon storage by 0.2 to 
1.0 GtC/yr in the 1980s. However, high levels of nitrogen 
addition are often associated with acidification and high 
surface ozone concentrations, which in the long term may 
damage ecosystems and possibly reduce carbon storage. 

2.3 C 0 2 Concentrations in the Future 

Understanding how C0 2 concentrations will change in the 
future requires adequate knowledge of the relationship 
(including its quantification) between CO-, emissions and 
atmospheric concentration using models of the carbon 
cycle (see the box "Modelling the carbon cycle"). 

Two questions are considered: 

• For a given C0 9 emission scenario, how might CCs 
concentrations change in the future? 

For a given CO, concentration profile leading to 
stabilisation of the level of concentration, what 
anthropogenic emissions are implied? 

Results from a range of different carbon cycle models 
are considered in order to assess the sensitivity of 
calculated emission and concentration profiles to model 
formulation. However, model intercomparison alone gives 
an underestimate of uncertainty because the calculations 
performed have the following limitations: 

• The carbon cycle models were calibrated to balance 
the contemporary carbon budget according to earlier 
estimates (IPCC 1990 and 1992), rather than the 
budget shown in Table 1 which was not finalised 
until after the model calculations had been 
completed. The differences between the 1990 and 
1992 budgets and the budget in Table 1 are: (i) a 
change in the estimate of atmospheric accumulation 
from 3.4 to 3.2 GtC/yr, and (ii) a reduction in the net 
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MODELLING THE CARBON CYCLE 
Carbon is exchanged between the atmosphere, the oceans, the terrestrial biosphere (Figure 4), and, on geological time-
scales, with sediments and sedimentary rocks. Fossil fuel burning, cement manufacture, and forest harvest and other 
changes of land-use transfer carbon (as C02) to the atmosphere. Although the anthropogenic flux of C0 2 is small 
compared with mean natural fluxes (Figure 4), it is sufficient to perturb the carbon cycle. The additional anthropogenic 
CO-, cycles between the atmosphere, ocean, and marine and terrestrial biospheres. The net uptake of anthropogenic 
CO-,, particularly by the deep ocean, occurs slowly (for the oceans: on a time-scale of centuries), so addition of 
anthropogenic C0 2 has a long-lasting effect on atmospheric concentration. For example, if C0 2 emissions were held 
constant at present day levels, atmospheric concentrations would continue to rise for at least two centuries. 

Key processes in the carbon cycle include: 

The exchange of CO, between the atmosphere and ocean. 

• The exchange of CO, between the surface waters and long-term storage in the deep ocean. 

• The net release or uptake of C0 2 from changes in land-use practices (e.g., deforestation). 

• The photosynthetic uptake of C0 2 by land plants; the transfer of their carbon into long-term storage in wood and 
soils; the response of these processes to changing C0 2 and climate, and the release of C 0 2 back to the 
atmosphere through plant and soil respiration. 

To examine the relationship between C0 2 emissions and atmospheric concentration and to calculate future 
concentration levels we need a model of the carbon cycle which explicitly includes all of the above elements. 
However, most carbon cycle models include only simple representations of terrestrial biotic processes. The oceanic 
components vary in complexity from a few simplified equations to spatially explicit, detailed descriptions of ocean 
biology, chemistry, and transport processes. Attempts to model the effect of climate feedbacks on the carbon cycle are 
only just beginning and are not included in most carbon cycle models. The calculation of future C0 2 concentrations 
also requires assumptions regarding future anthropogenic C02 emissions. 

source from changing land-use due to the inclusion 
of a sink (0.5 GtC/yr) in Northern Hemisphere forest 
regrowth. Atmospheric concentration changes 
calculated by models calibrated using the 1990 and 
1992 budgets are lower by as much as 5 to 10% (for 
given emissions) and emissions higher by a similar 
amount (for given concentrations), compared with 
results of models calibrated using the budget in 
Table 1. 

• The models include a sink term dependent on CO, 
concentration (i.e., acting like a simple CO-, 
fertilisation effect) in order to balance the 1980 to 
19S9 carbon budget. This is an oversimplification 
because: (i) CO, fertilisation is much more complex 
than this: it depends on water and nutrient 
availability and on the state of the future biosphere 
(for example, deforestation of large areas would 
inevitably lead to a weaker CO, fertilisation effect) 
and (ii) other sink mechanisms exist which are 
currently not modelled, but in reality are likely to 

play a part in the carbon budget (e.g., nitrogen 
fertilisation). 

• No attempt is made to model climate feedbacks on 
the carbon cycle (see Section 2.4). 

2.3.1 For a given C02 emission scenario, how might C02 

concentrations change in the future? 
Six greenhouse gas emission scenarios were described in 
IPCC (1992), based on a wide range of future assumptions 
regarding economic, demographic and policy factors. The 
anthropogenic C 0 2 emissions for these scenarios are 
shown in Figure 5a. IS92c, which has the lowest C0 2 

emissions, assumes low population growth, low economic 
growth and severe constraints on fossil fuel supplies. The 
highest emission scenario (IS92e) assumes moderate 
population growth, high economic growth, high fossil fuel 
availability and a phase out of nuclear power. Figure 5b 
shows the resulting CO, concentrations. All show 
increases in concentration well above pre-industrial levels 
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Figure 4: The global carbon cycle. The numbers in boxes indicate the size in GtC of each reservoir. On each arrow is indicated the 
magnitude of the flux in GtC/yr (DOC = dissolved organic carbon). 

by 2100 (75 to 220% higher). None of the scenarios show 
a stabilisation of concentration before 2100, although 
IS92c produces slow growth in CO-, concentration. IS92a, 
b, e and f all produce a doubling of the pre-industrial CO-, 
concentration before 2070 with rapid rates of concentration 
growth. Neither IS92c nor d results in doubled pre-
industrial CO., concentrations by 2100. 

Stabilisation of current global emissions of CO-, does 
not lead to stabilisation of CO-, concentration by 2100. 
C02 concentrations reach about 500 ppmv by the end of 
the 21st century (Figure 5c) and calculations show that 
concentrations continue to increase slowly for several 
hundred years. 

2.3.2 For a given C02 concentration profile leading to 
stabilisation, what anthropogenic emissions are 
implied? 

In the context of the ultimate objective of the UN 
Framework Convention on Climate Change (quoted in the 
preface to Part I of this report), it is important to 

investigate, for all the greenhouse gases, the emission 
profiles which would lead to stabilisation of their 
concentration in the atmosphere. In this section C0 2 is 
considered; because of the complex nature of the lifetime 
of atmospheric CO-,, the calculations for CO, are relatively 
complex and therefore require considerable explanation. 
The stabilisation of other greenhouse gases, CH4 and N-,0, 
for which the calculations are simpler, are considered in 
later sections. 

Carbon cycle models have been used to calculate the 
emissions of CO-, which would lead to stabilisation at a 
number of different concentration levels (i.e., the inverse 
of the type of calculation considered in Section 2.3.1). 
These calculations are designed to illustrate the 
relationship between CO-, concentration and emissions. 
Concentration profiles have been devised (Figure 6) which 
stabilise at CO, concentrations from 350 to 750 ppmv (for 
comparison, the pre-industrial CO-, concentration was 
close to 280 ppmv and the 1993 concentration was 
356 ppmv). 

The calculations which have been made so far are 
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implications. Many different stabilisation levels, time-
scales for achieving these levels, and routes to stabilisation 
could have been chosen. Those in Figure 6 give a smooth 
transition from the current rate of CO, concentration 
increase to stabilisation. As a result, the year of 
stabilisation differs with stabilisation level from around 
2150 for 350 ppmv to 2250 for 750 ppmv. 

Figure 7 shows the model-derived profiles of total 
anthropogenic emissions (from fossil fuel use, changes in 
land-use and cement production) that lead to stabilisation 
following the concentration profiles shown in Figure 6. 
Initially emissions rise, followed some decades later by 
quite rapid and large reductions. Stabilisation at any of the 
concentration levels studied (350 to 750 ppmv) is only 
possible if emissions are eventually reduced well below 
1990 levels (Figure 7). For comparison the emissions from 
IS92a, c and e are shown up to 2100 in Figure 7. 
Emissions for all the stabilisation levels studied are lower 
than those for IS92a and e, even in the first few decades of 
the 21st century. Emissions for the IS92c Scenario lie 
between the emissions which in this study achieve 
stabilisation at 450 and 550 ppmv. 

The concentration profiles here are illustrative. 
Stabilisation at the same level, via a different route, would 
produce different curves from those shown in Figure 7. 
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Figure 5: (a) Prescribed anthropogenic emissions of CO, (from 
fossil fuel use, deforestation and cement production) for the IS92 
Scenarios, (b) CO-, concentrations resulting from the IS92 
emission scenarios calculated using the "Bern" model, a mid-
range carbon cycle model (a range of results from different 
models is indicated by the shaded area of the IS92a curve) and 
(c) CO, concentrations resulting from constant projected year 
2000 emissions (using the model of Wigley). 

necessarily limited in their scope and ranges. They are 
designed to illustrate the relationship between CO, 
concentration and emissions. The selection of the range of 
concentrations from 350 ppmv to 750 ppmv was arbitrary 
and should not be construed as having any policy 

Table 2: Emissions of carbon accumulated from 1990 to 
the end of the 21st century leading to stabilisation ofCO? 

concentration at 350, 450, 550, 650, and 750 ppmv. The 
range of uncertainty is derived from the spread of model 
results. For comparison the accumulated emissions are 
also shown for the 1S92 emission scenarios. 

1892emissionscenarios 

e 

f 

a 

b 

d 

c 

Stabilisation Case 

350 ppmv 

450 ppmv 

550 ppmv 

650 ppmv 

750 ppmv 

Accumulated emissions 
from 1990 to 2100 

(GtC) 

2190 

1830 

1500 

1430 

980 

770 

300-430 

640-800 

880-1060 

1000-1240 

1220-1420 
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Figure 6: Profiles of atmospheric CO, concentration leading to stabilisation at 350, 450, 550, 650 and 750 ppmv. Doubled pre-
industrial C02 concentration is 560 ppmv. The radiative forcing resulting from the increase in CO, relative to pre-industrial levels is 
marked on the right-hand axis. Note the non-linear nature of the relationship between CO, concentration change and radiative forcing. 

However, to a first approximation, the total amount of 
emitted carbon accumulated over time (the area under the 
curves in Figure 7), is relatively insensitive to the 
concentration profile used. Stabilisation at a lower 
concentration implies lower accumulated emissions 
(Figure 8). Stabilisation of CO, concentration at or below 
750 ppmv (the highest level studied) would require 
accumulated emissions from 1990 to 2100 lower than 
those occurring under the IS92a, b, e and f Scenarios 
(Table 2) and even lower in the next two centuries. 

Figure 8 also shows the amount of carbon which 
accumulates in the atmosphere (known as the airborne 
fraction). On the century time-scale, the airborne fraction 

depends on the level of stabilisation, ranging from 15-25% 
(for 450 ppmv) to 30-40% (for 750 ppmv) of total 
anthropogenic emissions. 

Although the range of results from different models is 
indicated in Figures 7 and 8, this is an underestimate of 
uncertainty. Changing the assumptions regarding the 
strength of the CO, fertilisation term indicated that future 
atmospheric concentration may vary by about ±15% from 
the stabilisation levels shown in Figure 6. The results in 
Figure 7 and 8 do not account for possible climate 
feedbacks on the carbon cycle (see Section 2.4). Different 
assumptions about land-use changes would give different 
results. For example, if large areas were deforested the 

Figure 7: Illustrative anthropogenic emissions of CO, leading to stabilisation at concentrations of 350, 450, 550, 650 and 750 ppmv 
following the profiles shown in Figure 6 (using a mid-range carbon cycle model). The range of results from different models is 
indicated on the 450 ppmv profile. The emissions for the lS92a, c and e Scenarios are also shown on the figure. The negative emissions 
for stabilisation at 350 ppmv are an artefact of the particular concentration profile imposed. 
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VARIATIONS IN THE GROWTH RATES OF CARBON DIOXIDE AND METHANE CONCENTRATIONS 

Observations of carbon dioxide (CO,) since the 1950s show regular annual increases in both concentration and rate of 
concentration growth, albeit with year to year variations in the growth rate (Figure 2). During the period 1991 to 1993, 
the rate of increase of C02 per year slowed substantially (to as low as 0.5 ppmv/yr from more than 1.5 ppmv/yr) 
(Figure 2b). There are numerous examples in the record of short periods where growth rates are higher or lower than 
the long-term mean. The most recent observations indicate that growth rates of C0 2 are now increasing. 

The rate of methane (CH4) concentration increase has declined over the last decade, slowing dramatically in 1991 to 
1992, though with an apparent increase in the growth rate in late 1993 (Figure 9b). The slow down in growth in 1991 
to 1992 was a maximum at high latitudes in the Northern Hemisphere, suggesting a drop in emissions as a possible 
explanation. Longer-period variations in the growth rate of CH4 occurred in the 1920s and 1970s as observed from air 
trapped in ice cores. 

At present it is unclear what mechanisms account for these recent variations in the growth rate of CO, and CH4. 
Although the decrease in growth rates of CO, and CH4 occurred during roughly the same period, the decreases may be 
due to independent mechanisms. Further analysis of global observations during the most recent period should allow 
better assessment of the causes of the recent "anomalous" growth rates. Such studies should eventually improve our 
understanding of the global cycles of these important trace gases. 

Because of the variability at the year-to-year time-scale, growth rates averaged on a decadal time-scale should be 

considered when looking at anthropogenic trends. 

capacity of the biosphere to act as a sink would be 
reduced, hence more C0 2 would remain in the atmosphere. 
Conversely, afforestation efforts could increase the 
capacity of the biosphere, and less C0 2 would remain in 
the atmosphere. While certain robust conclusions emerge 
from the model studies, uncertainties exist and these 
results must be considered a "first look". 

2.4 Climate Feedbacks Associated with the Carbon 
Cycle 

Higher temperatures and precipitation can increase 
photosynthesis and plant growth and hence increase carbon 
storage in living vegetation and litter (a negative 
feedback). The storage of carbon in soil tends to decrease 
with increasing temperature due to increased rates of 

650 
Stabilised concentration (ppmv) 

750 

Figure 8: Anthropogenic CO, emissions shown in Figure 7 accumulated from 1990 to 2200 plotted against the final stabilised 

concentration. For example, accumulated emissions of between 1200 and 1600 GtC lead to stabilisation at a concentration of 550 

ppmv. The figure also shows the amount of CO, (in GtC) remaining in the atmosphere at each stabilisation level. The difference 

between accumulated emissions and atmospheric increase represents the accumulated uptake by the ocean and the marine and 

terrestrial biospheres. The range of results from different models is indicated by the shaded area. 
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Table 3: A summary of key greenhouse gases affected by human activities. 

25 

Pre-industrial 
concentration 

Concentration 
in 1992 

Recent rate of 
concentration 
change per 
year(over 
1980s) 

Atmospheric 
lifetime 
(years) 

co2 

280 ppmv 

355 ppmv 

1.5 
ppmv/yr 

0.4%/yr 

(50-200)tt 

CH4 

700 ppbv 

1,714 ppbv 

13 
ppbv/yr 

0.8%/yr 

(12-17)ttt 

N20 

275 ppbv 

311 ppbv 

0.75 
ppbv/yr 

0.25%/yr 

120 

CFC-12 

zero 

503 pptvf 

18-20 
pptv/yr 

4%/yr 

102 

HCFC-22 
(aCFC 

substitute) 

zero 

105 pptv 

7-8 
pptv/yr 

7%/yr 

13.3 

CF4(a 
perfluoro-

carbon) 

zero 

70 pptv 

1.1-1.3 
pptv/yr 

2%/yr 

50,000 

t 1 pptv = 1 part per trillion (million million) by volume. 
ft No single lifetime for C0 2 can be defined because of the different rates of uptake by different sink processes. 
t t t This has been defined as an adjustment time which takes into account the indirect effect of methane on its own lifetime. 

decomposition (a positive feedback). Soils which are 

flooded can store large amounts of carbon in the form of 

peat. Drying (due to changes in precipitat ion and/or 

evapotranspiration), and possibly warming, of such regions 

would release additional C 0 2 . 

Global ecosys tem models which include the C 0 9 

fertilisation effect and attempt to model the effect of 

changes in temperature and precipitation on plant growth 

and decomposition are now providing insight into the issue 

of future terrestrial carbon storage. Some models also 

allow for the effect of redistribution of vegetation in 

response to changes in climate. In response to climate 

change resu l t ing from gradua l ly inc reas ing CO^ 

concentration, model results suggest release of carbon due 

to die-back of vegetation of 1 to 4 GtC/yr for a period of 

decades to centuries, followed by carbon accumulation. 

Resul ts suggest increased carbon storage of 100 to 

200 GtC after several centuries. Assumptions about land-

use affect these conclusions, with high rates of simulated 

deforestation leading to reduced storage or even net 

emission of C 0 2 . 

Climate feedbacks also influence the storage of carbon 

in the ocean through changes in sea surface temperature, 

ocean circulation and the marine biological pump. 
Additional insights into climatic feedbacks come from 

ice core records going back over many thousands of 
years (known as palaeo-records) . A clear correlation 
between a tmospher ic CO-, concentra t ion and global 
temperature (especial ly during warming periods) is 
evident in much of the palaeo-record over long time-
scales, with increases of about 80 ppmv occurring during 

d e g l a c i a t i o n s . Th i s r e l a t i o n s h i p b e t w e e n C 0 2 

concentration and temperature may carry forward into 

the future, possibly causing a significant positive climate 

feedback on CO-, fluxes. 

3 Methane (CH4) 

Methane is another naturally occurring greenhouse gas 

whose concentration in the atmosphere is growing as a 

result of human activities (rice paddies, animal husbandry, 

landfills, biomass burning and fossil fuel production and 

use) (Figure 9a). Globally, methane increased by 7% over 

the decade from 1983. Howeve r , the 1980s were 

characterised by declining growth rates, dropping from 

16 ppbv/yr in 1980 to about 10 ppbv/yr by 1990. Growth 

rates slowed dramatically in 1991 and 1992, although very 

recent data suggest that growth rates started to increase in 

late 1993 (see the box on "Variations in the growth rates of 

C 0 2 and CH4 concentrations"). The magnitudes of sinks 

and, especially, individual sources of methane, are less 

well known than its a tmospheric increase (Table 4). 

However, carbon isotope measurements indicate that about 

20% of the total annual methane emissions are related to 

fossil fuel use (e.g., combustion, coal mines, natural gas 

production and dis tr ibut ion, and petroleum industry 

ope ra t i ons ) . In to ta l , a n t h r o p o g e n i c ac t iv i t i e s are 

responsible for 6 0 - 8 0 % of current methane emissions 

(Table 4). The direct radiative forcing due to the increase 

in methane concentration since pre-industrial times is 

about 0.5 Wirf2 (Figure 3). 

CH4 has clearly identified chemical feedbacks. The main 
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ATMOSPHERIC CHEMISTRY 

While chemical and physical reactions in the lower 

atmosphere have a small impact on carbon dioxide 

(CO-,) concentrations, they control the abundance and 

lifetime of other greenhouse gases. A key process to 

understand is the way these reactions influence the 

concentration and spatial distribution of the hydroxy! 

radical (OH) which has a major role in atmospheric 

chemistry as it is highly reactive and acts to remove a 

number of greenhouse gases from the atmosphere. 

The major sink mechanism for methane (CH4) is 

reaction with OH. Increasing tropospheric methane 

concentrations will lead to decreased OH concentrations 

and to an increased methane lifetime. Reduction in 

t ropospher ic OH can also indirect ly increase the 

abundance of some other greenhouse gases and ozone-

depleting substances. 

CH4 oxidation in the presence of oxides of nitrogen 

(NOx) produces ozone ( 0 3 ) , another greenhouse gas. 

When NOx is present in low concentrations, the CH4 

oxidation destroys 0_v Overall, methane oxidation is a 

net ozone source . When CH 4 is des t royed in the 

stratosphere, the chlorine and nitrogen cycles that 

destroy O, are suppressed, thus increasing stratospheric 

0} abundances. The destruction process also produces 

stratospheric water vapour which acts as a greenhouse 

gas and plays a role in stratospheric chemistry, tending 

to destroy some O v 

Non-methane hydrocarbons, carbon monoxide and 

NOx, while not important greenhouse gases in their own 

right, can have important indirect effects on radiative 

forcing through the production and destruction of 

tropospheric ozone and their influence on OH and 

methane concentrations. There are not enough baseline 

global and regional monitoring data for these species to 

derive the contributions from the different emission 

sources to their respective global distributions. 

removal process for CH4 is reaction with the hydroxy! 

radical (OH). Addition of CH4 to the atmosphere reduces 

the concentration of tropospheric OH concentration which 

can subsequently feed back and reduce the rate of CH4 

removal. A recent analysis has shown that these chemical 

feedbacks result in an adjustment time for the addition of a 

pulse of CH4 to the atmosphere of 14.5 ± 2.5 years, as 

compared with the "budget" lifetime of 10 ± 2 years used 

in previous IPCC reports, when no account was taken of 

the effect of CH4 on its own lifetime. Use of this longer 

adjustment time increases the direct radiative effect, of a 

given emission of CH4; so part of what was previously 

included under the indirect effect of methane is now 

accounted for in the direct effect. This new adjustment 

Table 4: Estimated sources and sinks of methane for 1980 

to 1990. All figures are in TgfiCHJIyr). Current global 

burden is 4850 TgfCH^. 

(a) Observed atmospheric increase, estimated sinks and 
sources derived to balance the budget. 

Individual estimates Total 

Atmospheric increase 

Sinks of atmospheric CH4 

tropospheric OH 

stratosphere 

soils 

37 (35-40) 

445 (360-530) 

40 (32-48) 

30 (15-45) 

Total atmospheric sinks 

Implied sources (sinks + 
atmospheric increase) 

515 (430-600) 

552 (465-640) 

(b) Inventory of identified sources. 

Individual estimates Total 

Natural sources 

Anthropogenic sources: 

Fossil fuel related 

Total biospheric 

Total anthropogenic sources 

160(110-210) 

100(70-120) 

275 (200-350) 

375(300-450) 

Total identified sources 535 (410-660) 

t 1 Tg = 1 million million grammes which is equivilent to 1 
million tonnes. 

time has been used when calculating the GWP for methane 

and contributes to a slightly larger value compared with 

the 1990 IPCC report (see Section 9). 

In addition, chemical feedbacks resulting from addition 

of CH4 increase the concentrations of other greenhouse 

gases (in particular, tropospheric 0 3 and stratospheric 

water vapour); these are the indirect effects of CH4 (see the 

box on "Atmospheric chemistry"). 

At present the emission of CH4 (from a combination of 

anthropogenic and natural sources) must exceed the 

removal because the atmospheric abundance is increasing. 

CH4 has a short adjustment time compared with CO, and 

so stabilisation of emissions would lead relatively quickly 

to a stable concentration. If current emissions were held 

constant, CH4 concentrations would stabilise in less than 

50 years at about 1900 ppbv (11% higher than at present). 

A reduction in annual methane emissions to levels about 

35 mi l l ion tonnes ( rough ly 10% of a n t h r o p o g e n i c 

emi s s ions ) be low current levels wou ld s tab i l i se 

concentrations at today's levels. (This calculation assumes 

that natural sources and atmospheric losses of methane are 
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Figure 9: (a) CH4 concentration derived from Antarctic ice cores over the past 1000 years. Direct observations of CH4 concentration 
from Cape Grim, Tasmania, are included to demonstrate the smooth transition from ice core to atmospheric measurements. The 
radiative forcing resulting from increases in CH4 relative to the pre-industrial period are indicated on the right-hand axis. The effect of 
overlap with N20 is accounted for according to IPCC (1990). (b) Globally averaged CH4 concentration for 1983 to 1993 showing the 
decline in growth rate during 1992 and 1993. 

not affected by changing climate and atmospheric 
composition over the next century.) 

As for CO,, there are climate feedbacks which involve 
CH4. In particular, methane emissions from northern 
wetlands, permafrost areas and decomposition of methane 
hydrates (clathrates) in continental shelf regions are 
sensitive to changes in temperature and precipitation. 
Measurements show that increases in either temperature or 
duration of water-logging increase methane emissions (a 
positive feedback). Conversely, a lowering of the water 
table in northern wetlands/peat lands may lead to a 
reduction in emissions of methane (a negative feedback). 

Other insights into climate feedbacks come from palaeo-
records which show a clear positive correlation between 
CH4 concentration and global surface temperature on time-
scales of order 10,000 years. CH4 changes are typically 
about 300 ppbv during deglaciations. Recent results have 

also shown CH4 changes of up to about 100 ppbv 
associated with more abrupt temperature fluctuations on 
the century time-scale. These shorter time-scale 
correlations are believed to result from changes in net 
fluxes from wetlands as a rapid response to climate 
change. Therefore the link between CH4 concentration and 
temperature may carry forward into the future, with 
perhaps an additional effect due to clathrate 
decomposition. 

4 Nitrous Oxide (N20) 

There are many small sources of N-,0, both natural and 
anthropogenic, which are difficult to quantify. The main 
anthropogenic sources are from agriculture (especially the 
development of pasture in tropical regions), biomass 
burning, and a number of industrial processes (e.g., adipic 
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Figure 10: Globally averaged, annual mean N-,0 concentration (ppbv) from 1977 to 1993 obtained from NOAA-CMDL flask 
sampling network. Pre-industrial N20 concentration was around 275 ppbv. The radiative forcing resulting from increases in N20 
relative to the pre-industrial period is indicated on the right-hand axis. The effect of overlap with CH4 is accounted for according to 
IPCC0990). 

acid and nitric acid production). A best estimate of the 
current (1980s) anthropogenic emission of N20 is 3 to 
S Tg(N)/yr. Natural sources are probably twice as large as 
anthropogenic ones. Although sources/sinks cannot be well 
quantified, atmospheric measurements and evidence from 
ice cores show that the atmospheric abundance of N^O has 
increased since the pre-industrial era, which is most likely 
due to human activities (Figure 10). The average growth 
rate over the past four decades is about 0.25%/yr 
(O.H ppbv/yr). In 1992 atmospheric levels of N-,0 were 
31 I ppbv; pre-industrial levels were about 275 ppbv. The 
radiative forcing due to the change in N-,0 since pre-
industrial times is about 0.1 Wm~2 (Figure 3). 

N-,0, removed mainly by photolysis (breakdown by 
sunlight) in the stratosphere, has a long lifetime (about 120 
years) which has implications for achieving stable 
concentrations. If emissions were held constant at today's 
level, the N-,0 abundance would climb from 311 ppbv to 
about 400 ppbv over several hundred years. In order for 
N-,0 abundances to be stabilised near current levels, 
anthropogenic sources would need to be reduced by more 
than 5{Y'/r. 

5 Halocarbons 

Halocarbons containing fluorine, chlorine and bromine are 
significant greenhouse gases on a per-molecule basis. The 
chlorine and bromine containing species are also involved 
in the depletion of the ozone layer; the emissions of many 
such compounds are controlled by the Montreal Protocol 
and its subsequent amendments and adjustments. 

The tropospheric growth rates of the major 

anthropogenic source species for stratospheric chlorine and 
bromine (CFCs, carbon tetrachloride, methylchloroform. 
halons) have slowed significantly (Figure 11), in response 
to substantially reduced emissions, as required by the 
Montreal Protocol and its subsequent amendments and 
adjustments. For example, the 1993 CFC-11 annual growth 
rate was 25 to 30% of that observed in the 1970s and 
1980s. The total amount of organic chlorine in the 
troposphere increased by only 1.6% in 1992, about half of 
the rate of increase (2.9%) in 1989. Peak total 
chlorine/bromine loading in the troposphere is expected to 
occur in 1994, but the stratospheric peak will lag by about 
3 to 5 years, so stratospheric abundances will continue to 
grow for a few more years before declining. 
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Figure 11: CFC-11 concentration from 1978 to 1992 from the 
ALE-GAGE global sampling network. Monthly mean clean air 
values are shown for three sites: Ireland, Oregon and Tasmania. 
CFCs are entirely of anthropogenic origin and did not exist in the 
atmosphere prior to the 1950s. The radiative forcing resulting 
from increases in CFC-11 relative to the pre-industrial period are 
indicated on the right-hand axis. 
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With phase out dates for the production and 
consumption of CFCs and other ozone-depleting 
substances now fixed by international agreement, several 
hydrochlorofluorocarbons (HCFCs) and hydrofluoro-
carbons (MFCs) are being manufactured and used as 
substitutes. The growth in the atmospheric concentration 
of HCFC-22 has been observed for several years and is 
currently about 7% per year. The direct global warming 
potentials of most HCFCs and HFCs are less than those of 
the compounds they replace, although some HFCs have 
substantial global warming potentials. Perfluorocarbons, 
which have been proposed as CFC substitutes in some 
applications and are by-products of some industrial 
processes, have very long atmospheric lifetimes (several 
thousand years) and are extremely powerful greenhouse gases. 

The atmospheric residence times of CFC-11 and 
methylchloroform are now better known. Model studies 
simulating atmospheric abundances using known 
emissions suggest best-estimated lifetimes of 50 years for 
CFC-11 and 5.4 years for methylchloroform, with 
uncertainties of about 10%. These models, calibrated 
against CFC-11 and methylchloroform, are used to 
calculate the lifetimes, and hence GWPs, of other gases 
destroyed only in the stratosphere (other CFCs and nitrous 
oxide) and those which are highly reactive with 
tropospheric OH (HCFCs and HFCs). 

The contribution to direct radiative forcing due to 
increases in the halocarbons since pre-industrial times is 
about 0.3 Wm"2 (the largest contributions come from 
CFC-11, CFC-12 and CFC-113). As well as this positive 
direct effect, the halocarbon induced loss of ozone in the 
lower stratosphere represents an indirect radiative forcing 
which is negative (see Section 6.1). 

6 Ozone (03) 

Ozone is an important greenhouse gas present in both the 
stratosphere and troposphere. Changes in ozone can cause 
radiative forcing by influencing both solar and infrared 
radiation. The net radiative forcing is strongly dependent 
on the vertical distribution of ozone change and is 
particularly sensitive to changes around the tropopause 
level, at which height trends are difficult to estimate due to 
a lack of reliable observations. Estimation of the radiative 
forcing due to changes in ozone is thus more complex than 
for the well-mixed greenhouse gases. 

6.1 Stratospheric Ozone 

Decreases in stratospheric ozone have occurred since the 
1970s. The most obvious feature is the annual appearance 
of the Antarctic ozone hole in September and October. The 
October average total ozone values over Antarctica are 
50-70% lower than those observed in the 1960s. The 

ozone loss occurs at altitudes between about 14 and 24 km 
and is caused by the chlorine and bromine compounds 
released in the stratospheric decomposition of halocarbons 
(principally CFCs and halons). 

Statistically significant losses in total ozone have also 
been observed in the mid-latitudes of both hemispheres. In 
the Northern Hemisphere the trends in the 1980s are larger 
in local winter and spring than in summer or autumn, while 
in the Southern Hemisphere the trends show little seasonal 
variation. At Northern mid-latitudes in winter and spring 
the ozone losses amount to about a 10% decrease since 
around 1970. The weight of recent scientific evidence 
strengthens the conclusion that the mid-latitude ozone loss 
is due largely to anthropogenic chlorine and bromine 
compounds. Little or no downward trend in ozone has 
been observed in the tropics (20°N-20°S). 

A variety of techniques indicates that ozone losses have 
occurred in the lower stratosphere (around 20 km altitude) 
where the bulk of the ozone resides. A statistically 
significant trend is also observed at 40 km, but this makes 
a small contribution to changes in total column ozone and 
has a negligible effect on radiative forcing. 

Record low global ozone levels were measured over the 
past two years. Anomalous ozone decreases were observed 
in the mid-latitudes of both hemispheres, with Northern 
Hemispheric decreases being larger than those in the 
Southern Hemisphere. The Antarctic ozone depletions in 
1992 and 1993 were the most severe on record, with ozone 
losses of more than 99% between 14 and 19 km in October 
1993. The globally averaged ozone values were 1-2% 
lower than would be expected from an extrapolation of the 
trend prior to 1991 and allowing for the natural 
fluctuations resulting from the solar cycle and quasi-
biennial oscillation. The 1994 global ozone levels are 
returning to values close to those expected from the long-
term downward trend. 

Since the stratospheric abundances of halocarbon 
compounds are expected to continue to grow for a few 
more years (see Section 5), continuing global ozone losses 
are expected for the remainder of the decade (other things 
being equal), with a gradual recovery throughout the first 
half of the 21st century. 

A loss of ozone in the lower stratosphere over the past 
15 to 20 years has led to a globally averaged radiative 
forcing of about -0.1 Wm"2. This negative radiative forcing 
represents an indirect effect of CFCs and halons (the 
compounds thought to be largely responsible for the ozone 
loss) which, over the last 15 to 20 years, may have 
partially offset their direct warming effect. However, 
because the pattern of stratospheric ozone loss is not 
spatially uniform (it occurs mainly in mid-latitudes and 
polar regions), offsetting the direct and indirect global 
mean radiative forcing may not correctly reflect the 
climatic response (see Section 1). Prior to the onset of 
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significant ozone depletion, the globally averaged radiative 
forcing caused by the increase in halocarbons was between 
+0.1 and+0.2 Wm"2. 

6.2 Tropospheric Ozone 

In the troposphere ozone is produced from various short
lived precursor gases (carbon monoxide (CO), nitrogen 
oxides (NOx) and non-methane hydrocarbons (NMHC)) 
and as a result of chemical feedbacks involving CH4. 
Ozone can also be transported into the troposphere from 
the stratosphere. Changes in tropospheric ozone 
concentration are highly spatially variable, both regionally 
and vertically, making assessment of global long-term 
trends extremely difficult. Observations show that free 
tropospheric ozone has increased above many locations in 
the Northern Hemisphere over the last 30 years. There is 
also some evidence (from measurements made at high 
mountain sites in Europe) that levels have increased in the 
Northern Hemisphere since the early 1900s. Over the last 
decade, trends were small or non-existent. Model 
simulations and the limited observations together suggest 
that tropospheric ozone may have doubled in the Northern 
Hemisphere since pre-industrial times, an increase of 
around 25 ppbv. In the Southern Hemisphere, a decrease 
has been observed since the mid-1980s at the South Pole; 
in the hemisphere as a whole there are insufficient data to 
draw strong inferences. 

Such changes in ozone have potentially important 
consequences for radiative forcing. Although detailed 
quantification is not possible, due to uncertainties in the 
size and distribution of the ozone change since pre-
industrial times, estimates of the radiative forcing are of order 
a few tenths of a Wm'2 (tentatively put at 0.2 to 0.6 Win"2). 

6.3 The Importance of NOx 

Our identification of the major physical and chemical 
processes affecting ozone in the troposphere is much 
further advanced than our ability to calculate or predict 
ozone concentrations. Uncertainties in the global budget of 
tropospheric ozone are associated primarily with our lack 
of knowledge of the distribution of 0 3 and its short-lived 
precursors (NO,., NMHC and CO). Observations of NOx 

are just beginning to reveal the atmospheric distribution 
and large variability in these ozone-producing species, but 
even with the observed distributions we cannot define the 
importance of anthropogenic sources (e.g., transport of 
surface pollution out of the boundary layer, direct injection 
by aircraft) relative to natural sources (lightning, 
stratospheric air) in controlling the global NOx 

distribution. Current estimates of anthropogenic NOx 

sources attribute 24 Tg(N)/yr to fossil fuel combustion at 
the surface, 0.5 Tg(N)/yr to aircraft emissions. 8 Tg(N)/yr 
to biomass burning and an unknown, but significant 
fraction of the 12 Tg(N)/yr released from soils. 

Anthropogenic emissions dominate natural sources by far, 
but emissions from different sources cannot be directly 
compared and their impact is primarily local or regional. 

Aircraft release NOx directly into the free troposphere. 
Such emissions could increase ozone concentration at 
altitudes where ozone is at its most effective as a 
greenhouse gas. The radiative forcing resulting from such 
emissions could thus be more important than equivalent 
NOx emissions at the surface. Until the various 
contributions to NOx and 0 3 levels in the free troposphere 
can be better quantified, the relative importance of the 
various NOx sources in perturbing 0 3 amounts cannot be 
reliably estimated. However, reasonable upper limits may 
be placed on the radiative forcing due to increased 0-, 
produced by the NOx relative to that from the C09 emitted 
by aircraft. Aircraft emit about 3% of total C0 2 emissions 
from fossil fuel combustion and a similar fraction of 
anthropogenic NOx. Our current best guess is that the 
positive radiative forcing due to the release of NOx from 
aircraft could be of similar magnitude or smaller than the 
effect of CO, released from aircraft. These estimates are 
preliminary and may well change in future assessments. 

Aircraft also emit carbon monoxide, water vapour, soot 
and other particles, sulphur gases and other trace 
constituents which have the potential to cause radiative 
forcing. The impact of such emissions has not yet been 
properly assessed. 

7 The Effect of Tropospheric Aerosols 

Aerosols are suspensions of particles (diameter range 10"3 

to 10 jum) in the atmosphere. Tropospheric aerosols are 
formed by dispersal of material from the surface (e.g., soil 
dust), by direct emissions of material into the atmosphere 
(e.g., smoke) and by chemical reactions in the troposphere 
which convert gases (such as sulphur dioxide) into 
particles. The release of sulphur dioxide from fossil fuel 
combustion, and organic and elemental carbon, mainly 
from biomass burning, are the main anthropogenic sources 
of aerosols. 

The addition of anthropogenic aerosols to the 
troposphere can influence the radiative balance of the Earth 
in two major ways: (i) through absorption and through 
scattering of solar radiation back to space, known as the 
direct effect and (ii) by acting as nuclei on which cloud 
droplets form, aerosols can influence the formation, 
lifetime and radiative properties of clouds (e.g., increase the 
amount of solar radiation they reflect): the indirect effect. 

There are many uncertainties associated with estimating 
the climatic influence of aerosols. Aerosols are highly 
variable regionally, in both concentration and chemical 
composition, and observations of their spatial distribution 
in the atmosphere (currently and in the past) are lacking. 
Both the direct radiative effect of aerosols and their ability 
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to modify cloud properties are strongly influenced by 
particle size and composition. As a result, the radiative 
effects of the anthropogenic component of aerosols cannot 
be related to aerosol mass loading in a simple way. The 
radiative effects of anthropogenic aerosols are relatively 
large compared with their mass contribution because most 
anthropogenic aerosols are in the size range which is most 
radiatively active. 

New estimates of both the direct and indirect effect of 
anthropogenic aerosols in the troposphere have become 
available since IPCC 1992. In order to compare different 
aerosol effects it is useful to express them in terms of 
globally averaged values of radiative forcing. The direct 
radiative forcing due to increases in sulphate aerosol since 
1850, averaged globally, is estimated to lie in the range 
-0.25 to -0.9 Wm"2. The direct effect of aerosol from 
biomass burning is estimated to lie in the range -0.05 to 
-0.6 Wm"2. Calculations of the indirect effect of aerosols 
are at an early stage. Preliminary results suggest that the 
radiative effect of aerosols on cloud radiative properties is 
probably a negative forcing and may be of similar 
magnitude to the direct effect. Note that in the global 
average the total aerosol induced radiative forcing is 
negative, but the absorption of solar radiation by 
carbonaceous aerosols may cause local positive radiative 
forcing. It is interesting to compare these estimates with 
the direct radiative forcing due to increases in greenhouse 
gases since pre-industrial times (+2.1 to +2.8 Wm"2) (see 
Figure 3), although, as pointed out in Section 1, it is 
unlikely to be appropriate to add the negative global 

radiative forcing of aerosols to the positive global radiative 
forcing of greenhouse gases. 

Figure 12 shows the spatial distribution of direct 
radiative forcing due to sulphate aerosols derived from a 
radiative transfer model forced with a model derived 
sulphate distribution. The largest forcing occurs over or 
close to regions of industrial activity. Over the eastern 
USA, central Europe, and eastern China, sulphate forcing 
may have offset much of, or in places been greater than, 
the greenhouse gas forcing. In other areas, particularly the 
Southern Hemisphere, the negative aerosol forcing is much 
weaker and greenhouse gas forcing dominates. However, 
care must be taken when comparing regional radiative 
forcing in this way. For example, a local net forcing of 
zero Wm"2 does not necessarily imply a lack of climate 
change, because climate change over a region can be 
affected by changes in circulation as the atmosphere 
responds to radiative forcing in another region (i.e., local 
forcing does not necessarily govern local response). 

Troposphere aerosols have a lifetime of only a few 
days, unlike most greenhouse gases which have lifetimes 
of tens to hundreds of years. So the atmospheric 
concentration of aerosols responds rapidly to changes in 
emissions. Control of sulphate emissions, motivated by 
other environmental considerations for instance, would 
immediately reduce the amount of aerosols in the 
atmosphere. In contrast, reductions in C0 2 emissions have 
a much slower effect (see Section 2.3). Emissions of 
aerosols and their precursors therefore create no long-term 
commitment to radiative forcing, in contrast to C0 2 and 
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Figure 12: Modelled geographic distribution of annual mean direct radiative forcing (Wm"2) from anthropogenic sulphate aerosols in 
the troposphere. The negative radiative forcing is largest over or close to regions of industrial activity. 
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other long-lived greenhouse gas emissions. 

8 What Else Influences Radiative Forcing? 

8.1 Solar Variability 
We know that total solar irradiance varies with an 11-year 
cycle. Space-borne satellite measurements available since 
1978 show that over the most recent sunspot cycle the 
changes in solar irradiance were equivalent to a radiative 
forcing of about 0.2 Wm"2. This may initially seem 
significant, given that it is an appreciable fraction of the 
forcing due to greenhouse gases over the same period. 
However, these changes in solar irradiance are cyclical in 
nature and it is believed that, due to the thermal inertia in 
the climate system, only a small amount of the possible 
temperature change resulting from such transient changes 
in irradiance is realised. In contrast, the changes in 
greenhouse gases represent a sustained and cumulative 
effect over many decades. 

Recent satellite observations show a relationship 
between total solar irradiance and other indicators of solar 
activity which allows a tentative reconstruction of past 
total solar irradiance. Although there is considerable 
uncertainty in estimating solar irradiance before direct 
measurements began, changes in solar irradiance since 
1850 may have contributed a natural radiative forcing of 
around 0.3 Wm"2 (Figure 3). Future forcing due to changes 
in solar irradiance could be negative or positive. 

8.2 Volcanic Activity 
Volcanic eruptions can act to increase the amount of 
aerosol particles in the stratosphere. The dominant 
radiative effect is an increase in scattering of solar 
radiation which reduces the net radiation available to the 
surface/troposphere, thereby leading to cooling. Volcanoes 
have the potential to produce large radiative forcing, but 
the events are transitory. 

The eruption of Mt. Pinatubo in the Philippines in June 
1991 stands out from a climatic point of view as probably 
the most important eruption this century. The largest 
forcing is calculated to have been about -4 Wm"2 around 
one year after the eruption. This decayed to around -1 Wm"2 

after 2 years. Thus, the radiative forcing resulting from Mt. 
Pinatubo for the first 2 years after the eruption was 
comparable, but of opposite sign, to the greenhouse gas 
forcing this century (+2.1 to +2.8 Wm"2). A cooling of 
global surface temperature observed following the eruption 
reached a maximum of 0.3 to 0.5 °C during 1992. 
Simulation of the climatic effects of Mt. Pinatubo aerosols 
using general circulation models (GCMs) have produced 
results in good agreement with observations, with a 
maximum cooling of 0.4 to 0.6 °C. Such simulations 
increase confidence in the ability of GCMs to respond in a 
realistic way to transient, planetary-scale radiative forcings 

of large magnitude. 
Clearly, individual volcanic eruptions can produce large 

radiative forcing effects, but these effects are transitory. 
An important issue here is whether changes in greenhouse 
gases and aerosols due to human activity are significant 
compared with natural factors. A key question is therefore 
whether there has been any trend in volcanic activity over 
the period since industrialisation; this is unlikely. 
However, variations in the occurrence of climatically 
significant eruptions may be a factor in explaining some 
interannual and interdecadal climate variations. 

9 Global Warming Potential (GWP) — a Tool for 
Policymakers 

Policymakers need some measure of possible future 
commitment to global warming resulting from current 
anthropogenic emissions. The GWP is an attempt to 
provide such a measure. The index is defined as the 
cumulative radiative forcing between the present and some 
chosen later time "horizon" caused by a unit mass of gas 
emitted now, expressed relative to some reference gas 
(here CO-, is used). The future global warming 
commitment of a greenhouse gas over the reference time 
horizon is the appropriate GWP multiplied by the amount 
of gas emitted. For example, GWPs could be used to 
calculate the effect of reducing C0 2 emissions by a certain 
amount compared with reducing CH4 emissions, for a 
specified time horizon. 

Derivation of GWPs requires knowledge of the fate of 
the emitted gas (typically not well understood) and the 
radiative forcing due to the amount remaining in the 
atmosphere (reasonably well understood). Consequently, 
GWPs encompass the uncertainty associated with all the 
topics discussed in this report. Additionally the choice of 
time horizon will depend on policy considerations. 

The latest estimates of GWPs are given in Table 5. 
Although the GWPs are quoted as single values, the 
typical uncertainty is ±35% relative to the carbon dioxide 
reference. The majority of GWPs are larger than those 
reported in IPCC (1992), typically by 10-30%. These 
increases are largely due to (i) an improved carbon dioxide 
reference and (ii) improved estimates of atmospheric 
lifetimes. Because GWPs are based on the radiative 
forcing concept, they are difficult to apply to radiatively 
important constituents that are unevenly distributed in the 
atmosphere (e.g., aerosols), for the reasons discussed in 
Section 1. No attempt is made to define a GWP for 
aerosols. 

GWPs need to take account of any indirect effects of the 
emitted greenhouse gas, for example, the formation of 
another greenhouse gas, if they are correctly to reflect 
future warming potential. The calculation of many indirect 
GWP components is not currently possible because of 



Radiative Forcing of Climate Change 33 

Table 5: Global Warming Potentials, referenced to the absolute GWPfor C02. The typical uncertainty is ±35% relative 

to the CO2 reference. 

Species 

Methanet 
Nitrous oxide 

CFCs 
CFC-11 
CFC-12 
CFC-13 
CFC-113 
CFC-114 
CFC-115 

HCFCs, etc. 
HCFC-22 
HCFC-123 
HCFC-124 
HCFC-141b 
HCFC-142b 
HCFC-225ca 
HCFC-225cb 
Carbon tetrachloride 
Methylchloroform 

Bromocarbons 
H-1301 

Other 
HFC-23 
HFC-32 
HFC-43-10mee 
HFC-125 
HFC-134 
HFC-134a 
HFC-152a 
HFC-143 
HFC-143a 
HFC-227ea 
HFC-236fa 
HFC-245ca 
Chloroform 
Methylene chloride 
Sulphur hexafluoride 
Perfluoromethane 
Perfluoroethane 
Perfluorocyclo-butane 
Perfluorohexane 

Chemical 
Formula 

CH4 

N20 

CFCI3 
CF2C12 

CCIF3 
C2F3C13 

C2F4C12 

C2F5C1 

CF2HC1 
C2F3HC12 

C2F4HC1 
C2FH3C12 

C2F2H3C1 
C3F5HC12 

C3F5HC12 

CC14 

CH3CC13 

CF3Br 

CHF3 

CH2F2 

C
5H2F1 0 

C2HF5 

CHF2CHF2 

CH2FCF3 

C2H4F2 

CHF2CH2F 

CF3CH3 
C3HF7 

C3H2F6 

C3H3F, 
CHC13 

CH2C12 

SF6 

CF4 

C2F6 

c-C4Fg 

CsFu 

Lifetime 

(yr) 

14.5±2.5tt 
120 

50±5 
102 
640 
85 

300 
1700 

13.3 
1.4 
5.9 
9.4 

19.5 
2.5 
6.6 
42 

5.4+0.6 

65 

250 
6 

20.8 
36.0 
11.9 
14 
1.5 
3.5 
55 
41 

250 
7 

0.55 
0.41 

3200 
50000 
10000 
3200 
3200 

20 years 

62 
290 

5000 
7900 
8100 
5000 
6900 
6200 

4300 
300 

1500 
1800 
4200 
550 

1700 
2000 
360 

6200 

9200 
1800 
3300 
4800 
3100 
3300 
460 
950 

5200 
4500 
6100 
1900 

15 
28 

16500 
4100 
8200 
6000 
4500 

Global Warming Potential 
(Time Horizon) 

100 years 

24.5 
320 

4000 
8500 

11700 
5000 
9300 
9300 

1700 
93 

480 
630 

2000 
170 
530 

1400 
110 

5600 

12100 
580 

1600 
3200 
1200 
1300 
140 
290 

4400 
3300 
8000 
610 

5 
9 

24900 
6300 

12500 
9100 
6800 

500 years 

7.5 
180 

1400 
4200 

13600 
2300 
8300 

13000 

520 
29 

150 
200 
630 
52 

170 
500 
35 

2200 

9900 
180 
520 

1100 
370 
420 
44 
90 

1600 
1100 
6600 
190 

1 
3 

36500 
9800 

19100 
13300 
9900 

t The methane GWP includes the direct effect and those indirect effects due to the production of tropospheric ozone and 
stratospheric water vapour. The indirect effect due to the production of C0 2 is not included. 
t t For methane the adjustment time is given, rather than the lifetime - see Section 3. 
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inadequate characterisation of many of the atmospheric 
processes involved. 

The GWP value for methane in Table 5 includes both the 
direct and indirect components (e.g., the formation of 
tropospheric ozone), as well as the longer adjustment time 
discussed in Section 3. In the 1992 IPCC report, only the 
direct GWP for methane was quoted; no account was taken 
of the effect of methane on its own lifetime and indirect 
effects were not quantified. For the 100 year time horizon, 
the indirect contributions to the total GWP value are: 
tropospheric ozone change 19 ± 12% and stratospheric 
water vapour change about 4%. As the range indicates, there 
is substantial current uncertainty in the methane GWP. 

The GWPs presented in Table 5 were calculated on the 
assumption that present background atmospheric 
composition remains constant indefinitely. An assumption 
of increasing CO-, concentrations, which lowers the 
additional forcing of incremental CO, emissions, would 
increase the GWP of other gases relative to C09. 

The indirect effect of CFCs and batons through 
stratospheric ozone depletion, which tends to reduce the 
GWPs for these gases, is not included in the values in 
Table 5. Some substitutes for CFCs have lower GWPs than 
the compounds they replace (e.g., short-lived gases like 
HFC-152a). On the other hand, other potential substitutes 
like periluorocarbons (such as CF4 and C9Ffi) have very 
long lifetimes and hence extremely large GWPs over long 
time horizons. 

No GWPs are given for atmospheric constituents such 
as NOx and CO, which are not important greenhouse gases 
in their own right (i.e., they have no significant direct 
effect), but which are covered by the IPCC Guidelines for 
National Greenhouse Gas Inventories. These gases 
indirectly influence the concentration of some other 
greenhouse gases (e.g., tropospheric ozone) through 
atmospheric chemistry. The indirect effects for these gases 
are complex and depend on when and where they are 
emitted. New techniques will need to be developed to 
assess their influence on radiative forcing. 

Figure 13 shows the future warming potential of current 
emissions of various species (i.e., the GWP multiplied by 
estimated mean annual emissions typical of the 1980s). 
The radiative forcing due to contemporary global 
emissions of anthropogenic greenhouse gases over the next 
century is largest from CO-,. However, the GWP weighted 
emissions of CH4 are also important; over a 20-year time 
horizon they are comparable to those of C09 . 

Current emissions of HFCs and perfluorocarbons are 
small, making the present commitment to future radiative 
forcing from these gases much less than for C0 9 and 
methane (Figure 13). However, if emissions were to 
increase in the future, their contribution to future radiative 
forcing would become more important. 
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Figure 13: The product of GWP with estimated annual emissions 
typical of the 1980s for various gases, for time horizons of 20, 
100 and 500 years. The dashed bars indicate the range of possible 
uncertainty considered here in estimating GWPs and total 
anthropogenic emissions. The estimated emissions are 
approximate. The indirect radiative forcing of CFCs and halons 
due to ozone depletion imply that the net GWPs for these gases 
could be negative, but this is presently uncertain. 
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SUMMARY 
Interest in the carbon cycle has increased because of the 
observed increase in levels of atmospheric C0 2 (from 
-280 ppmv in 1800 to -315 ppmv in 1957 to -356 ppmv 
in 1993) and because the signing of the UN Framework 
Convention on Climate Change has forced nations to 
assess their contributions to sources and sinks of C02, and 
to evaluate the processes that control C09 accumulation in 
the atmosphere. Over the last few years, our knowledge of 
the carbon cycle has increased, particularly in the 
quantification and identification of mechanisms for 
terrestrial exchanges, and in the preliminary quantification 
of feedbacks. 

The increase in atmospheric COz concentration since 
pre-industrial times 
Atmospheric levels of C0 2 have been measured directly 
since 1957. The concentration and isotope records prior to 
that time consist of evidence from ice cores, moss cores, 
packrat middens, tree rings, and the isotopic measurements 
of planktonic and benthic foraminifera. Ice cores serve as 
the primary data source because they provide a fairly direct 
and continuous record of past atmospheric composition. 
The ice cores indicate that an increase in C0 2 level of 
about 80 ppmv paralleled the last interglacial warming. 
There is uncertainty over whether changes in CCs levels as 
rapid as those of the 20th century have occurred in the 
past. However, there is essentially no uncertainty that for 
approximately the last 18,000 years, C02 concentrations in 
the atmosphere have fluctuated around 280 ppmv, and that 
the recent increase to a concentration of -356 ppmv, with a 
current rate of increase of -1.5 ppmv/yr, is due to 
combustion of fossil fuel, cement production, and land use 
conversion. 

The carbon budget 
The major components of the anthropogenic perturbation 
to the atmospheric carbon budget are anthropogenic 
emissions, the atmospheric increase, ocean exchanges, and 
terrestrial exchanges. Emissions from fossil fuels and 
cement production averaged 5.5 ± 0.5 GtC/yr over the 
decade of the 1980s (estimated statistically). The measured 
average annual rate of atmospheric increase in the 1980s 
was 3.2 ± 0.2 GtC/yr. Average ocean uptake during the 
decade has been estimated by a combination of modelling 

and isotopic measurements to be 2.0 ± 0.8 GtC/yr. 
Averaged over the 1980s, terrestrial exchanges include a 

tropical source of 1.6 ± 1.0 GtC/yr from ongoing changes 
in land use, based on land clearing rates, biomass 
inventories, and modelled forest regrowth. Recent satellite 
data have reduced uncertainties in the rate of deforestation 
for the Amazon, but rates for the rest of the tropics remain 
poorly quantified. For the tropics as a whole, there is 
incomplete information on initial biomass and rates of 
regrowth. Potential terrestrial sinks may be the result of 
several processes, including the regrowth of mid-latitude 
and high latitude Northern Hemisphere forests (0.5 ± 0.5 
GtC/yr), enhanced forest growth due to CO-, fertilisation 
(0.5-2.0 GtC/yr) and nitrogen deposition (0.2-1.0 GtC/yr), 
and, possibly, response to climatic anomalies (0-1.0 
GtC/yr). Partitioning the sink among these processes is 
difficult, but it is likely that all components are involved. 
While the CO, fertilisation effect is the most commonly 
cited terrestrial uptake mechanism, existing model studies 
indicate that the magnitude of contributions from each 
process are comparable, within large ranges of uncertainty. 
For example, some model-based evidence suggests that the 
magnitude of the CO., fertilisation effect is limited by 
interactions with nutrients and other ecological processes. 
Experimental confirmation from ecosystem-level studies, 
however, is lacking. As a result, the role of the terrestrial 
biosphere in controlling future atmospheric CO, 
concentrations is difficult to predict. 

Future atmospheric C 0 2 concentrations 
Modelling groups from many countries were asked to use 
published carbon cycle models to evaluate the degree to 
which CO, concentrations in the atmosphere might be 
expected to change over the next several centuries, given a 
standard set of emission scenarios (including changes in 
land use). Models were constrained to balance the carbon 
budget and match the atmospheric record of the 1980s via 
C0 2 fertilisation of the terrestrial biosphere. 

Stabilisation of atmospheric C 0 2 concentrations 
Modelling groups carried out stabilisation analyses to 
explore the relationships between anthropogenic emissions 
and atmospheric concentrations. The analyses assumed 
arbitrary concentration profiles (i.e., routes to stabilisation) 
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and final stable CO, concentration; the models were then 
used to perform a series of inverse calculations (i.e., to 
derive CO, emissions given CO-, concentrations). These 
calculations did three things: (I) assessed the total amount 
of fossil carbon that has been released (because land use 
was prescribed), (2) determined the partitioning of this 
carbon between the ocean and the terrestrial biosphere, and 
(3) ascertained what the time course of carbon emissions 
from fossil fuel combustion must have been to arrive at the 
selected arbitrary atmospheric C09 concentrations while 
still matching the atmospheric record through the 1980s. 

Results suggest that in order for atmospheric 
concentrations to stabilise below 750 ppmv, anthropogenic 
emissions must eventually decline relative to today's 
levels. All emissions curves derived from the inverse 
calculations show periods of increasing anthropogenic 
emissions, followed by reductions to about a third of 
today's levels (i.e., to ~2 GtC/yr) for stabilisation at 450 
ppmv by the year 2100, and to about half of current levels 
(i.e.. ~3 GtC/yr) for stabilisation at 650 ppmv by the year 
2200. Additionally, the models indicated that if 
anthropogenic emissions are held constant at 1990 levels, 
modelled atmospheric concentrations of CO-, will continue 
to increase over the next century. 

Among models the range of emission levels that were 
estimated to result in the hypothesised stabilisation levels 
is about 30%. In addition, the range of uncertainty 
associated with the parametrization of C0 2 fertilisation 
(evaluated with one of the models) varied between ±10% 

for low stabilisation values and ±15% for higher 
stabilisation values. The use of C0 2 fertilisation to control 
terrestrial carbon storage, when in fact other ecological 
mechanisms are likely involved, results in an 
underestimate of concentrations (for given emissions) of 5 
to 10% or an overestimate of emissions by a similar 
amount (for given concentrations). 

Feedbacks to the carbon cycle 
Climate and other feedbacks via the oceans and terrestrial 
biosphere have the potential to be significant in the future. 
The effects of temperature on chemical and biological 
processes in the ocean are thought to be small (tens of 
ppmv changes in the atmosphere), but the effects of 
climate on ocean circulation could be larger, with possible 
repercussions for atmospheric concentration of ±100-200 
ppmv. Effects of changing precipitation, temperature and 
atmospheric CO^ can also have effects on the terrestrial 
biosphere, resulting in feedbacks to the atmosphere. 
Models suggest transient losses of about 200 GtC from 
terrestrial ecosystems as temperatures warm, with a 
potential for long-term increases in carbon storage above 
present levels by a few hundred gigatons. Patterns of 
changing land-use will have a substantial effect on 
terrestrial carbon storage and decrease the potential of 
terrestrial systems to store carbon in response to C0 2 and 
climate. Representation of feedbacks on the carbon cycle 
through oceanic and terrestrial mechanisms need to be 
improved in subsequent analyses of future changes to C02 . 
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1.1 Description of the Carbon Cycle 

Atmospheric CO^ provides a link between biological, 
physical, and anthropogenic processes. Carbon is exchanged 
between the atmosphere, the oceans, the terrestrial 
biosphere, and, more slowly, with sediments and 
sedimentary rocks. The faster components of the cycle are 
shown in Figure 1.1. In the absence of anthropogenic CO., 
inputs, the carbon cycle had periods of millennia in which 
large carbon exchanges were in near balance, implying 
nearly constant reservoir contents. Human activities have 
disturbed this balance through the use of fossil carbon and 
disruption of terrestrial ecosystems. The consequent 
accumulation of C0 2 in the atmosphere has caused a 
number of carbon cycle exchanges to become unbalanced. 
Fossil fuel burning and cement manufacture, together 

with forest harvest and other changes of land use, all 
transfer carbon (mainly as CO-,) to the atmosphere. This 
anthropogenic carbon then cycles between the atmosphere, 
oceans, and the terrestrial biosphere. Because the cycling 
of carbon in the terrestrial and ocean biosphere occurs 
slowly, on time-scales of decades to millennia, the 
effect of additional fossil and biomass carbon injected into 
the atmosphere is a long-lasting disturbance of the carbon 
cycle. The relationships between concentration changes 
and emissions of CO-, are examined through use of models 
that simulate, in a simplified manner, the major processes 
of the carbon cycle. The terrestrial and oceanic components 
of carbon cycle models vary in complexity from a few key 
equations to spatially explicit, detailed descriptions of 
ocean and terrestrial biology, chemistry, and transport 

Atmosphere 
750 

Fossil fuels and 
cement production 

Figure 1.1: The global carbon cycle, showing the reservoirs (in GtC) and fluxes (GtC/yr) relevant to the anthropogenic perturbation as 
annual averages over the period 1980 to 1989 (Eswaran et al., 1993; Potter et al., 1993; Siegenthaler and Sarmiento, 1993). The 
component cycles are simplified and subject to considerable uncertainty. In addition, this figure presents average values. The riverine 
flux, particularly the anthropogenic portion, is currently very poorly quantified and so is not shown here (see text). While the surface 
sediment storage is approximately 150 Gt, the amount of sediment in the bioturbated and potentially active layer is of order 400 Gt. 
Evidence is accumulating that many of the key fluxes can fluctuate significantly from year to year (terrestrial sinks and sources: INPF, 
1992; Ciais et al., submitted; export from the marine biota: Wong et al., 1993). In contrast to the static view conveyed by figures such 
as this one, the carbon system is clearly dynamic and coupled to the climate system on seasonal, interannual and decadal time-scales 
(Schimel and Sulzman, 1994; Keeling and Whorf. 1994). 
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RECENT ANOMALIES 

The last few decades have been characterised by a number of observed changes in the carbon cycle: 

The early 1980s were characterised by a period of relatively constant or slightly declining fossil carbon 
emissions. After 1985, emissions again exceeded the 1979 level; each year's release during the latter half of 
the 1980s was 0.1 to 0.2 GtC above that for the previous year (Boden et al., 1991). 

• Direct measurements and ice core data have revealed a general decrease in atmospheric levels of 13C relative 
to 12C by about \%o over the last century (Friedli et al., 1986; Keeling et al, 1989a; Leuenberger et al, 1992). 
This decrease is expected from the addition of fossil and/or terrestrial biospheric carbon, both of which are 
poor in l3C relative to the atmosphere. In contrast, the atmospheric 13C/12C ratio remained nearly constant 
from 1988 to 1993. This constant ratio must reflect changes in the fluxes between the ocean, terrestrial 
biosphere, and atmosphere which currently are not quantified. The atmospheric record of 13C shows a 
decrease of ~0.4%e between the first measurements in 1978 and the present time. The ice core record provides 
information on the changing l3C levels over the past few hundred years (Friedli et al., 1986; Leuenberger et 
a/., 1992). 

• Relative to the long-term average rate of atmospheric C07 concentration increase (-1.5 ppmv/yr), the years 
1988 to 1989 had relatively high CO, concentration growth rates (-2.0 ppmv/yr) while subsequent years 
(1991 to 1992) had very low growth rates (0.5 ppmv/yr) (Boden et al., 1991). The magnitude of the 1988 to 
1989 anomaly depends on what is defined as "normal" for the long-term trend. At Mauna Loa, Hawaii, the 
1988 to 1989 increase was similar to a variation which occurred in 1973 to 1974 (see Figure 1.2). The 
subsequent decrease exceeds any previous anomaly since the Mauna Loa record began in 1958. Data for 1993 
indicate a higher growth rate than that for 1991 to 1992. 

• The CO, record exhibits a seasonal cycle, with small peak-to-peak amplitude (about 1 ppmv) in the Southern 
Hemisphere but increasing northward to about 15 ppmv in the boreal forest zone (55-65°N). This cycle is 
mainly caused by the seasonal uptake and release of atmospheric CO, by terrestrial ecosystems. Part of the 
seasonal signal is driven by oceanic processes (Heimann et al., 1989). The amplitude of the seasonal 
atmospheric CO-, cycle varies with time. For instance, at Mauna Loa (see Figure 1.3; Keeling et al., 1989a), it 
was roughly constant at 5.2 ppmv (peak-to-trough) from the beginning of the Mauna Loa measurements in 
1958 until the mid-1970s. It then increased over the late 1970s to reach 5.8 ppmv for most of the 1980s. The 
most recent data indicate a further increase. Because the trend is not well-correlated with the CO, 
concentration increase (Thompson et al., 1986; Enting, 1987; Manning, 1993), it provides at best weak 
evidence for CO, fertilisation of terrestrial vegetation, in contrast with interpretations that claimed strong 
evidence (e.g., Idso and Kimball, 1993). The variation in amplitude does indicate changes in terrestrial 
metabolism, but not necessarily increased photosynthesis or storage. 

processes. The simpler models, in general, are designed to 
reproduce observed behaviour while the more complex 
models are aimed at incorporating the processes that cause 
the observed behaviour. The latter are thus potentially 
more likely to yield realistic projections of changes in 
storage under conditions different from the present (e.g., 
changing climate). 

Time-scales 

Because CO, added to the atmosphere by anthropogenic 
processes is exchanged between reservoirs having a range 
of turnover times, it is not possible to define a single 
atmospheric "lifetime". This is in contrast with other 

anthropogenic compounds such as N ,0 and the halogens 
that are destroyed chemically in the atmosphere. Because 
the time-scales involved in the CO, exchanges range from 
annual to millennial (thousands of years), the 
consequences of anthropogenic perturbations will be long-
lived. In this regard, the "turnover time" of about 5 years 
for atmospheric CO, deduced from the rate of bomb 14CO, 
removal is relevant to the initial response of 
the carbon system, but it does not characterise the 
much slower, long-term response of atmospheric 
concentrations to the anthropogenic perturbation. 

The remainder of this chapter reviews what is known 
about the carbon cycle as a basis for understanding past 
changes and relationships between future emissions and 
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concentrations. We do not attempt to make specific 
predictions of likely future changes in CO-, concentration -
rather, we assess the sensitivity of the system to particular 
scenarios of future emissions and concentrations. We also 
analyse key areas in which quantitative understanding is 
deficient. The final section of the chapter presents the 
results of a set of calculations relating future CO? 
concentrations and future C 0 2 emissions. These 
calculations, produced by modelling groups from many 
countries following an agreed set of specifications, 
explored various aspects of uncertainty. 

1.2 Past Record of Atmospheric C 0 2 

1.2.1 Atmospheric Measurements since 1958 
Precise, direct measurements of atmospheric CO-, started 
in 1957 at the South Pole, and in 1958 at Mauna Loa, 
Hawaii. At this time the atmospheric concentration was 
about 315 ppmv and the rate of increase was -0.6 ppmv/yr. 
The growth rate of atmospheric concentrations at Mauna 
Loa has generally been increasing since 1958. It averaged 
0.83 ppmv/yr during the 1960s, 1.28 ppmv/yr during the 
1970s, and 1.53 ppmv/yr during the 1980s. In 1992, the 
atmospheric level of C0 2 at Mauna Loa was 355 ppmv 
(Figure 1.3) and the growth rate fell to 0.5 ppmv/yr (see 
"Recent Anomalies" box). Data from the Mauna Loa 
station are close to, but not the same as, the global mean. 

Atmospheric concentrations of C02 have been monitored 
for shorter periods at a large number of atmospheric stations 
around the world (e.g., Boden et al., 1991). Measurement 
sites are distributed globally and include sites in Antarctica, 
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Figure 1.2: The growth rate of C02 concentrations since 1958 
(from the Mauna Loa record). The high growth rates of the late 
1980s, the extremely low growth rates of the early 1990s, and the 
recent increase in the growth rate are all evident. The smooth 
curve shows the same data but filtered to suppress any variations 
on time-scales less than approximately 10 years. 
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Figure 1.3: CO-, concentrations measured at Mauna Loa, Hawaii 
since 1958 showing trends and seasonal cycle. 

Australia, several maritime islands, and high northern 
latitude sites, but, at present, nowhere on the continents of 
Africa or South America. The reliability and high precision 
of the post-1957 record is guaranteed by comparing the 
measured concentration of C09 in air with the concentration 
of reference gas mixtures calibrated by a constant volume 
column manometer. The increase shown by the atmospheric 
record since 1957 can be attributed largely to anthropogenic 
emissions of CO,, although considerable uncertainty exists 
as to the mechanisms involved. The record itself provides 
important insights that support anthropogenic emissions as a 
source of the observed increase. For example, when 
seasonal and short-term interannual variations in 
concentrations are neglected, the rise in atmospheric CO-, is 
about 50% of anthropogenic emissions (Keeling et al., 
1989b) with the inter-hemispheric difference growing in 
parallel to the growth of fossil emissions (Keeling et al., 
1989a; Siegenthaler and Sarmiento, 1993; Figure 1.4). 

1.2.2 Pre-1958 Atmospheric Measurements and C02-Ice 
Core Record over the Last Millennium 

While several sets of relatively precise atmospheric 
measurements of C0 2 were carried out as early as the 
1870s (e.g., Brown and Escombe, 1905), they did not 
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Figure 1.4: Trends in C02 concentration and the growing 
difference in concentration between the Northern and Southern 
Hemispheres. 
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allow assessment of concentration trends, as they were 
neither adequately calibrated nor temporally continuous. 

Measurements of CO? concentration from air extracted 
from polar ice cores are presently the best means to extend 
the CO-, record through the geologically recent past. The 
transformation of snow into ice traps air bubbles which are 
used to determine the CO? concentration. Providing certain 
conditions are met, which include no fracturing of the ice 
samples, absence of seasonal melting at the surface, no 
chemical alteration of the initial concentrations, and 
appropriate gas extraction methods, the ice record provides 
reliable information on past atmospheric CO? 
concentrations (Raynaud et al., 1993). It has been 
suggested that, under certain meteorological 
circumstances, the CO? data from Greenland ice cores may 
be contaminated, apparently influenced by varying levels 
of carbonate dust interacting with acid (Delmas, 1993) or 
organic matter deposition onto the ice sheet. Antarctic ice, 
however, has been uniformly acidic throughout the 
complete range of climate regimes of the last climatic 
cycle, and the available evidence suggests that these data 
are reliable throughout the entire record. Data from 
appropriate sites with unfractured ice are reliable to within 
±3-5 ppmv (Raynaud et al., 1993). The recent ice core 
record is validated by comparison with direct atmospheric 
measurements (Neftel et al, 1985; Friedli et al, 1986; 
Keeling etui, 1989a). 

Several high resolution Antarctic ice cores have recently 
become available in addition to the Siple core (Neftel et 
al., 1985; Friedli et al., 1986) for documenting both the 
"industrial era" CO? levels and the pre-industrial levels 
over the last millennium (Figure 1.5). The main results are: 

The ice core record can be used in combination with 
the direct atmospheric record to estimate, in 
conjunction with an oceanic model, the net changes 
in CO? flux between terrestrial ecosystems and the 
atmosphere (Siegenthaler and Oeschger, 1987). 

The pre-industrial level over the last 1000 years 
shows fluctuations up to 10 ppmv around an average 
value of 280 ppmv. The largest of these, which 
occurred roughly between AD 1200 and 1400, was 
small compared to the 75 ppmv increase during the 
industrial era (Barnola et al., in press, and Figure 
1.5). Short-term climatic variability is believed to 
have caused the pre-industrial fluctuations through 
effects on oceanic and/or terrestrial ecosystems. 

Finally, an important indicator of anthropogenically-
induced atmospheric change is provided by the 14C levels 
preserved in materials such as tree rings and corals. The 
14C concentration measured in tree rings decreased by 
about 2% during the period 1800 to 1950. This isotopic 
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Figure 1.5: CO-, concentrations over the past 1000 years from the recent ice core record and (since 1958) from the Mauna Loa 
measurement site. The inset shows the period from 1850 in more detail including CO? emissions from fossil fuel. Data sources: D47 
and D57 (Barnola et al.. in press): Siple (Neftel et al., 1985 and Friedli et al., 1986) and South Pole (Siegenthaler et al., 1988). The 
smooth curve is based on a lOOyr running mean. All ice core measurements were taken in Antarctica. 
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decrease, known as the Suess effect (Suess, 1955), 
provides one of the most clear demonstrations that the 
increase in atmospheric C0 2 is due to fossil inputs. 

1.2.3 The C02 Record over the Last Climatic Cycle 
Although the magnitude and rate of climate changes 
observed in the palaeo-record covering the last climatic 
cycle may differ from those involved in any future 
greenhouse warming, these records provide an important 
perspective for recent and potential future changes. The 
glacial-interglacial amplitudes of temperature change are 
of similar order to the high estimate of equilibrium 
temperature shifts predicted for a doubling of C0 2 levels 
(Mitchell et al., 1990), although the shifts of the past took 
thousands of years. 

The close association between CO-, and temperature 
changes during glacial-interglacial transitions was first 
revealed by data from the ice core record. Samples from 
Greenland and Antarctica representing the last glacial 
maximum (about 18,000 years before present) indicate that 
C02 concentrations at that time were 190-200 ppmv, i.e., 
about 70% of the pre-industrial level (Delmas et al, 1980; 
Neftel et al, 1982). Thus, an increase of about 80 ppmv 
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Figure 1.6: Temperature anomalies and methane and CO^ 
concentrations over the past 220,000 years as derived from the 
ice core record at Vostok, Antarctica. 

occurred in parallel with the warming starting at the end of 
the glacial period, when the estimated glacial-interglacial 
rise of the mean surface temperature of the Earth rose by 
4°C over about 10,000 years (Crowley and North, 1991). 
These discoveries have since been confirmed by detailed 
measurements of the Antarctic Byrd core for the 8,000 to 
50,000 year BP period (Neftel et al., 1988). Analyses of 
ice cores from Vostok, Antarctica, have provided new data 
on natural variations of CO, levels over the last 220,000 
years (Barnola et al., 1987; 1991; Jouzel et al., 1993). The 
record shows a marked correlation between Antarctic 
temperature, as deduced from the isotopic composition of 
the ice, and the CO, profile (Figure 1.6). 

Clear correlations between CO-, and global mean 
temperature are evident in much of the glacial-interglacial 
palaeo-record. This relationship of CO-, concentration and 
temperature may carry forward into the future, possibly 
causing a significant positive climatic feedback on CO-, 
fluxes. Information about leads and lags between climatic 
variations and changes in radiatively active trace gas 
concentrations is contained in polar ice and deep sea 
sediment records (Raynaud and Siegenthaler, 1993). There 
is no evidence that CO, changes ever significantly (> 1 
kyr) preceded the Antarctic temperature signal. In contrast, 
C0 2 changes clearly lag behind the Antarctic cooling at 
the end of the last interglacial. As temperature changes in 
the South generally preceded temperature changes in the 
North (CLIMAP Project Members, 1984), it cannot be 
assumed that CO, changes never led northern temperature 
changes. Comparison of atmospheric CO, concentration 
and continental ice volume suggests that CO, started to 
change ahead of any significant melting of continental ice. 
It is possible that CO, changes may have been caused by 
changes in climate, and that CO, and other trace gases 
acted to amplify palaeoclimatic changes. 

Changes in climate on time-scales of decades to 
centuries have occurred in the past. The question remains 
whether these changes have been accompanied by changes 
in greenhouse trace gas concentrations. The Greenland ice 
cores (Johnsen et al., 1992; Grootes et al., 1993) show that 
during the last ice age and the last glacial-interglacial 
transition, there was a series of rapid (over decades to a 
century) and apparently large climatic changes in the 
North Atlantic region (~5 to 7°C in Central Greenland: 
Johnsen et al., 1992; Dansgaard et al., 1993). These 
changes may have been global in scale: the methane record 
suggests the potential for parallel changes in the tropics 
(Chappellaz et al., 1993). Evidence for rapid climate 
oscillations during the last interglacial has also recently 
been reported (GRIP Project Members, 1993). However, 
because the details were not confirmed by a second core 
retrieved from the same area (Grootes et al., 1993), the 
possibility that these features were caused by ice-flow 
perturbations cannot be discounted. The Dye 3 ice core 
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from Greenland indicates that CO, concentration shifts of 
~5() ppmv occurred within less than 100 years during the 
last glacial period (Stauffer et ai, 1984). These changes in 
CO, were paralleled by abrupt and drastic climatic events 
in this region. Such large and rapid CO-, changes have not 
been identified in Antarctica, even after accounting for the 
lower time resolution of the Antarctic core (Neftel et al., 
1988). It is possible that impurities have introduced 
artefacts into the Greenland C0 2 record (Delmas, 1993; 
Barnola et al., in press), and that these features do not 
represent real atmospheric C0 9 changes. Nevertheless, 
taken together with independent support from isotopic 
studies of mosses (White et al., 1994), rapid C0 2 events 
recorded during the past cannot be disregarded. 

1.3 The Anthropogenic Carbon Budget 

1.3.1 Introduction 
The phrase "carbon budget" refers to the balance between 
sources and sinks of CO., in the atmosphere, expressed in 
terms of anthropogenic emissions and fluxes between the 
main reservoirs - the oceans, the atmosphere, the 
terrestrial carbon pool - and the build-up of C0 2 in the 
atmosphere. Because of the relative stability of 
atmospheric CO, concentrations over several thousand 
years prior to AD 1800, it is assumed that the net fluxes 
among carbon reservoirs were close to zero prior to 
anthropogenic disturbance. The data described in Section 
1.2 provide the essential background for understanding the 
carbon budget's changes over time. Several approaches are 
used to quantify the components of this budget (other than 
atmospheric mass build-up, which can be measured 
directly), often in combination. 

(a) direct determination of rates of change of the carbon 
content in atmospheric, oceanic, and terrestrial carbon 
pools, either by observations of local inventory changes or 
by local flux measurements, extrapolated globally; 

(b) indirect assessment of the atmosphere-ocean and 
atmosphere-terrestrial biosphere fluxes by means of carbon 
cycle model simulations, either calibrated or partially 
validated using analogue tracers of CO,, such as bomb 
radiocarbon or tritium, or with use of chlorofluorocarbons; 

(c) interpretation of tracers or other substances that are 
coupled to the carbon cycle (14C/12C and 13C/12C ratios 
and atmospheric oxygen). 

The heterogeneity of some aspects of the oceanic and 
terrestrial carbon systems makes reliable extrapolation of 
flux measurements to the entire globe dependent on high 
resolution geographic information and accurate modelling 
of processes. Because of this, method (a) is used only for 

atmospheric carbon and for estimating effects of land use, 
and estimates of other carbon reservoirs are based 
primarily on methods (b) and (c). 

1.3.2 Methods for Calculating the Carbon Budget 

1.3.2.1 Classical approaches 
The calculated ocean uptake rate, together with the 
estimated fossil emissions and the observed atmospheric 
inventory change, allows inference of the net terrestrial 
biospheric balance. Figure 1.7 shows the results of a time-
series rate of change calculation for the atmospheric 
carbon mass, the oceanic component, fossil emissions, and 
the residual of the first three terms. In this calculation, the 
time history of fossil plus cement emissions was deduced 
from statistics (Keeling, 1973; Marland and Rotty, 1984; 
WEC, 1993; Andres et al., 1994), atmospheric 
accumulation was determined from the observational and 
ice core record (e.g., Barnola et al., 1991; Boden et al., 
1991), and ocean uptake was modelled with the GFDL 
ocean general circulation model (Sarmiento et al, 1992). 
Ocean carbon uptake was determined by forcing the ocean 
chemistry with the time history of atmospheric 
concentrations to obtain uptake as a function of the non
linear chemistry of carbon dioxide in the ocean. This 
calculation illustrates the classic means by which the 
carbon budget is calculated. Figure 1.8 shows the balance 
of the terrestrial biosphere, now introducing the time 
history of land use effects together with a calculation of 
the inferred terrestrial sink over time. This calculation 
illustrates the classic estimation of a "missing sink", in 
which a residual sink arises because the sum of 
anthropogenic emissions (fossil, cement, changing land 
use) is greater than the sum of ocean uptake and 
atmospheric accumulation. Note that this approach is quite 
different from the estimation of sources and sinks from the 
spatial distribution of atmospheric concentrations and 
isotopic composition, discussed in Section 1.3.2.3 (Keeling 
et al, 1989b; Tans et al., 1990; Enting and Mansbridge, 
1991). 

1.3.2.2 New approaches: budget assessment based on 
observations of 13C/,2C and 02IN2 ratios 

Several promising approaches have recently been proposed 
to assess the current global carbon budget with less 
dependence on models. Included are observations of 
13C/12C and 02/N2, both of which are strongly influenced 
by the anthropogenic perturbation of the carbon cycle. 

The methods based on 13C exploit the fact that the 
13C/12C ratio in fossil fuels and terrestrial biomass is less 
than that in the atmosphere. There has been a decline in the 
13C/12C ratio of atmospheric CO, over the last century 
(Keeling et al., 1989a). This atmospheric 13C/12C ratio 
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Industrial Carbon Emissions and Global Reservoir Changes Balance of Biosphere 
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Figure 1.7: Fossil carbon emissions (based on statistics of fossil 
fuel and cement production), and representative calculations of 
global reservoir changes: atmosphere (deduced from direct 
observations and ice core measurements), ocean (calculated with 
the GFDL ocean carbon model), and net terrestrial biosphere 
(calculated as remaining imbalance). The calculation implies that 
the terrestrial biosphere represented a net source to the 
atmosphere prior to 1940 (negative values) and a net sink since 
about 1960. 
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Figure 1.8: The carbon balance of the terrestrial biosphere. 
Annual terrestrial biosphere reservoir changes (from Figure 1.7), 
land use flux (plotted negative because it represents a loss of 
biospheric carbon) and the sum of the terrestrial sink processes 
(e.g., Northern Hemisphere regrowth, CO, and nitrogen 
fertilization, climate effects) as implied by conservation of carbon 
mass. 

change propagates through the global carbon cycle, 

causing isotopic ratio changes in the ocean and the 

terrestrial carbon reservoirs. 

Quay et al. (1992) proposed a method to determine the 

global budget from repeated measurements of vertical 

profiles of the 13C/12C ratio in oceanic dissolved inorganic 

carbon. In pr inciple , these observat ions allow us to 

determine the rate of change of the oceanic l3C/12C ratio 

which, toge ther with the obse rved changes in the 

atmospheric 13C/ I2C ratio, provide another constraint on 

the global carbon balance. The ratio permits discrimination 

between oceanic and terrestrial biospheric sinks because 

terrestrial uptake (photosynthesis) discriminates against the 

heavy isotope (13C) much more strongly than does ocean 

uptake. A preliminary analysis based on a data set from 

seven stations in the Pacific Ocean (sampled in the early 

1970s and again in 1990) yielded a mean oceanic sink of 

2.1 ± 0.8 GtC/yr (Quay etal, 1992). 

Additional information for constraining the oceanic 

carbon budget may be provided by the l 3 C/ l 2 C isotopic 

disequilibrium between the air and the sea (Tans et al.. 

1993). The disequilibrium reflects the isotopic adjustment 

of the ocean to the atmospheric perturbation and can be 

used to assess the atmospheric balances of l 3C and C 0 2 , 

thereby discriminating between oceanic and biospheric 

components . Tans et al. (1993) used this method to 

estimate the net air-sea flux of CO-, for the period 1970 to 

1990, which they found to be less than 0.4 GtC/yr, with 

unspecified error ranges. 

Relative to achievable measurement precision, the 

anthropogenic perturbation has a greater effect on isotopic 

composit ion of dissolved organic carbon than on its 

concentrat ion, because the former is not affected by 

chemical buffering reactions. The required analytical 

quality of the isotopic measurements is still high. The 

uncertainty range of the current oceanic sink, as estimated 

by the methods employing isotope measurements, may be 

reduced subs tan t ia l ly if an ex tended m e a s u r e m e n t 

programme is vigorously pursued (Heimann and Maier-

Reimer. submitted). 

The trend in a tmospher ic oxygen, as revealed by 

measurements of the oxygen to nitrogen ratio, can also be 

used to assess the global carbon budget (Keeling and 

Shertz. 1992: Bender et al.. 1994). Oxygen in many 

respects is complementary to carbon. It is consumed 

during combustion and respiration and is released during 

biotic carbon uptake via photosynthesis . The crucial 

difference compared to carbon is that, owing to low 

solubility of O , in water, the magnitude of the oceanic 

oxygen pool is negligible and can be ignored in the global 

oxygen balance. Therefore, measurements of the temporal 

trend in atmospheric oxygen together with the known 0:C 

stoichiometric relations during combustion, respiration, 

and photosynthesis, permit establishment of global oxygen 

and carbon balances, although interannual variations in 

marine photosynthesis and respiration may complicate the 

interpretation of 0 :C data (Keeling and Severinghaus, 

1994). Data are l imi ted , as m e a s u r e m e n t s of the 

oxygen/nitrogen ratio have been reported for only two 

years. Within 10 years it is possible that an accurate, 

model-independent estimate of the oceanic carbon budget 

will be achieved by this method. The atmospheric oxygen 
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trend during the last several decades can also be 
reconstructed from measurements of CO., and the 0-,/N-, 
ratio in glacial surface layers (firn) as a function of depth. 
Preliminary results indicate past ocean CO-, uptake rates 
were large (> 3 GtC/yr), but associated uncertainty ranges 
are also large (Bender et al., 1994). 

Despite high uncertainty, these new approaches provide 
a different, model-independent means of assessing the 
global carbon budget. They provide only estimates of the 
oceanic uptake rate, however. The information gained can 
help reduce the uncertainty in the net terrestrial sink 
quantified by differencing, but to partition the uptake into 
land use fluxes and terrestrial sinks requires other 
approaches. 

1.3.2.3 Constraints from spatial distributions 

The different spatial patterns of sources and sinks of 
atmospheric CO-, create gradients in the concentration that 
vary inversely with the strength of atmospheric transport. 
These spatial distributions of concentration can be 
interpreted quantitatively using models of atmospheric 
transport to match observed concentration distributions. 
This process is known as "inversion". 

The problem of deducing sources and sinks of trace 
gases from observations of surface concentrations presents 
a considerable technical challenge. This is partly because 
the small-scale features of the spatial distribution of 
sources and sinks are blurred by atmospheric mixing. The 
"reconstruction" process amplifies the small-scale details, 
but the errors and uncertainties introduced along the way 
are similarly amplified. Hence, there is a trade-off between 
the spatial resolution sought and the accuracy of the 
estimates obtained. Consequently, only a small number of 
independent source/sink components can be reliably 
determined from the data, and, in general, only the largest 
spatial scales can be resolved (Enting, 1993). This 
explains, in part, the range of interpretations obtained in 
different studies. The uncertainty analysis of Enting et al. 
(1994a), indicates that such analyses cannot, on their own, 
estimate global totals of net fluxes more accurately than 
the classical approach to carbon budget analysis. Thus, at 
present, the constraints from the spatial distribution of CO-, 
act mainly as consistency checks with budgets derived 
from analyses of individual budget components. 

Synthesis inversions include additional information 
beyond atmospheric concentration and transport, and can 
suppress unwanted amplification of small-scale variations 
either by restricting the number of source components 
considered, or through the use of additional constraints 
such as incorporation of independent estimates of source 
strengths. Inversions using two-dimensional atmospheric 
transport models have been presented by Tans et al. (1989) 
and Enting and Mansbridge (1989; 1991). Three-

dimensional modelling studies of source and sink 
distributions have been presented by Keeling et al. 
(1989b), Tans et al. (1990) and Enting et al. (1994a). 

The main results that have been obtained from inverse 
calculations using atmospheric transport modelling are: 

• Northern Hemisphere source. Inversion calculations 
reveal a strong Northern Hemisphere release, as 
expected from increased use of fossil fuels. This 
source is so strong that it tends to obscure other 
details of the source-sink distribution and is 
additional confirmation of the role of fossil fuel 
emissions in atmospheric concentration change. 

• Northern Hemisphere sink. After subtracting the 
fossil source, there is a strong net sink in the 
Northern Hemisphere which may involve both 
marine and terrestrial components (e.g., Tans et al., 
1990). The partitioning remains controversial 
(Keeling et al, 1989b; Ciais et al, submitted), but 
recent isotopic analyses suggest an appreciable 
terrestrial component (Ciais et al., submitted). A 
Northern Hemisphere sink, as estimated by inverse 
calculations, is consistent with results from terrestrial 
studies that suggest sinks are the result of changing 
land use (e.g., Dixon et al., 1994) and nitrogen 
deposition (largely confined to the industrialised 
Northern Hemisphere) (e.g., Schindler and Bayley, 
1993). 

• Indirect evidence of the existence of a tropical biotic 
sink. The net equatorial source from oceanic 
outgassing and changes in tropical land use is 
smaller than expected based on other estimates (see 
Sections 1.3.3.3 and 1.3.3.4), consistent with a role 
for nutrient and CO-, fertilisation and forest 
regrowth. 

• Southern Ocean source. Most studies indicate a 
source (probably oceanic) at high southern latitudes. 

Southern Hemisphere sink. The net Southern 
Hemisphere sink (which is presumably oceanic, 
given the small proportion of Southern Hemisphere 
land) is weaker than expected in comparison with 
northern ocean sinks. 

1.3.3 Sources and Sinks of Anthropogenic C02 

1.3.3.1 Fossil carbon emissions 
The dominant anthropogenic CO-, source is that generated 
by the use of fossil fuels (coal, oil, natural gas, etc.) and 
production of cement. The total emissions of CO, from the 
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use of fossil carbon can be estimated based on documented 
statistics of fossil fuel and cement production (Keeling, 
1973; Marland and Rotty, 1984; WEC, 1993; Andres et al., 
1994). Average (1980 to 1989) fossil emissions were 
estimated to be 5.5 GtC/yr (Andres et al., 1994). During 
1991, the reported emissions totalled 6.2 GtC (Andres et 
al., 1994). The cumulative input since the beginning of 
the industrial revolution (1751 to 1991) is estimated to 
be approximately 230 GtC (Andres et al., 1994). 
Uncertainties associated with these estimates are less than 
10% for the decade of the 1980s (at the 90% confidence 
level) based on the methods presented in Marland and 
Rotty (1984). 

1.3.3.2 Atmospheric increase 

The globally averaged CO-, concentration, as determined 
through analysis of NOAA/CMDL data (Boden et al., 
1991; Conway et al, 1994), increased by 1.53 ± 0.1 
ppmv/yr over the period 1980 to 1989. This corresponds to 
an annual average rate of change in atmospheric carbon of 
3.2 ± 0.2 GtC/yr. Other carbon-containing compounds like 
methane, carbon monoxide, and larger hydrocarbons, 
contain - 1 % of the carbon stored in the atmosphere and 
can therefore be neglected in the atmospheric carbon 
budget. 

1.3.3.3 Ocean exchanges 

The ocean contains more than 50 times as much carbon as 
the atmosphere. Over 95% of the oceanic carbon is in the 
form of inorganic dissolved carbon (bicarbonate and 
carbonate ions); the remainder is comprised of various 
forms of organic carbon (living organic matter, particulate 
and dissolved organic carbon) (Druffel et al., 1992). 

The role of the oceans in the global carbon cycle is 
twofold: first, it represents a passive reservoir which 
absorbs excess atmospheric CO?. It is this role that is 
discussed in this section. Second, changes in the physical 
state of the ocean (temperature, circulation) and the marine 
biota may affect the rate of air-sea exchange, and thus 
future atmospheric C02 . This second role, subsumed under 
"feedbacks", is addressed in Section 1.4.3. 

The oceanic uptake of excess C 0 2 proceeds by (1) 
transfer of the CO, gas through the air-sea interface, (2) 
chemical interactions with the oceanic dissolved inorganic 
carbon, and (3) transport into the thermocline and deep 
waters by means of water mass transport and mixing 
processes. Though there are large geographical and 
seasonal variations of the surface ocean partial pressure of 
C09, averaged globally and annually, the surface water 
value is close to that for equilibrium with the atmosphere. 
Therefore, processes (2) and (3) are the main factors 
limiting the capacity of the ocean to serve as a sink on 

decadal and centennial time-scales. The chemical buffering 
reactions between dissolved CO, and the HCO,~ and 
CO^" ions reduce the rate of oceanic CO, uptake. At 
equilibrium, an atmospheric increase in CO-, concentration 
of 10% is associated with an oceanic increase of dissolved 
inorganic carbon of merely 1%. This potential uptake 
occurs only in those parts of the ocean that are mixed with 
surface waters on decadal time-scales. Therefore, on time-
scales of decades to centuries, the ocean is not as large a 
sink for excess CO-, as it might seem from comparison of 
the relative sizes of the main carbon reservoirs (Figure 
1.1). While carbon chemistry is known in sufficient detail 
to perform accurate calculations, oceanic transport and 
mixing processes remain the primary uncertainties in the 
determination of the oceanic uptake of excess CO,. 

The marine biota, if in steady state, are believed to play 
a minor role, if any at all, in the uptake of excess 
anthropogenic CO,. The marine biota, however, play a 
crucial role in maintaining the steady-state level of 
atmospheric CO,. About three-quarters of the vertical 
gradient in dissolved inorganic carbon is generated by the 
export of newly produced carbon from the surface ocean 
and its regeneration at depth (a process referred to as 
"biological pump"). In the open ocean, however, this 
process is believed to be limited by the availability of 
nutrients, light, or by phytoplantkon population control via 
grazing, and not by the abundance of carbon (Falkowski 
and Wilson, 1992). Therefore, a direct effect of increased 
dissolved inorganic carbon (less than 2.5% since prc-
industrial times) on carbon fixation and export is unlikely, 
although a recent study by Riebesell et al. (1993) 
suggested that under particular conditions the rate of 
photosynthesis and hence phytoplankton growth might 
indeed be limited by the availability of CO, as a dissolved 
gas. The global significance of this effect, however, 
remains to be assessed. (See Section 1.4.3 for a discussion 
of the potential indirect effects of increased dissolved 
inorganic carbon.) 

Flux of carbon from the terrestrial biosphere to the 
oceans takes place via river transport. Global river 
discharge of carbon in organic and inorganic forms may be 
-1.2-1.4 GtC/yr (Schlesinger and Melack, 1981; Degens et 
al., 1991; Maybeck, 1993). A substantial fraction of this 
transport (up to 0.8 GtC/yr), however, reflects the natural 
geochemical cycling of carbon and thus does not affect the 
global budget of the anthropogenic C 0 2 perturbation 
(Sarmiento and Sundquist, 1992). Furthermore, the 
anthropogenically induced river carbon fluxes reflect, to a 
large extent, increased soil erosion and not a removal of 
excess atmospheric CO,. 

The role of coastal seas in the global carbon budget is 
poorly understood. Up to 30% of total ocean productivity 
is attributed to marine productivity in the coastal seas, 
which comprise only - 8 % of the oceanic surface area. 
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Here, discharge of excess nutrients by rivers might have 
significantly stimulated carbon fixation (up to 0.5-1.0 
GtC/yr). At present, however, it is not known how much of 
this excess organic carbon is simply reoxidised, and how 
much is permanently sequestered by export to the deep 
ocean, or in sediments on the shelves and shallow seas. 
Because of the limited surface area, a burial rate 
significantly exceeding 0.5 GtC/yr is not very likely, as it 
would require all coastal seas to be under-saturated in 
partial pressure of C02 by more than 50 //atrn on annual 
average, in order to supply the carbon from the 
atmosphere. Such under-saturations have been 
documented, e.g., in the North Sea (Kempe and Pegler, 
1991), but these measurements are unlikely to be 
representative of all coastal oceans. Based on the above 
considerations, the role of the coastal ocean is judged most 
likely to be small, but, at present, cannot be accurately 
assessed and so is neglected in the budget presented in this 
chapter (Table 1.3). 

Exchanges of carbon between the atmosphere and the 
oceans (net air-sea fluxes) can be deduced from 
measurements of the partial pressure difference of CO-, 
between the air and surface waters. This calculation also 
requires knowledge of the local gas-exchange coefficient, 
which is a relatively poorly known quantity (Watson, 
1993). Furthermore, while the globally and seasonally 
averaged partial pressure of surface waters is close to the 
value for equilibrium with the atmosphere, large 
geographical and seasonal variations exist, induced both 
by physical processes (upwelling, vertical mixing, sea 
surface temperature fluctuations) and by the activity of the 
marine biota. Representative estimates of the seasonally 
and regionally averaged net air-sea carbon transfer thus 
necessitates sampling with high spatial and temporal 
resolution (Garcon et al., 1992). Estimates of the regional 
net air-sea carbon fluxes have been obtained, albeit with 
considerable error margins. However, the global oceanic 
carbon balance is more difficult to deduce by this method, 
as it represents a small residual computed from summing 
up the relatively large emissions from super-saturated and 
uptake in under-saturated regions (Tans et al., 1990; 
Takahashi et al., 1993; Wong et al., 1993; Fung and 
Takahashi. 1994). The World Ocean Circulation 
Experiment (WOCE) survey has nevertheless 
demonstrated the feasibility of direct measurement 
programmes, and the importance of measurements as a 
cross-check for other approaches should not be underrated. 

The oceanic contribution to the global carbon budget 
can also be assessed by direct observations of changes in 
the oceanic carbon content. This approach also suffers 
from the problem of determining a very small signal 
against large spatial and temporal background variability. 
Model estimates of the rate of change induced by the 
anthropogenic perturbation are of the order of 1 part in 

2000/yr. Therefore, on a 10-year time-scale, variations in 
dissolved inorganic carbon would have to be measured 
with an accuracy of better than 1% in order to determine 
the carbon balance in a particular oceanic region. While 
such accuracy can be obtained, a substantial sampling 
effort is required (Keeling, 1993). Determination of the 
global oceanic budget by this approach does not appear 
feasible in the near future. However, repeated 
observational surveys might reveal regional carbon 
inventory changes, and thus might provide a cross-check 
for other approaches. 

Model results 

The present-day oceanic uptake of excess C0 2 is estimated 
using ocean carbon model simulation experiments, with 
observed atmospheric CO? concentration as a prescribed 
boundary condition. It is only necessary to model the 
transport and mixing of the excess carbon perturbation if 
the marine biota are assumed to remain on an annual 
average in a steady state, as excess C0 2 will disperse 
within the ocean like a passive tracer, independent of the 
background natural distribution of dissolved inorganic 
carbon. In particular, the perturbation excludes a natural 
cycle of carbon transported by rivers, outgassed by the 
oceans and then taken up by the terrestrial biota. 

Until recently, most models of the oceanic uptake of 
anthropogenic C0 2 consisted of a series of well-mixed or 
diffusive reservoirs ("boxes") representing the major 
oceanic water masses, connected by exchange of water 
(Oeschger et al., 1975). Global transport characteristics of 
these models were obtained from simulation studies of the 
oceanic penetration of bomb radiocarbon (14C) validated 
by comparison with observations (Broecker et al., 1985). 
Bomb radiocarbon, however, does not accurately track the 
oceanic invasion of anthropogenic carbon, because oceanic 
concentration changes of carbon isotopes depend on the 
full time history of those inputs and 14C entered the ocean 
with an atmospheric history different from that of natural 
CO-,. Furthermore, CO-, uptake depends on chemical 
interactions with dissolved inorganic C, while uptake of 
14C does not. Nevertheless, bomb radiocarbon provides a 
powerful constraint on ocean carbon models, a constraint 
which may be supplemented by analyses of other steady 
state and transient tracers, such as halocarbons, tritium 
from nuclear weapon testing, and possibly 13C. 

Recently, three-dimensional oceanic general circulation 
models (OGCMs) have been used for modelling CO^ 
uptake by the oceans (Maier-Reimer and Hasselmann, 
1987; Sarmiento et al., 1992; Orr, 1993). These models 
calculate oceanic circulation on the basis of the physics of 
fluid dynamics, and the few adjustable model parameters 
are primarily tuned to reproduce the relatively well-known 
large-scale patterns of ocean temperature and salinity. It is 
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known that the OGCMs used in published global carbon 
cycle studies show significant and similar deficiencies 
(e.g., too weak a surface circulation, inaccurate deep 
convection, absence of high resolution features). 
Simulation of transient tracers, bomb radiocarbon in 
particular, provides an important validation test. 

The average of modelled rates of oceanic carbon uptake 
is 2.0 GtC/yr over the decade 1980 to 1989 (Orr, 1993; 
Siegenthaler and Sarmiento, 1993). This value is 
corroborated by model experiments projecting future 
concentrations of atmospheric C0 9 (see Section 1.5, and 
Enting et al., 1994b) and by a simulation with a newly-
developed two-dimensional global ocean model (Table 
1.1; Stocker et al., 1994). The spread of the modelled 
uptake rates corresponds to a statistical uncertainty of only 
about ± 0.5 GtC/yr (at the 90% confidence level). 
However, recent assessments of the global radiocarbon 
balance (Broecker and Peng, 1994; Hesshaimer et al., 
1994) suggest that the oceanic carbon uptake estimates of 
box models tuned by bomb radiocarbon might have to be 
revised downwards by up to 25%. Furthermore, the spread 
of the OGCM results listed in Table 1.1 might be 
fortuitously small in view of the similar deficiencies in 
these models. Based on these considerations we do not 
change the estimate of the uncertainty of the ocean uptake 
from the value of + 0.8 GtC/yr as given by IPCC in 1990 
(Watson et al, 1990) and in 1992 (Watson et al., 1992). 

1.3.3.4 Terrestrial exchanges 

In previous assessments (IPCC, 1990; 1992), the 
remaining intact terrestrial biosphere has often been 
assumed to be a significant sink for carbon dioxide, 

balancing or exceeding emissions derived from changing 
land use. The calculated imbalance, which has been a 
persistent feature of global carbon cycle calculations 
(Broecker et al., 1979), arises from the difference between 
measured atmospheric changes, statistically derived fossil 
fuel and cement emissions, modelled ocean uptake, and 
estimated emissions from changing land use. In this 
assessment, part of the previously calculated imbalance is 
accounted for by effects of changing land use in the middle 
and high latitudes (0.5 ± 0.5 GtC/yr: Table 1.3). Several 
processes may contribute to increased terrestrial carbon 
storage (Table 1.2), but the problem of detecting these 
increases is troublesome. 

Difficulty in quantifying the role of the terrestrial 
biosphere in the global carbon cycle arises because of the 
complex biology underlying carbon storage, the great 
heterogeneity of vegetation and soils, and the effects of 
human land use and land management. We consider the 
following issues: 

Deforestation and change in land use. CO, is 
emitted to the atmosphere as a result of land use 
changes such as biomass burning and forest harvest 
through the oxidation of vegetation and soil carbon. 
These "emissions from changing land use" are 
currently largest in the tropics, but prior to the 1950s, 
the middle latitudes were a larger source than were 
the tropics. 

• Forest regrowth. Carbon is absorbed by regrowing 
forests following harvest. This absorption is included 
as a factor in the calculation of net emissions from 
disturbed regions. In the tropics, emissions are 

Table 1.1: Excess C02 uptake rates (average 1980 to 1989) calculated by various ocean carbon cycle models. 

Model Ocean uptake (GtC/yr) Reference 

Bomb radiocarbon-based box models 

Box-diffusion model 

HILDA model ("Bern model") 

Three-dimensional ocean general circulation models 

Hamburg Ocean Carbon Cycle Model (HAMOCC-3) 

GFDL Ocean General Circulation Model 

LODYC Ocean General Circulation Model 

Two-dimensional ocean circulation models 

AVERAGE of all models 

2.32 

2.15 

1.47 

1.81 

2.10 

2.1 

2.0 

Siegenthaler & Sarmiento (1993) 

Siegenthaler & Joos (1992) 

Maier-Reimer (1993) 

Sarmiento et al. (1992) 

Orr (1993) 

Stocker et al. (1994) 
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Table 1.2: Processes leading to increased terrestrial 

storage and their magnitudes (GtC/yr): average for the 

1980s. 

Processes 

Mid-/high latitude forest regrowth 0.5 ± 0.5 

CO; fertilisation 0.5-2.0 

Nitrogen deposition 0.2-1.0 

Climatic effects 0-1.0 

thought to exceed the uptake by secondary growth 

following forest harvest, but uptake from regrowth in 

the middle and high latitudes apparently results in a 

net sink for atmospheric C 0 2 (see below). 

Fertilisation by carbon dioxide. As atmospheric CO-, 

increases, plants increase their uptake of carbon, 

potentially increasing carbon storage in the terrestrial 

b iosphere . This m e c h a n i s m has often been 

hypothesised to account for the calculated imbalance 

in the global carbon budget (the "missing sink"). 

There is s t rong phys io log ica l ev idence for 

photosynthetic increase with C01 fertilisation (e.g., 

Woodward, 1992), but interspecific differences in 

the magnitude of effects on photosynthesis and 

growth range from marked e n h a n c e m e n t to 

negligible and even negative responses. Considerable 

uncertainty exists as to how to translate laboratory 

and field results into a global estimate of changing 

biospheric carbon storage, as ecosystem feedbacks 

and constraints are numerous (see Section 1.4.2). 

Nitrogen fertilisation. Most terrestrial ecosystems 

are limited by nitrogen, as evidenced by increased 

carbon storage after nitrogen fertilisation. Additions 

of nitrogen to the terrestrial biosphere through both 

intentional fertilisation of agricultural land and 

deposi t ion of nitrogen arising from fossil fuel 

combustion and other anthropogenic processes can 

result in increased terrestrial storage of carbon. 

Climate. The processes of terrestrial carbon uptake 

(photosynthesis) and release (respiration of vegetation 

and soils) are influenced by climate. Decadal time-

scale variations in climate may have caused natural 

changes in carbon s torage by the ter res t r ia l 

biosphere, acting in conjunction with or even counter 

to the anthropogenic effects described above. This 

effect on storage is separate from the potential future 

changes in carbon storage which might arise from 

greenhouse gas-induced changes of climate. 

• Interactions. The processes mentioned above are not 

i ndependen t , and their m a g n i t u d e s are not 

necessari ly addit ive. For example , much of the 

anthropogenic nitrogen has been deposited by the 

atmosphere on regrowing forests of the middle and 

high latitudes, thereby potentially enhancing carbon 

storage in these regions. Recent measurements of 

mid-latitude and high latitude forest regrowth may 

therefore reflect the combined effects of nitrogen 

deposition, elevated C 0 2 concentrations, and climate 

variability. Also, C O , fertilisation can affect the 

nitrogen cycle and vice versa (see Section 1.4.2). It 

is possible that nitrogen deposition will enhance the 

effectiveness of carbon storage by offsetting the 

increased plant demand for nitrogen caused by 

increased concentrations of C 0 2 . Interactive effects 

with air pollutants such as tropospheric ozone may 

also be important. 

1.3.3.4.1 Emissions from changing land use 

Deforestation and other changes in land use (including 

land management) cause significant exchanges of CO^ 

between the land and atmosphere. Changes in land use 

from 1850 to 1990 resulted in cumulative emissions of 122 

± 40 GtC (Houghton, 1994a). From the last century 

through the 1940s, expansion of agriculture and forestry in 

the middle and high latitudes dominated carbon emissions 

from the terrestrial biosphere (Houghton and Skole, 1990). 

Since then, conversion of temperate forests for agricultural 

use has diminished and forests are regrowing in previously 

logged forests and on abandoned agr icul tural lands 

(Melillo et al., 1988; Birdsey et al., 1993; Dixon et al., 

1994). Emissions from the tropics have generally been 

increasing since the 1950s. Estimates for 1980 range from 

0.4 to 2.5 GtC (Houghton et al., 1987; Detwiler and Hall, 

1988; Watson ef a/., 1990). 

While uncertainties in the estimated rate of tropical 

defores ta t ion are large ( F A O , 1993) , e s t imat ion of 

deforestation rates and area of regrowing forests have 

improved recently through the use of remote sensing. For 

example, satellite imagery has reduced estimated rates of 

deforestation in the Brazilian Amazon (INPE, 1992; Skole 

and Tucker, 1993). The lack of satellite analyses for other 

tropical areas may mean that the flux from the tropics as a 

whole has been overestimated. 

While there is considerable uncertainty in estimated 

emiss ions from chang ing land use, the most recent 

compilations (Dixon et al., 1994; Houghton, 1994b) agree 

that tropical emissions averaged 1.6 ± 1.0 GtC/yr in the 

1980s. These analyses take into account the changing 

estimates of deforestation rates (INPE, 1992; Skole and 

Tucker, 1993) as well as other new data. The uncertainty 

es t imate reflects the cont roversy over quant i ty and 
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distribution of biomass (e.g., Brown and Lugo, 1992; 
Fearnside, 1992) as well as the errors associated within 
and between individual studies. At this writing, 
considerable work is in progress; it is possible that the 
estimate of emissions from changing land use in the tropics 
may be modified in the near future. Of particular concern 
is the currently poor evaluation of effects of changing land 
use in the drier, open canopy forests of the seasonal tropics 
(FAO, 1993), and poor knowledge of carbon accumulation 
in regrowing forests. 

1.3.3.4.2 Uptake ofC02 by changing land use 

Several recent analyses suggest a sink of carbon in 
regrowing Northern Hemisphere forests. Estimates for the 
magnitude of this term range from essentially zero to 0.74 
GtC/yr (Melillo et al., 1988; Houghton, 1993; Dixon et al., 
1994). It is difficult to assess the magnitude of this sink for 
two reasons. The first is the wide disparity in published 
regional estimates (e.g., a Russian sink of 0.01-0.06 GtC/yr 
(Melillo et al, 1988; Krankina and Dixon, 1994) versus 
0.3-0.5 GtC/yr (Dixon et al, 1994)). 

A more fundamental problem is the confusion of carbon 
uptake via forest growth versus forest regrowth. As a basis 
for understanding how fluxes might change in the future, 
we seek in this report to separate increases in forest carbon 
storage that result from the regrowth of previously 
harvested forests versus storage due to processes such as 
C02 fertilisation, nitrogen deposition, and changes in fire 
frequency, management practices, or climate, all of which 
can affect forest growth. Inventory-based estimates of 
forest carbon storage are made by multiplying the age 
distribution of forest stands (rates of carbon accumulation 
generally decrease as stands age) by age-specific rates of 
carbon accumulation, estimated from observations. 
However, as forest carbon accumulation has been 
measured during the period of changing CO-, and nitrogen 
deposition, and possibly climate, forest inventories cannot 
distinguish the amount of accumulation attributable to 
individual processes. 

The confusion of mechanisms is not important when 
inventory data are used to corroborate the results of inverse 
modelling (e.g., Tans et al., 1990; Enting and Mansbridge, 
1991; Ciais et al., in press), but separation of carbon 
storage mechanisms is essential for projections of future 
changes in carbon storage. Estimates of carbon storage due 
to nitrogen deposition or CO^ fertilisation (Peterson and 
Melillo, 1985; Schindler and Bayley, 1993; Gifford, 1994) 
cannot be added to inventory-based land use sinks ( Dixon 
et al., 1994; Houghton, 1994b). Moreover, inventory data 
are ill-suited for the task of projecting future carbon uptake 
because the inventory-based method does not distinguish 
between demographic effects such as forest harvest, 
agricultural abandonment, and natural disturbance such as 

fire and wind (Kolchugina and Vinson, 1993). The 
problem of quantifying the contribution of individual 
mechanisms to total carbon storage is even greater in the 
tropics, where few demographic data exist. Thus, it is 
inappropriate to rely entirely on inventory-based 
measurements for initialisation of terrestrial carbon 
models. 

In addition to changes on forested lands, the decline in 
soil carbon storage in agricultural lands may have been 
reversed in the middle latitudes. Best management 
practices may even lead to storage increases in the future 
(Metherell, 1992). While the world-wide extent of 
management changes and their effect on carbon balance is 
poorly known, a recent assessment of carbon storage in 
USA croplands suggests possible increases over the 
coming few decades of 0.02-0.05 GtC/yr; the authors note 
that similar changes are likely to have occurred over the 
past few decades (Donigian et al., 1994). In terms of the 
global C budget, increases in soil storage are small 
(Schlesinger, 1990), although they may be significant at 
the regional, or even national, scale. 

1.3.3.4.3 Other terrestrial sink processes 

While little has been done to increase understanding of 
potential sinks in tropical forests, analyses based on 
models of forest growth, age distribution data, and the age-
growth relationship suggest carbon accumulation in 
Northern Hemisphere forests may be as high as ~1 GtC/yr 
(Dixon et al., 1994). Analyses based on observed 
atmospheric CO, and 13CO-, suggest a strong Northern 
Hemisphere terrestrial sink. While various pieces of 
evidence support a substantial terrestrial sink in the 
Northern Hemisphere, direct observations to confirm the 
hypothesis and to establish the processes responsible for 
increasing carbon storage are lacking. For example, tree 
ring studies of contemporary and pre-industrial forest 
growth rates are contradictory. These studies have revealed 
enhanced growth in subalpine conifers (LaMarche et al., 
1984), no growth enhancement beyond that explained by 
climatic variability (Graumlich, 1991; D'Arrigo and 
Jacoby, 1993), and both positive and negative changes in 
growth rate dependent upon species and location (Briffa et 
al., 1990). Models and observational data to confirm 
tropical sinks are even more deficient (e.g., Brown and 
Lugo, 1984; 1992; Fearnside, 1992; Skole and Tucker, 
1993; Dixon et al., 1994). Improved observations for 
identifying terrestrial sinks is necessary for the 
improvement of models capable of projecting future states 
of the carbon cycle, and also for quantifying regional 
contributions to terrestrial sources and sinks. Processes 
that may contribute to a terrestrial sink are explored below 
(see Table 1.2). 
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C 0 2 fertilisation 

Experimental studies of agricultural and wild plant species 
have shown growth responses of typically 20-40% higher 
growth under doubled C0 2 conditions (ranging from 
negligible or negative responses in some wild plants to 
responses of 100% in some crop species (Korner and 
Arnone, 1992; Rochefort and Bazzaz, 1992; Coleman et 
al., 1993; Idso and Kimball, 1993; Owensby et a!., 1993; 
Policy et al., 1993; Idso and Idso, 1994)). The majority of 
these studies were short-term and were conducted with 
potted plants (Idso and Idso, 1994). The effect of increased 
growth under elevated CO-, conditions, known as the CO, 
fertilisation effect, is often assumed to be the primary 
mechanism underlying the imbalance in the global carbon 
budget. This assumption implies a terrestrial sink that 
increases as CO-, increases, acting as a strong negative 
feedback. However, while the potential effect of CO-, in 
experimental and some field studies is relatively strong 
(e.g., Drake, 1992; Idso and Kimball, 1993; see also 
review by Idso and Idso, 1994), natural ecosystems may be 
less responsive to increased levels of atmospheric CO.,. 
Evidence that the effects of CO-, on long-term carbon 
storage may be less than is suggested by short-term pot 
studies of photosynthesis or plant growth includes: 

(1) Field studies showing reduced responses over time 
(Oechel et al., 1993) and zero, small, or statistically 
insignificant responses (Norby et al., 1992; Jenkinson et 
al., 1994); 

(2) Evidence that plants with low intrinsic growth rates, a 
common trait in native plants, are less responsive to CO, 
increases than are rapidly growing plants, such as most 
crop species (Poorter, 1993); 

(3) Results of model simulations which suggest that 
increases in carbon storage eventually become nutrient-
limited (Comins and McMurtrie, 1993; Melillo et al., 
1994; reviewed in Schimel, 1995). (Long-term nutrient 
limitation is different from the short-term nutrient 
limitation of photosynthesis and plant growth observed in 
experimental studies; it reflects the need for nutrients in 
addition to carbon to increase organic matter production.) 

There is also evidence that while water- or temperature-
stressed plants are more responsive to CO, increase than 
are unstressed plants (because CO, increases water-use 
efficiency (Policy et al., 1993)), nitrogen-limited plants are 
less sensitive to CO-, level (Bazzaz and Fajer, 1992; 
Comins and McMurtrie, 1993: Diaz et al., 1993; Melillo et 
al.. 1993; Ojima et al., 1993: Idso and Idso, 1994). The 
reduction in response of short-term photosynthesis and 
plant growth to CO, caused by nitrogen limitation is 
highly variable and may on the whole be small (Idso and 

Idso, 1994), but as all organic matter contains nitrogen, 
carbon storage increases should eventually become limited 
by the stoichiometric relationships of carbon and other 
nutrients in organic matter (Comins and McMurtrie, 1993; 
Diaz et al., 1993; Schimel, 1995). 

While current models assume that nitrogen inputs are 
not affected by CO, fertilisation, this may not be true 
(Thomas et al., 1991; Gifford, 1993; Idso and Idso, 1994). 
C 0 2 fertilisation could stimulate biological nitrogen 
fixation, because nitrogen-fixing organisms have high 
energy (organic carbon) requirements. If nitrogen inputs 
are stimulated by increasing CO,, acclimation of carbon 
storage to higher C0 2 levels could be temporarily offset. 
However, evidence from native ecosystems suggests that 
other nutrients, such as phosphorus, may be more limiting 
to nitrogen fixation than is energy (Cole and Heil, 1981; 
Eisele et al., 1989; Vitousek and Howarth, 1991). 

As a sensitivity analysis, the effects of C0 2 enrichment 
was varied in one model over the plausible range of values 
(by the equivalent of 10, 25 and 40% increases in plant 
growth at doubled CO,). The results indicate terrestrial 
carbon storage rates (increased net ecosystem production: 
NEP) due to C0 2 fertilisation were 0.5, 2.0 and 4.0 GtC/yr 
during the 1980s (Gifford, 1993). A modelling experiment 
by Rotmans and den Elzen (1993) indicated the strength of 
C09 fertilisation might be -1.2 GtC/yr. Overall, it is likely 
that C0 2 fertilisation plays a role in the current terrestrial 
carbon budget, and may have amounted to storage of 0.5 to 
2.0 GtC/yr during the 1980s. 

Nitrogen fertilisation 

Many terrestrial ecosystems are nitrogen limited: added 
fertiliser will produce a growth response and additional 
carbon storage (e.g., Vitousek and Howarth, 1991: 
Schimel, 1995). Nitrogen deposition from fertilisers and 
oxides of nitrogen released from the burning of fossil fuel 
during the 1980s is estimated to amount to a global total, 
but spatially concentrated, 0.05-0.06 GtN/yr (Peterson and 
Melillo, 1985; Duce et al., 1991). The carbon sequestration 
which results from this added nitrogen is estimated to be of 
the order 0.2-1.0 GtC/yr (Peterson and Melillo, 1985; 
Schindler and Bayley, 1993; Schlesinger, 1993). 
depending on assumptions about the proportion of nitrogen 
that remains in ecosystems. Estimates significantly higher 
than 1 GtC/yr are unrealistic because they assume that all 
of the N would be stored in forms with high carbon-to-
nitrogen ratios, while much atmospheric nitrogen is in 
reality deposited on grasslands and agricultural lands 
where storage occurs in soils with low average carbon to 
nitrogen ratios. Uptake of carbon due to long-term 
increases in nitrogen deposition could increase as nitrogen 
pollution increases; but possibly to a threshold, after which 
additional nitrogen may result in ecosystem degradation 
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(e.g., Aber et al., 1989; Schulze et al., 1989). Because 
most deposition of anthropogenic nitrogen occurs in the 
middle latitudes, some of the effect of added nitrogen may 
already be accounted for in measurement-based estimates 
of mid-latitude carbon accumulation (discussed above). 
However, existing analyses do not allow identification of 
the fraction of measured forest growth that is due to 
nitrogen addition or effects of C02 . 

Climate effects 

Climate affects carbon storage in terrestrial ecosystems 
because temperature, moisture, and radiation influence 
both ecosystem carbon gain (photosynthesis) and loss 
(respiration) (Houghton and Woodwell, 1989; Schimel et 
al., 1994). While a number of compensatory processes are 
possible, warming is thought to reduce carbon storage by 
increasing respiration, especially of soils (Houghton and 
Woodwell, 1989; Shaver et al., 1992; Townsend et al., 
1992; Oechel et al., 1993; Schimel et al., 1994). 
Conversely, cooling would be expected to increase carbon 
storage. In nutrient-limited forests, however, warming may 
increase carbon storage by "mineralising" soil organic 
nutrients, which are generally stored in nutrient-rich, or 
low carbon-to-nutrient ratio forms, thereby allowing 
increased uptake by trees, which store nutrients in high 
carbon-to-nutrient forms (Shaver et al., 1992). This is not 
true in nutrient-limited tundra ecosystems, where recent 
warming has resulted in a local CCs source (Oechel et al., 
1993). Increases in precipitation will generally increase 
carbon storage by increasing plant growth, although in 
some ecosystems compensatory increases in soil 
decomposition may reduce or offset this effect (Ojima et 
al., 1993). While these effects have been discussed as 
components of future responses of ecosystems to climate 
change, climate variations during the past century may 
have influenced the terrestrial carbon budget. In a 
provocative paper, Dai and Fung (1993) suggested that 
climate variations over the past decades could have 
resulted in a substantial sink. Ciais et al. (in press) 
suggested that cooling arising from the effects of Mt. 
Pinatubo may have increased terrestrial carbon storage and 
contributed to the observed reduction in the atmospheric 
growth rate during the 1991 to 1992 period. Palaeoclimate 
modelling studies likewise suggest major changes in 
terrestrial carbon storage with climate (Prentice and Fung, 
1990; Friedlingstein et al., 1992). Modelling and 
observations of ecosystem responses to climate and 
climate anomalies will be important tools for validating 
predictions of future changes; meanwhile, investigations of 
the effects of climate on carbon storage remain suggestive 
rather than definitive. 

1.3.4 Budget Summary 

In Table 1.3 we present an estimated budget of carbon 
perturbations for the 1980s, shown as annual average 
values. 

The budgetary inclusion of a Northern Hemisphere sink 
in forest regrowth reduces the unaccounted-for sink 
compared with earlier budgets (IPCC, 1990; 1992) by 
assigning a portion of this sink to forest regrowth. The 
remaining imbalance in this budget implies additional net 
terrestrial sinks of 1.4 + 1.5 GtC/yr. 

1.4 The Influence of Climate and Other Feedbacks on 
the Carbon Cycle 

1.4.1 Introduction 

The description of the carbon cycle in the previous 
sections addressed the budget of anthropogenic CO-,, 
without emphasising the possibility of more complex 
interactions within the system. There are, however, a 
number of processes that can produce feedback loops. One 
important distinction (see Enting, 1994) is between carbon 
cycle feedbacks and C02-climate feedbacks. The only 
direct carbon cycle feedback is the C 0 2 fertilisation 
process described in Section 1.3.3.4.3. In contrast, C02-
climate feedbacks involve the effect of climate change 
(potentially induced by CO^ concentration changes) on the 
components of the carbon cycle. For terrestrial 
components, the most important effects are likely to be 

Table 1.3: Average annual budget of CO 2 perturbations 
for 1980 to 1989. Fluxes and reservoir changes of carbon 
are expressed in GtC/yr, error limits correspond to an 
estimated 90% confidence interval. 

CO-, sources 

(1) Emissions from fossil fuel combustion 5.5 ± 0.5 
and cement production 

(2) Net emissions from changes in tropical 1.6 ± 1.0 

land use 

(3) Total anthropogenic emissions (l)+(2) 7.1 ± 1.1 

Partitioning among reservoirs 

(4) Storage in the atmosphere 3.2 ± 0.2 

(5) Oceanic uptake 2.0 ± 0.8 

(6) Uptake by Northern Hemisphere forest 0.5 ± 0.5* 
regrowth 

(7) Additional terrestrial sinks (C02 fertilisation, 1.4 ± 1.5 
nitrogen fertilisation, climatic effects) 
[(l) + (2)]-[(4) + (5) + (6)] 

* from Table 1.2 
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those involving temperature, precipitation, and radiation 
changes (through changes in cloudiness) on net primary 
production and decomposition (including effects resulting 
from changes in species composition). For marine systems, 
the primary effects to be expected arise through climatic 
influences on ocean circulation and chemistry. Such 
changes would affect the physical and biological aspects of 
carbon distribution in the oceans including physical fluxes 
of inorganic carbon within the ocean and changes in 
nutrient cycling (Manabe and Stouffer, 1993). The 
feedbacks may also include changes in the species 
composition of the ocean biota, which determines the 
location and magnitude of oceanic C0 2 uptake. 

Factors with a strong influence on the global carbon 
cycle that are similar to and/or modify feedback loops also 
exist. Among such factors are the effects of increased UV 
on terrestrial and marine ecosystems and the anthropogenic 
toxification and eutrophication of these ecosystems. While 
significant effects of possible changes in mid-latitude and 
high latitude UV radiation, tropospheric ozone and other 
pollutants have been documented in experimental studies, 
there is little basis for credible global extrapolation of 
these studies (Chameides et al., 1994). They will not be 
discussed further, but should be addressed in subsequent 
assessments as more data become available. 

1.4.2 Feedbacks to Terrestrial Carbon Storage 

The responses of terrestrial carbon to climate are complex, 
with rates of biological activity generally increasing with 
warmer temperatures and increasing moisture. Because 
photosynthesis and plant growth increase with warmer 
temperatures, longer growing seasons and more available 
water, storage of carbon in living vegetation generally 
increases as well (Melillo et al., 1993). Storage of carbon 
in soils generally increases along a gradient from low to 
high latitudes, reflecting slower decomposition of dead 
plant material in colder environments (Post et al., 1985; 
Schimel ct al.. 1994). Flooded soils, where oxygen 
becomes depleted, have extremely low rates of 
decomposition and may accumulate large amounts of 
organic matter as peat. Global ecosystem models based on 
an understanding of underlying mechanisms are designed 
to capture these patterns, and have been used to simulate 
the responses of terrestrial carbon storage to changing 
climate. Some models also include the effect of changes in 
land use. Model results suggest that future effects of 
changing climate, atmospheric CO-,, and changing land use 
on carbon storage may be quite large (Vloedbeld and 
Leemans, 1993). 

Effects of temperature and C0 2 concentration 

Ecosystem models have been used to simulate the response 

of the terrestrial biosphere to changes in climate, rate of 
change of climate ("transient" changes), effects of 
changing CO,, and the effects of changing land use. 
Models may consider only the response of plant growth 
and decomposition, or they may also allow movement of 
vegetation "types" such as forests and grasslands. The 
simplest case, involving a general circulation model-
(GCM-) simulated climate change and stationary 
vegetation patterns projected losses of terrestrial carbon of 
about 200 Gt over an implicit time period of a few hundred 
years (Melillo et al., 1993). When vegetation types were 
allowed to migrate, models projected a long-term increase 
in terrestrial carbon storage: 60-90 GtC over 100-200 years 
(Cramer and Solomon, 1993; Smith and Shugart, 1993). In 
Smith and Shugart's (1993) model, climate change and 
vegetation redistribution led to a transient release of CO, 
from die back before regrowth (-200 GtC over -100 
years), followed by an eventual accumulation of -90 GtC. 
This study, like those mentioned above, did not 
incorporate the effects of CO, fertilisation. The TEM 
model of Melillo et al. (1993) was also used to assess the 
response of ecosystem carbon storage to C0 2 fertilisation 
under a scenario of climate change resulting from an 
instantaneous doubling of C 0 2 . The results of this 
experiment showed that, over the period of CO, doubling, 
uptake of carbon only occurred when the C0 2 fertilisation 
effect was included (loss of -200 GtC without the 
fertilisation effect, and a gain of -250 GtC when the effect 
was included: Melillo et al., 1994). Rotmans and den 
Elzen (1993) used the IMAGE model to assess the effects 
of including CO, fertilisation and temperature feedbacks 
on their modelled carbon budget. Estimated biospheric 
uptake increased by 1.2 GtC/yr over the decade of the 
1980s when CO, and temperature feedbacks were 
included. The most complex assessment of the interactive 
effects on carbon storage are carried out with models of 
transient changes in climate that include C0 2 fertilisation. 
Esser (1990) simulated an increase of 170 GtC over 200 
years with transient changes of climate and CO, 
fertilisation (this model does not take vegetation 
redistribution into account). Alcamo et al. (1994b) 
performed a similar experiment, but included redistribution 
of vegetation. Their results revealed eventual increased 
carbon storage of -200-250 Gt, depending on assumptions 
of future land use. Results from ecosystem models suggest 
that changes in climate associated with C0 2 doubling are 
likely to lead to a significant transient release of carbon 
(1-4 GtC/yr) over a period of decades to more than a 
century (Smith and Shugart, 1993; Dixon et al., 1994). 

Effects of land use 

Several of these studies also included the effects of 
changing land use. For example, Esser (1990) simulated a 
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gain of 170 GtC due to the effects of climate and CO-, 
change, but losses of 322 GtC when he assumed areal 
reduction of global forests by 50% by the year 2300, 
emphasising the importance of maintaining forest 
ecosystems for terrestrial carbon storage. In the Cramer 
and Solomon (1993) study, inclusion of dense land 
clearing also substantially reduced simulated C storage (by 
up to 152 GtC). In the Alcamo et al. (1994b) study, global 
scenarios that required additional land for agriculture and 
biomass energy production resulted in lower carbon 
storage. 

While the results from global terrestrial models range 
widely, all suggest that the terrestrial biosphere could 
eventually take up 100-300 GtC in response to warming, 
albeit after a significant transient loss (e.g., Smith and 
Shugart, 1993). While existing simulations have a number 
of shortcomings, including the lack of agreed-upon climate 
and land use scenarios that would allow rigorous 
comparison of results, they suggest possible exchanges 
between the atmosphere and the terrestrial biosphere of the 
order of 100s of GtC over decades to a few centuries (e.g., 
Alcamo et al, 1994a). 

Soil feedbacks 

Because soil carbon is released with increasing 
temperature, it has been suggested that global warming 
would result in a large positive feedback (Houghton and 
Woodwell, 1989; Townsend et al., 1992; Oechel et al., 
1993). In order to evaluate this, the sensitivity of carbon 
storage to temperature was assessed using a number of 
models (Schimel et al., 1994). Inter-comparison of model 
results revealed rates of global soil carbon loss of 11-34 
GtC per degree warming. Vegetation growth and C storage 
are stimulated in many of these models because as soil 
carbon is lost, soil nitrogen is made available to the 
modelled vegetation. This fertilisation effect can 
ameliorate or even reverse the overall loss of carbon 
(Shaver et al., 1992; Gifford, 1994; Schimel et al., 1994). 
In the Century ecosystem model, the nitrogen feedback 
reduces the effect of warming on soil carbon loss by 50% 
(Schimel et al., 1994). 

Nutrient limitation of CO, fertilisation 

The temperature feedback on nitrogen availability may 
interact with C0 2 fertilisation. C02-fertilised foliage is 
typically lower in nitrogen than foliage grown under 
current concentrations of C0 2 (e.g., Coleman and Bazzaz, 
1992). As dead foliage from high-CO-, conditions works its 
way through the decomposition process, soil decomposer 
organisms require additional nitrogen (Diaz et al., 1993), 
and, as a result, vegetation may become more nitrogen 
limited (attenuating but not eliminating the effects of CO, 

fertilisation (Comins and McMurtrie, 1993; Schimel, 
1995)). Additional nitrogen released by warming, as 
described above, can alleviate the nitrogen stress induced 
by high-CO, foliage: this interaction between warming and 
CO, fertilisation is responsible for the large estimated 
effect of CO, on carbon storage in Melillo et al. (1993). 
Deposition of atmospheric nitrogen could also influence 
the effectiveness of CO, fertilisation (Gifford, 1994), 
although some modelling studies suggest the effect may be 
modest (Rastetter et al., 1992; Comins and McMurtrie, 
1993). Empirical studies are few, but a recent analysis by 
Jenkinson et al. (1994) revealed no measurable change in 
hay yield over the past 100 years despite substantial 
increases in nitrogen inputs via precipitation and a 21% 
increase in atmospheric CO, concentration during the 
period of study. Nutrient feedbacks clearly influence the 
response of terrestrial ecosystems to the interactive effects 
of climate and CO,. 

1.4.3 Feedbacks on Oceanic Carbon Storage 

Climate feedbacks influence the storage of carbon in the 
ocean through physical, chemical and biological processes. 
Changes in sea surface temperature affect oceanic CO, 
solubility and carbon chemistry. At equilibrium, a global 
increase in sea surface temperature of 1°C is associated 
with an increase of the partial pressure of atmospheric C0 2 

of approximately 10 ppmv (Heinze et al., 1991), serving as 
a weak positive feedback between temperature and 
atmospheric C02 . During a transient climate change on 
time-scales of decades to centuries this temperature 
feedback would be even weaker (Maclntyre, 1978). 

Changes in temperature might also affect the 
remineralisation of dissolved organic carbon. Climatically 
driven changes in its turnover time are not expected to result 
in significant variations in atmospheric CO,, as the quantity 
of dissolved organic carbon in the surface ocean is less than 
700-750 Gt (Figure 1.1). Earlier suggestions (Sugimura and 
Suzuki, 1988) that this pool might be much larger than 
previously thought (i.e., about twice the value shown in 
Figure 1.1) are now generally discounted (Suzuki, 1993). 

Changes in the oceanic circulation and their effects on 
the oceanic carbon cycle are more difficult to assess. 
Simulation studies of the transient behaviour of the ocean-
atmosphere system using coupled GCMs (Cubasch et al., 
1992; Manabe and Stouffer, 1993) indicate a strong 
reduction of the deep thermohaline circulation, which is 
driven by cooling and sinking of surface water at high 
latitudes, especially in the North Atlantic. Smaller effects 
are expected on the wind-driven features of the oceanic 
general circulation: the shallow upwelling cells at the 
equator and the eastern boundaries of the warm sub
tropical gyres and in the cyclonic areas in higher latitudes. 
A reduction of the vertical water exchange processes 
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would impact the oceanic carbon cycle in several ways: 
First, the downward transport of surface waters in 

contact with the atmosphere and thus enriched with excess 
CO, would be reduced, thereby leading to a smaller 
oceanic excess CO-, uptake capacity. 

Second, changes in the vertical water mass transports 
would affect the marine biological pump. This would 
reduce the flux of nutrients transported to the surface and, 
in nutrient-limited regions, result in reduced marine 
production. This effect would constitute a weakening of 
the marine biological pump (i.e., less export of carbon to 
depth), and could potentially lead to an increase in 
dissolved inorganic carbon and partial pressure of CO, at 
the surface. Conversely, smaller vertical water mass 
transports imply a reduced upward transport of deeper 
waters enriched in dissolved inorganic carbon. The two 
effects result from the same process, but affect the surface 
concentration of dissolved inorganic carbon, and hence the 
partial pressure and the air-sea flux of CO,, in opposite 
directions. The latter of the two effects dominates in 
models that use constant carbon to nutrient ratios to 
describe the marine biosphere (Bacastow and Maier-
Reimer, 1990; Keir, 1994). These models project a small 
increase in oceanic carbon storage as a result of the 
reduction of oceanic circulation and vertical mixing. 

Initial model results suggest that the effects of predicted 
changes in circulation on the ocean carbon cycle are not 
large (10s rather than l()()s of ppmv in the atmosphere). 
However, exploration of the long-term impacts of warming 
on circulation patterns has just begun; hence, analyses of 
impacts on the carbon cycle must be viewed as 
preliminary. For example, changes in the oceanic 
environment (temperature and circulation) have the 
potential to change the composition of marine ecosystems 
in ways not yet included in global models. This could lead 
to changes in carbon to nutrient ratios, which are assumed 
constant in present models, or to changes in the 
relationship between organic and inorganic carbon 
fixation, and/or change the efficiency by which marine 
organisms utilise available nutrients. Furthermore, the 
remineralisation depths of nutrients and carbon might be 
affected differently (Evans and Fasham, 1993). An 
extreme lower bound may be estimated by assuming 
complete utilisation of the oceanic surface nutrients which 
would reduce atmospheric CO, by 120 ppmv. Similarly, an 
upper bound is given by assuming extinction of all marine 
life, increasing atmospheric CO, by almost 170 ppmv 
(Bacastow and Maier-Reimer, 1990: Shaffer. 1993; Keir, 
1994). Such large effects, however, are very unlikely to 
occur. Indeed, the oceanic carbon system appears to be 
rather stable as evidenced by the very small fluctuations of 
the atmospheric CO, concentration prior to anthropogenic 
perturbation. It has also proven very difficult to account 
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for the lower atmospheric CO, concentration in glacial 
times (i.e., by 80 ppmv) merely by changing biospheric 
parameters within current three-dimensional ocean carbon 
models (Heinze et ah, 1991; Archer and Maier-Reimer, 
1994). 

In areas of excess nutrients (e.g., in the equatorial and 
subarctic Pacific and in some parts of the Southern Ocean) 
the micronutrient iron appears to limit marine primary 
production (Martin, 1990). Changes in atmospheric iron 
loading thus potentially could affect the biological pump 
and impact atmospheric carbon dioxide levels. Modelling 
studies have shown, however, that even excessive "iron 
fertilisation" of these oceanic areas would have a relatively 
small impact on atmospheric CO, levels (Joos et «/., 
1991a; Peng and Broecker, 1991; Sarmiento and Orr, 
1991; Kurz and Maier-Reimer, 1993). Therefore, at least 
during the past 200 years, it is very unlikely that iron 
loading had a significant impact on the present day carbon 
balance. 

External impacts on the oceanic carbon system not 
directly related to global warming must also be considered. 
Increased ultraviolet radiation (UV-B, corresponding to 
light wavelengths of 280-320 nm) resulting from the 
depletion of stratospheric ozone could affect marine life 
and thus influence marine carbon storage. However, model 
simulation studies show that even a complete cessation of 
marine productivity in high latitudes, where increases in 
UV-B are expected to occur, would result in an 
atmospheric CO, increase of less than 40 ppmv (Sarmiento 
and Siegenthaler, 1992). Increased input of anthropogenic 
nitrogen or other limiting nutrients might also affect the 
oceanic biota. The global effects on atmospheric CO, are 
most likely much smaller than the extreme bounds 
discussed above. 

1.5 Modelling Future Concentrations of Atmospheric 
CO; 

7.5./ Introduction 

The clear historical relationship between CO, emissions 
and changing atmospheric concentrations implies that 
continuing fossil fuel, cement, and land-use-related 
emissions of CO, at or above current rates will result in 
increasing atmospheric concentrations of this greenhouse 
gas. Understanding how CO, concentrations will change in 
the future requires quantification of the relationship 
between CO, emissions and atmospheric concentration 
using models of the carbon cycle. This section presents the 
results of a set of standardised calculations, carried out b\ 
modelling groups from many countries, that analyse the 
relationships between emissions and concentrations in a 
number of ways (see Enting et al., 1994b for full 
documentation of the modelling exercise). 
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Two questions are considered: 

• For a given C0 2 emission scenario, how might CO, 
concentrations change in the future? 

• For a given C0 2 concentration profile leading to 
stabilisation, what anthropogenic emissions are 
implied? 

As an initial condition, it was required that all 
models have a balanced carbon budget in which the 
components matched, within satisfactory limits, a 
prescribed 1980s-mean budget based on Watson et al. 
(1992). Modelling groups were provided with prescribed 
future land use fluxes, and a variety of time-series of 
concentrations and fossil-plus-cement emissions. Because 
the model intercomparison was conducted simultaneously 
with the rest of the assessment, the prescribed budget 
differs from the budget presented in this chapter (Table 
1.3) in that: 

• (i) the 1980s mean concentration growth rate used 
(1.59 ppmv/yr or 3.4 GtC/yr) was higher than the 
current estimate (1.53 ppmv/yr or 3.2 GtC/yr); 

• (ii) the net flux from changing land use was set at 1.6 
GtC/yr rather than the current estimate of 1.1 GtC/yr; 

• (iii) the only mechanism used in the models to 
simulate terrestrial uptake was CO, fertilisation, 
whereas we suggest that several other mechanisms 
may be important (Table 1.2). 

Modellers were required to continue whatever processes 
were used to balance the 1980s budget into the future. 

The approach used in balancing the budget probably 
biases the modelling exercise for this chapter towards 
lower concentrations when emission profiles were 
employed and higher anthropogenic emissions when 
concentrations were prescribed. There are two reasons for 
this. First, the effect of forest regrowth and nitrogen 
deposition result in changing terrestrial carbon storage 
which need not increase with increasing CO, 
concentrations as is required by the CO, fertilisation 
effect. Second, as noted in previous IPCC reports (Watson 
et al., 1990; 1992) climate-related feedbacks may result in 
additional transient releases of C0 2 to the atmosphere. In 
contrast, most of the calculations employed in the 1990 
IPCC assessment (Watson et al., 1990) assumed constant 
terrestrial carbon content after 1990 and probably resulted 
in biases in the other direction. Revisions to the 1980s 
budget used in model initialisation for this report, 
however, are in a direction that would lead to higher 
concentrations by 5 to 10% (for given emissions) and 
lower emissions by a similar amount (for given 
concentrations). 

Results from a range of different carbon cycle models 
are considered in order to assess the sensitivity of 
calculated emission and concentration profiles to model 
formulation. The complexity of the models employed 
varies considerably. The most detailed was a model 
coupling a three-dimensional ocean circulation and 
chemistry model to a terrestrial biosphere model 
incorporating a full geographical representation of 
ecological processes; but, as with other complex models, 
only a small set of calculations could be performed. The 
simplest models were designed to simulate only critical 
processes and represent terrestrial and oceanic carbon 
uptake with a minimum number of equations. Because 
most of the models employed incorporate some 
representation of terrestrial processes, they tended to have 
initially higher rates of CO, uptake from the atmosphere 
and produced lower estimates for the effective lifetime of 
CO, than the models used in the 1990 IPCC report (Moore 
and Braswell, 1994). Thus, the GWPs presented in Chapter 
5 of this volume are higher for other trace gases than those 
of earlier assessments (Watson et al., 1990; Chapter 5, this 
volume). 

We chose one model, the "Bern model", for a number of 
important illustrative calculations, because its results were 
generally near the mid-point of the results obtained with all 
models, and because complete descriptions exist in the 
literature (Joos et al., 1991a; Siegenthaler and Joos, 1992). 
Selected sensitivity analyses from the model of Wigley 
(1993) were also used as the configuration of that model 
allowed for ready modification to consider certain issues. 
Both the Bern and Wigley models have a balanced carbon 
cycle consisting of a well-mixed atmosphere linked to 
oceanic and terrestrial biospheric compartments. In the 
Bern model, the ocean is represented by the HILDA 
model, which is a box-diffusion model with an additional 
advective component. It was tuned to observed values of 
natural and bomb radiocarbon (Joos et al., 1991a, b; 
Siegenthaler and Joos, 1992) and validated with CFCs and 
Argon-39 (Joos, 1992). The Wigley model uses a 
representation of the ocean based on the ocean general 
circulation carbon cycle model of Maier-Reimer and 
Hasselmann (1987). Both the models have similar 
terrestrial components, with representations of ground 
vegetation, wood, detritus, and soil (Siegenthaler and 
Oeschger, 1987; Wigley, 1993). A possible enhancement 
of plant growth due to elevated C0 2 levels is taken into 
account by a logarithmic dependency between additional 
photosynthesis and atmospheric CO,, which, in the Bern 
model, probably overestimates biological storage at high 
CO, concentrations. The Bern model was chosen for 
illustrative purposes in discussions where presentation of 
multiple results would be confusing (and where all models 
produced similar patterns). This model was also used to 
define the reference case for the GWPs presented in 
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Chapter 5 of this volume. Neither model is recommended 
nor endorsed by the IPCC or the authors of this chapter as 
having higher credibility than other models. 

1.5.2 Calculations of Concentrations for Specified 
Emissions 

Six greenhouse gas emissions scenarios were described in 
the 1992 IPCC report (Leggett et al, 1992), based on a 
wide range of assumptions regarding future economic, 
demographic, and policy factors. The anthropogenic C0 2 

emissions for these scenarios are shown in Figure 1.9a. 
Scenario IS92c, which has the lowest CO-, emissions, 
assumes an eventual decrease in population, low economic 
growth, and severe constraints on the availability of fossil 
fuel supplies. The highest emission scenario (IS92e) 
assumes moderate population growth, high economic 
growth, high fossil fuel availability, and a phase-out of 
nuclear power. Concentration estimates for these scenarios 
have previously been published (e.g., Wigley, 1993). 
Figure 1.9b shows concentration results from the Bern 
model that typify the responses of the wide range of 
models used for the full analysis. This and the other 
models show strong increases in concentration to well 
above pre-industrial levels by 2100 (75 to 220% higher). 
None of the six scenarios leads to stabilisation of 
concentration before 2100, although IS92c leads to a very 
slow growth in CO, concentration after 2050. IS92a, b, e, 
and f all produce a doubling of the pre-industrial C0 2 

concentration before 2070, with rapid rates of 
concentration growth. Scenarios developed by the World 
Energy Council show a similar range of results (Figures 
1.11a, b). 

In addition to the IS92 emissions cases, three arbitrarily 
chosen "science" emissions profiles and the newly 
produced World Energy Council (WEC) Scenarios were 
also examined. In the former, fossil emissions followed 
lS92a to the year 2000 and then either stabilised (DEC0%) 
or decreased at 1% or 2%/yr (see Figure 1.10). For the 
WEC Scenarios, where only energy-related CO-, emissions 
were originally given (WEC, 1993), estimates of gas-
flaring and cement production emissions were added (M. 
Jefferson and G. Marland, personal communications) to 
ensure consistency with the 1S92 Scenarios. Total fossil 
emissions are given in Figure 1.11a. In all cases net land 
use emissions were assumed to follow IS92a to 2075. For 
the WEC cases, IS92a was followed to 2100. For the 
science scenarios, land use emissions dropped to zero in 
2100 and remained zero thereafter. Concentration results 
are shown in Figures 1.10 and 1.11. Perhaps the most 
important result (which could be anticipated from the 
lS92c case) is that stabilisation of ehiissions at 2000 levels 
does not lead to stabilisation of CO-, concentration by 
2100: in fact, the calculations show that concentrations 
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Figure 1.9: (a) Anthropogenic C02 emissions for the IS92 
Scenarios, (b) Atmospheric C02 concentrations calculated from 
the scenarios IS92a-f (Leggett et al., 1992) using the Bern model 
(Siegenthaler and Joos; 1992). The typical range of results from 
different carbon cycle models is indicated by the shaded area. 

continue to increase slowly for at least several hundred 
years. The lowest of the WEC Scenarios, where emissions 
were based on policies driven by "ecological" 
considerations (see WEC, 1993), gives an idea of the sort 
of emissions profile that could lead to concentration 
stabilisation. 

1.5.3 Stabilisation Calculations 

The calculations presented in this section illustrate 
additional aspects of what may be required to achieve 
stabilisation of atmospheric CO-, concentrations. The 
exercise was motivated by the Framework Convention on 
Climate Change (United Nations, 1992), which states: 

"The ultimate objective of this Convention and any 
related legal instruments that the Conference of the 
Parties may adopt is to achieve, in accordance with the 
relevant provisions of the Convention, stabilisation of 
greenhouse gas concentrations in the atmosphere at a 
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Figure 1.10: (a) Anthropogenic C0 2 emissions calculated by 
following the IS92a Scenario to the year 2000 and then either 
fixed fossil fuel emissions (DEC 0%) or emissions declining at 
1%/yr (DEC 1%) or 2%/yr (DEC 2%). Land-use emissions 
followed the modified IS92a scenario (see Section 1.5.2). (b) 
Atmospheric C02 concentrations resulting from DEC 0%, DEC 
1% and DEC 2% emissions. Curves are for the model of Wigley 
(1993). 
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Figure 1.11: (a) Emission scenarios from the World Energy 
Council (WEC) modified by including gas flaring and cement 
production, (b) Atmospheric C0 2 concentrations calculated from 
the WEC Scenarios using the model of Wigley (1993). 
Concentrations resulting from the fixed emissions case (DEC 
0%) (see Figure 1.10) using the same model are included for 
comparison. 

level that would prevent dangerous anthropogenic 

interference with the climate system. Such a level should 

be achieved within a time-frame sufficient to allow 

ecosystems to adapt naturally to climate change, to 

ensure that food production is not threatened and to 

enable economic development to proceed in a 

sustainable manner." 

In the context of this object ive it is important to 

investigate a range of emission profiles of greenhouse 

gases which might lead to atmospheric stabilisation. It is 

not our purpose here to consider the climate response (this 

will be done in the 1995 IPCC Scientific Assessment 

report), nor to define what might constitute "dangerous 

interference", nor to make any judgement about the rates 

of change that would meet the criteria of the objective. In 

this chapter only C 0 2 is considered; the stabilisation of 

other greenhouse gas concentra t ions is discussed in 

Chapter 2. 

Several carbon cycle models have been used to calculate 

the emissions of C 0 2 that would lead to stabilisation at a 

range of different concentration levels. These calculations 

are designed to illustrate the relationship between C 0 2 

concentration and emissions. Concentration profiles have 

been devised (Figure 1.12) in which C 0 2 concentrations 

stabilise at levels from 350 to 750 ppmv (for comparison, 

the pre-industrial C 0 2 concentration was close to 280 

ppmv and the 1990 concentration was -355 ppmv). Many 

different stabilisation levels and routes to stabilisation 

could have been chosen. Those in Figure 1.12 give a 

smooth transition from the 1990 rate of C 0 2 concentration 

increase to s t ab i l i sa t ion . As a resul t , the year of 

stabilisation differs with stabilisation levels from around 

2150 for 350 ppmv to 2250 for 750 ppmv. Further details 

on the concentration profiles, and the implied emissions 

results are given in Enting el al. (1994b). 
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Figure 1.12: C02 concentration profiles leading to stabilisation at 350, 450, 550, 650 and 750 ppmv. These are the profiles prescribed 
for carbon cycle model calculations in which the corresponding emission pathways (shown in Figure 1.13) were determined. 

Figure 1.13 shows the model-derived profiles of total 
anthropogenic emissions (i.e., the sum of fossil fuel use, 
changes in land use, and cement production) that lead to 
stabilisation following the concentration profiles shown in 
Figure 1.12. Initially emissions rise, followed some 
decades later by quite rapid and large reductions. 
Stabilisation at any of the concentration levels studied 
(350-750 ppmv) is only possible if emissions are 
eventually reduced well below 1990 levels (Figure 1.13). 
For comparison, the emissions corresponding to IS92a, c, 
and e are also shown up to 2100 in Figure 1.13. Emissions 
for all the stabilisation levels studied are lower than those 
for IS92a and e, even in the first few decades of the 21st 
century. For the IS92c Scenario, emissions lie between 
those which in this study eventually achieve stabilisation 
between 450 and 550 ppmv. 

The concentration profiles here are illustrative. 
Stabilisation at the same level, via a different route, would 
produce different curves from those shown in Figure 1.13. 
However, the total amount of emitted carbon accumulated 
over time (the area under the curves in Figure 1.13), is less 
sensitive to the concentration profile than to the 
stabilisation level. Cumulative emissions and carbon 
storage amounts over the period 1990 to 2200 are shown in 
Figure 1.14. The separate model results are not shown, but 
the maximum and minimum estimates are indicated, along 
with the results from the Bern model, identified as a near-
average model. Stabilisation at a lower concentration 
implies lower accumulated emissions (Figure 1.14). 

The spread in results is large, in part because the problem 
of deducing sources given concentrations is inherently less 

stable than deducing concentrations from sources, 
analogous to the inverse problems described in Section 
1.3.2.3. Any inferences regarding emissions strategies 
drawn from these results should take into account the 
inherent uncertainties in the projections and the limitations 
imposed by assumptions made to derive them (see Section 
1.5.4 and Enting et al., 1994b), and allow response to 
knowledge gained through continuing observation of future 
trends in emissions and concentrations. 

1.5.4 Assessment of Uncertainties 

Two types of uncertainty analysis have been performed for 
the emission-concentration modelling studies. First, 
because the models used in the intercomparison 
incorporate model components of differing structure and 
levels of complexity to calculate terrestrial and ocean 
uptake, the range of results provides a view of 
uncertainties arising from different scientific approaches. 
While this is a useful view, it probably underestimates the 
overall uncertainty because the experiments were 
constrained to have a specific value for the flux arising 
from changing land use during the 1980s, and a terrestrial 
sink due solely to CO, fertilisation. Because ocean sink 
magnitudes were not constrained, models with smaller 
atmosphere-to-ocean fluxes have correspondingly (and 
possibly unrealistically) larger terrestrial sinks. None of 
the models used for the terrestrial sink process adequately 
accounted for the complexities of terrestrial uptake 
discussed in Section 1.3.3.4. Because the models were 
constrained to match a particular carbon budget during the 
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Figure 1.13: Anthropogenic C0 2 emissions leading to stabilisation at concentrations of 350, 450, 550, 650 and 750 ppmv, via the 
specified concentration profiles shown in Figure 1.12, for a range of different carbon cycle models. The bold line indicates emissions 
calculated using the Bern model. 
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Figure 1.14: Accumulated anthropogenic C0 2 emissions over the period 1990 to 2200 (GtC) plotted against the final stabilised 
concentration level. Also shown are the accumulated ocean uptake and the increase of C0 2 in the atmosphere. The curves for 
accumulated anthropogenic emissions and ocean uptake were calculated using the model of Siegenthaler and Joos (1992). The shaded 
areas show the spread of results from a range of carbon cycle model calculations. The difference (i.e., the accumulated anthropogenic 
emissions minus the total of the atmospheric increase and the accumulated ocean uptake) gives the cumulative change in terrestrial 
biomass. 
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Figure 1.15: Concentration uncertainties associated with the C02 fertilisation effect for the IS92a emission scenario. The central curve 
shows the concentration projection using "best guess" model parameters using the model of Wigley (1993), which is similar to 
projections using other models. For the upper and lower curves the C02 fertilisation effect was decreased to 10% NPP enhancement 
(from 2b% for the "best guess" simulation) and increased to 40% NPP enhancement for a CO, doubling from 340 ppmv to 680 ppmv 
As explained in Wigley (1993), this assessment also captures some of the uncertainties arising from ocean flux uncertainties, through 
the need to balance the contemporary carbon budget within realistic limits. 
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1980s, the model's future projections were closer together 
than if the experiment had been less constrained. In 
addition, fossil fuel and cement emissions were prescribed 
for the 1980s; had the uncertainty in those numbers (about 
10%) been allowed for, there would have been a wider 
range of model parameters for ocean and biospheric 
processes. Moreover, the results in Figures 1.13 and 1.14 
do not account for possible climate feedbacks on the 
carbon cycle (see Section 1.4). 

Although a complete assessment of model sensitivity 
and uncertainties (e.g., following Gardner and Trabalka, 
1985) was outside the scope of the initial exercise carried 
out for this assessment, several specific model sensitivities 
have been studied. Figure 1.15 shows the sensitivity of 
future concentrations under emission scenario IS92a to 
varied strength of biospheric uptake. In this experiment 
(Wigley, 1993), the effectiveness of CO, fertilisation was 
varied across the range thought to be reasonable (10-40% 
enhancements of plant growth for a doubling of CO-,). 
Significant changes in projected concentrations occur 
depending upon the CO, fertilisation factor used, by 
approximately ± 14% over 1990 to 2100. Figure 1.16a 
shows an uncertainty assessment for the emissions 
corresponding to the S450 and S650 stabilisation cases, 
using the model of Wigley (1993). The effectiveness of 
CO, fertilisation was varied from 10% to 40% NPP 
enhancement for a CO, doubling (compared with the 
baseline case for this model of 26%), leading to lower and 
higher emissions, respectively, by up to ±1.4 GtC/yr for 
S650 and ±1.1 GtC/yr for S450. Figure 1.16b shows a 
similar assessment of uncertainty associated with 
concentrations corresponding to the S450 and S650 
stabilisation profiles that result when the strength of 
terrestrial uptake of CO, (via fertilisation of plant growth) 
is varied. 

While the sensitivity of the global carbon budget to the 
strength of CO, fertilisation does not appear great, if 
biospheric release were to exceed uptake in the future as a 
result of climate feedbacks (e.g., Smith and Shugart, 1993) 
or land use emissions (e.g., Esser, 1990), atmospheric 
concentrations could be significantly greater than those 
shown here: effects of changing land use could add 100s of 
GtC to the atmosphere (for comparison see Figure 1.14), 
over the next one to several centuries. Different 
assumptions about land use changes would produce 
different results. For example, if large areas were 
deforested, in the absence of substantial regrowth the 
capacity of the terrestrial biosphere to act as a sink would 
be reduced; hence, more CO, would remain in the 
atmosphere. 

The effects of varying land use practices have not been 
assessed directly in the stabilisation exercise to date, but 
the changes in biospheric carbon storage from alternate 
land use scenarios, mitigation efforts, and climatic effects 
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Figure 1.16: (a) Industrial emission uncertainties for 

concentration stabilisation profiles S450 and S650 associated 

with the CO, fertilisation effect, obtained using the model of 

Wigley (1993). The baseline emissions results are shown by the 

bold full lines. These correspond to a CO, fertilisation parameter 

equivalent to an increase in NPP of 26% for a C 0 2 doubling. For 

the upper and lower (dashed) curves, the CO, fertilisation effect 

was increased to 40% NPP enhancement and decreased to 10% 

NPP enhancement, respectively. Note that it is the relative effects 

that are important here and that the baseline case is only one of 

the range of results presented in Figure 1.13. (b) Concentration 

uncertainties for stabilization profiles S450 and S650 associated 

with the CO, fertilisation effect. The baseline concentration 

profiles are shown as bold full lines. The dashed curves bounding 

these represent the range of uncertainty associated with 

uncertainties in terrestrial sink processes. They were constructed 

by first estimating the industrial emissions using "best guess" 

carbon cycle model parameters, which include a 1980s-mean 

ocean flux of 2.0 Gt C/yr and a CO, fertilization parameter 

equivalent to an increase in NPP of 26%, for a CO, doubling. The 

fertilization parameter was then decreased to 10%, and increased 

to 40% to obtain the higher and lower concentration projections. 

Essentially, this answers the question: what if we devise an 

industrial emissions poliey based on a particular fertilization 

effect, and this happens to be either too high or too low? Model 

results were obtained using the model of Wigley (1993) 
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(e.g., Esser, 1990; Smith and Shugart, 1993; Vloedbeld 

and Leemans, 1993) discussed in Section 1.4.2 are large 

enough to influence integrated emissions for a given 

concentration profile (Figure 1.14) substantially. 
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SUMMARY 
Methane (CH4) 

Atmospheric CH4 concentrations have increased from 
about 700 ppbv in pre-industrial times to a global mean of 
1714 ppbv in 1992. The 1980s were characterised by 
declining methane growth rates which were approximately 
10 ppbv/yr by the end of the decade. The average growth 
rate of 13 ppbv/yr corresponds to an imbalance between 
sources and sinks of about 37 Tg(CH4)/yr. If emissions 
were frozen at this level, CH4 would rise to about 1900 
ppbv over the next 50 years. If emissions were cut by 37 
Tg(CH4)/yr, then CH4 concentrations would remain at 
today's levels. Current estimates of the CH4 budget assign 
20-40% to natural sources, 20% to anthropogenic fossil 
fuel related sources and the remaining 40-60% to other 
anthropogenic sources. 

The annual CH4 increase from 1991 to 1992 was much 
smaller than in the previous decade, 1992 to 1993 levels 
were unchanged, and in late 1993 CH4 apparently started 
to increase again. This anomaly was largest at high 
latitudes in the Northern Hemisphere, and could be 
explained by a rapid drop, of about 5%, in global annual 
emissions. Longer-period variations in the growth rate of 
CH4 have been observed for the 1920s and 1970s from air 
trapped in ice cores. 

Methane is the only long-lived gas that has clearly 
identified chemical feedbacks: increases in atmospheric 
CH4 reduce the concentration of tropospheric hydroxy! 
radical (OH), increase the CH4 lifetime and hence amplify 
the original CH4 perturbation. A recent analysis has shown 
that these feedbacks result in an adjustment time for 
additional emissions of CH4 equal to 14.5 ± 2.5 years 
based on a "budget" lifetime of about 10 years that reflects 
atmospheric chemical losses alone. It is uncertain how 
much the adjustment time would be affected by the small 
biological sink, and a range of 11 to 17 years encompasses 
this additional uncertainty. This lengthening of the 
effective duration of a CH4 pulse applies also to any 
derived perturbations (e.g., in tropospheric 03). 

Several atmospheric chemistry models have calculated 
the impact of a 20% increase in CH4 concentrations (from 
1715 to 2058 ppbv). Two important results were extracted 
from these simulations: (1) the chemical feedback of CH4 

on OH chemistry results in a reduction of the CH4 removal 
rate ranging from -0.17% to -0.35% for each 1% increase 

in CH4 concentration; and (2) predicted increases in 
tropospheric 0 3 varied by a factor of three or more across 
the models, averaging about 1.5 ppbv throughout most of 
the troposphere in both tropics and summertime mid-
latitudes. The first result was used to derive the methane 
adjustment time (14.5 ± 2.5 yr or about 1.45 times the 
lifetime) and the latter to estimate the ratio, about 0.25, of 
radiative forcing from induced tropospheric 0 3 increase to 
that from the CH4 increase. 

Nitrous oxide (N20) 

Atmospheric N-,0 concentrations have increased from 
about 275 ppbv in pre-industrial times to 311 ppbv in 
1992. The trend during the 1980s was +0.25%/yr with 
substantial year-to-year variations. A growth rate of 0.8 
ppbv/yr corresponds to an imbalance between sources and 
sinks of about 3.9 Tg(NnO)/yr. If these emissions were 
frozen then N.,0 levels would rise slowly to about 400 
ppbv over the next two centuries. 

Halocarbons 

Tropospheric growth rates of the major anthropogenic 
source species for stratospheric chlorine and bromine 
(CFCs, CC14, CH3CCI3 and the halons) have slowed 
significantly in response to reduced emissions as required 
by the Montreal Protocol and its amendments. Total 
atmospheric chlorine from these gases grew by about 60 
pptv (1.6%) in 1992 compared to 110 pptv (2.9%) in 1989. 
HCFC growth rates are accelerating as they are being used 
increasingly to substitute for CFCs. Tropospheric chlorine 
as HCFCs increased in 1992 by about 10 pptv compared to 
5 pptv in 1989. Stratospheric chlorine levels are expected 
to peak in the next decade, and it is expected that 
stratospheric ozone depletion will follow this, recovering 
slowly in the first half of the next century. 

For these long-lived, well-mixed gases, atmospheric 
lifetimes have been derived based on the recent re-
cvaluation of the lifetimes of CFC-11 (50 ± 5 yr) and 
CH,CC13 (5.4 ± 0.6 yr). These new lifetimes are slightly 
smaller than those given in previous assessments and have 
significantly greater certainty. The global mean lifetimes 
for the well-mixed gases are used to infer sources and 
sinks, and to predict the increase in atmospheric 
concentration due to specified anthropogenic emissions. 
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Stratospheric ozone (03) 
Trends in total ozone since 1979 have been updated to 
May 1994, and estimates of depletion since 1970, 
attributed to increases in halocarbons, have been made: (1) 
Northern Hemisphere mid-latitude loss is significantly 
negative in all seasons, with winter/spring cumulative 
losses of 10%; (2) tropical (20°S - 20°N) losses are small 
and not statistically significant; (3) southern mid-latitude 
losses are significant in all seasons (4-5%/decade since 
1979). Unusually low values (lower than would be 
expected from an extrapolation of the 1980s trend) were 
observed in the 1991 to 1994 period, especially at 
Northern mid- and high latitudes. The Antarctic ozone 
"holes" of 1992 and 1993 were the most severe on record; 
for instance, parts of the lower stratosphere contained 
extremely low amounts of ozone corresponding to local 
depletions of more than 99%. 

The eruption of Mt. Pinatubo in 1991 led to a massive 
increase in sulphate aerosol in the lower stratosphere. 
Observational evidence shows that this thirtyfold increase 
in aerosol surface area greatly enhanced the heterogeneous 
chemistry and accelerated photochemical loss of 0 3 . 
Further evidence points to an additional heating of the 
stratosphere by Mt. Pinatubo aerosols, resulting in 
circulation changes that altered the distribution of 0 3 in the 
tropics immediately following the eruption, and possibly 
also in mid-latitudes. 

Tropospheric ozone (03) 

Tropospheric ozone appears to have increased in many 
regions of the Northern Hemisphere. Observations show 
that tropospheric ozone, which is formed by chemical 
reactions involving other hydrocarbons, carbon monoxide 
and some nitrogen oxides (NOJ, has increased above 
many locations in the Northern Hemisphere over the last 
30 years. However, in the 1980s, the trends were variable, 
being small or non-existent. At the South Pole, a decrease 
has been observed; however in the Southern Hemisphere 
as a whole, there are insufficient data to draw strong 
inferences. Model simulations and limited observations 
together suggest that tropospheric ozone has increased, 
perhaps doubled, in the Northern Hemisphere since pre-
industrial times. 

NOx and other short-lived tropospheric ozone 
precursors 

Uncertainties in the global budget of tropospheric ozone 
are associated primarily with our lack of knowledge of the 
distribution of 0 3 , its short-lived precursors (NOx, 

hydrocarbons, CO), and atmospheric transport. 
Observations of NOx are just beginning to describe the 
global atmospheric distribution and they show the large 
variability in this ozone-producing species. Even with the 
observed distributions we cannot define the importance of 
anthropogenic sources (transport of surface pollution out 
of the boundary layer, direct injection by aircraft) relative 
to natural sources (lightning, stratospheric input) in 
controlling the global NOx distribution. Current estimates 
of anthropogenic NOx sources attribute 24 Tg(N)/yr to 
fossil fuel combustion at the surface, 0.5 Tg(N)/yr to 
aircraft emissions, 8 Tg(N)/yr to biomass burning and as 
much as 12 Tg(N)/yr release from soils, including 
fertilised fields. Anthropogenic emissions dominate natural 
sources in magnitude, but natural emissions may dominate 
a large fraction of the atmosphere remote from 
anthropogenic emissions. 

Changes in ozone concentrations in the upper 
troposphere and lower stratosphere impact the radiative 
forcing. In addition to anthropogenic sources of 0 3 

precursors from the lower troposphere, aircraft currently 
represent a direct anthropogenic source of NOx in that 
altitude range. Research evaluating the climatic effect of 
the current subsonic fleet is incomplete, but initial 
estimates of the possible changes to 0 3 show that this 
radiative forcing is similar to, but not greater than, that of 
the C0 2 from the combustion of aviation fuel, about 3% of 
all fossil fuel combustion. 

For compounds with lifetimes much shorter than 6 
months, mixing within the troposphere is not rapid enough 
to average over variations in chemical loss. For these 
short-lived gases (e.g., NOx, hydrocarbons, 0 3 and CO), 
the mean concentration cannot be accurately calculated 
from the product of emissions or production and a global 
mean lifetime, but their distribution and impacts may be 
evaluated in future assessments by the more advanced 
three-dimensional atmospheric chemistry models. 

Intercomparisions of atmospheric chemistry models 

Two model intercomparison exercises have been 
conducted to test the ability of models to simulate (a) the 
transport of shortlived tracers and (b) the basic features of 
0 3 photochemistry. More than 20 models participated. A 
high degree of consistency was found in the global 
transport of a shortlived tracer within the 3D Chemisti v 
/Transport Models (CTMs), but distinctly different result-, 
were found amongst 2-D models. General agreement was 
also found in the computation of photochemical rates 
affecting tropospheric 0 3 . These are the first extensive 
intercomparisons of global tropospheric models. 
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2.1 Introduction 
The Earth's atmosphere is composed primarily of the gases 
N, (78% dry), 0 2 (21%) and Ar (1%), whose abundances 
are controlled over geologic time-scales by uptake and 
release from crustal material, by degassing of the interior 
and by the biosphere. Water vapour (H,0) is the next 
largest, though highly variable, constituent present mainly 
in the lower atmosphere at concentrations as high as 3%, 
where evaporation and precipitation control its abundance. 
The remaining gaseous constituents are considered trace 
gases, comprising less than 1% of the atmosphere, yet 
playing a disproportionately important role in the Earth's 
radiative balance. Among these, the greenhouse gases 
include ozone (03), methane (CH4), nitrous oxide (N.,0), 
chlorofluorocarbons (CFCs), U-,0 in the upper atmosphere, 
as well as carbon dioxide (CO,). All but CO., are 
controlled in one way or another by atmospheric 
chemistry. Table 2.1 summarises the mean tropospheric 
abundance and atmospheric burdens of the more important 
of these gases. 

The climatic impacts of the radiatively active trace gases 
increase as their global mean abundances increase. It is 
important to understand the atmospheric chemical cycles 
involving these gases in order to comprehend the changes 
in atmospheric composition observed to date and to predict 
future composition in response to alterations in natural and 
human-induced emissions. This chapter describes the life 
cycles of the more important gases, noting how chemical 
reactions in the atmosphere balance the emissions. A brief 
review of important chemical processes and of the concept 
of residence times is followed by a summary of the known 
sources, sinks and time-scales affecting CH4, N.,0 and the 
halocarbons (chlorine and bromine containing organic 
compounds such as the CFCs). Ozone is a special case 
emphasising the complexities of atmospheric chemistry: 
direct emissions of 0 3 are not important; in situ 
production, loss and transport by the atmospheric 
circulation control its abundance. The net production in the 
lower atmosphere is controlled by a suite of short-lived 
trace gases (NO + NO, (= NOx), non-methane 
hydrocarbons (NMHC) and carbon monoxide (CO)), as 
well as CH4. These gases are not significant for their direct 
radiative effects, but rather for their ability to control the 
abundances of 0 3 and other greenhouse gases such as CH4. 

The complexity of the ozone chemistry requires that our 
numerical models simulate not only the chemical reactions 
directly involving 03 , but also the global distributions of 
the short-lived species such as NOx, and the related 
transport processes. The current models used to predict the 
chemistry of the lower atmosphere are, as a class, poorly 
analysed in comparison with those used to assess 
stratospheric ozone depletion. We examine some recent 
model studies, particularly those evaluating the 
meteorological transport. Because of current inadequacies 

in the atmospheric models and uncertainties in emissions 
of some gases, our assessment of stabilising the radiative 
impact of the trace greenhouse gases (i.e., the atmospheric-
composition) relies on a combination of models and recent 
observations. 

2.2 Atmospheric Chemistry 

2.2.1 Chemical Processes and the Removal of Trace 
Gases 

The atmospheric residence times of many gases are 
determined primarily by chemical reactions. The bulk of 
the atmospheric mass, and of most greenhouse gases, is in 
the troposphere, which comprises on average the lowest 13 
km of the atmosphere. Nearly all the the remaining 
atmosphere (-15%) is in the stratosphere from about 13 to 
50 km altitude, the region containing most of the ozone 
(03). Tropospheric removal is dominated by reactions with 
the hydroxyl radical (OH); whereas stratospheric removal 
is dominated by ultraviolet photolysis. Tropospheric 
chemistry involving the production and destruction of 0 3 

is one of the most complex problems addressed by global 
atmospheric chemistry models to date. 

The time-scales of atmospheric chemistry are carefully 
defined here, both in concept and usefulness. We examine 
the different loss mechanisms for the long-lived 
greenhouse gases and use theoretical models and empirical 
data to derive with a fair degree of confidence the 
residence times, i.e., the time for a perturbation to decay to 
1/e (37%) of its original value. Less is known about the 
importance of the more complex feedback loops within 
atmospheric chemistry. An example shows the far reaching 
effects of increases in CH4, but current understanding does 
not allow quantification of the complete range of such 
feedbacks. 

Photochemistry and Losses 

Most atmospheric chemistry is initiated by ultraviolet (UV) 
sunlight. Since only light with wavelengths greater than 
290 nm reaches the troposphere, the number of compounds 
that can be directly photodissociated is limited. Most of the 
photochemical chains of interest begin with the dissociation 
of ozone (03) at wavelengths below 320 nm. 

0 3 + UV-sunlight — 0 2 + 0(>D). (2.1) 

A fraction of this highly reactive form of atomic 
oxygen, O('D), reacts with water vapour and is the 
primary source of tropospheric hydroxyl (OH), 

0('D) + H , 0 - » O H + OH. (2.2) 

In the troposphere, the OH radical is the most important 
chemical removal agent. It reacts with virtually all 
molecules containing hydrogen atoms (e.g., CH4); in other 
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Table 2.1: Current atmospheric abundances and lifetimes of radiatively active trace gases. 

Species 

Strut H20 

Strat 0 3 

Trop H20 

Trop 0 3 

co2 
CH4 

N20 

CFC-11 

CFC-12 

CFC-113 

CFC-114 

CFC-115 

CC14 

CH3CCI3 

CH3CI 

HCFC-22 

CH3Br 

CF2CIBr 

CF,Br 

CF4 

C2Ffi 

SFft 

HCFC-123 

HCFC-124 

HCFC-141b 

HCFC-142b 

HCFC-225ca 

HCFC-225cb 

HFC-125 

HFC-134a 

HFC-143a 

HFC-152a 

HFC-227ea 

Mixing ratio (ppbv) 
1992 

2,000-6,000 

200 10,000 

10,000-20,000,000 

10-200 

356,000 

1,714 

311 

0.268 

0.503 

0.082 

0.020 

<0.01 

0.132 

0.160 

0.600 

0.105 

0.012 

0.0025 

0.0020 

0.070 

0.004 

0.0025 

0.0035 

1992 minus 
1990 

2,000 

14 

1.4 

0.005 

0.026 

0.005 

0.001 

-0.001 

0.007 

? 

0.014 

0.0006 

0.00014 

0.0003 

0.001 

pre-ind. 

278,000 

700 

275 

0 

0 

0 

0 

0 

0 

0 

0.600 

0 

0.008 

0 

0 

0 

0 

0 

0 

Burden 

(Tg) 

2,900 

300 

760,000 (C)++ 

4,850 

1,480 (N)tt 

6.2 

10.3 

2.6 

3.4 

3.5 

5.0 

1.5 

0.15 

0.08 

0.05 

0.9 

Lifetime 

(yr) 

see Ch.l 

11-17+ 

120 

50 (±5) 

102 

85 

300 

1,700 

42 

5.4 (±0.6) 

1.5 

13.3 

1.3 

20 

65 

50,000 

10,000 

3,200 

1.4 

5.9 

9.4 

19.5 

2.5 

6.6 

36. 

17.7 

55. 

1.5 

43 

Note: All mixing ratios, except for stratospheric 0 3 and H20, refer to mean tropospheric values. 
t For CH4 the adjustment time for decay of a perturbation is shown, rather than a "budget" lifetime - see text. The value of 
adjustment time conveyed to Chapter 5 for the calculation of GWPs, 14.5 ± 2.5 yrs, does not include possible losses of CH4 in the 
soil. 
t t The atmospheric burdens for C0 2 and N20 are expressed in Tg(C) and Tg(N) respectively. 
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reactions it oxidises species such as CO, nitrogen dioxide 
(N02) and sulphur compounds (e.g., SO,). In the 
unpolluted troposphere, the major reactions of OH are: 

OH + CH4 + 0 2 ^ CH302 + H20 (2.3) 

OH + CO + 0 2 =2 C0 2 + H0 2 (2.4) 

The loss of OH is matched by the production of peroxy 
radicals (H02, CH302). When OH reacts with other, non-
methane hydrocarbons (NMHC), such as ethane, 
analogous organic peroxy radicals are formed. Subsequent 
oxidation of CH302 and its NMHC analogues leads to 
production of one or more H02 , which is recycled to OH 
by the reactions, 

H02 + NO -» OH + N0 2 (2.5) 
H02 + 0 3 -» OH + 0 2 + 02 . (2.6) 

The reactions (2.3) or (2.4), followed by (2.5) or (2.6), 
form a catalytic chain which destroys methane and carbon 
monoxide but may regenerate OH. The cycling of OH and 
H02 is terminated by reactions involving OH, H0 2 and 
N02. These regenerate H20 or form peroxides (H2O„ 
CHjOOH, etc.) which are subsequently removed by clouds 
and precipitation. In a polluted environment with large 
concentrations of N02 , the major loss of OH is through 
formation of nitric acid (HN03). 

OH + N02 -> HN03 (2.7) 

This reaction is also the major loss mechanism for NOx 

(NO + N02) throughout the troposphere, since most of the 
HN03 is lost from the atmosphere by washout and dry 
deposition. Like the OH-H02 pair above, the NOx pair is 
tightly linked through the reactions, 

NO + 0 3 -» N02 + 0 2 (2.8) 
N02 + sunlight + 0 2 "-^ 0 3 + NO (2.9) 

In addition to the daytime photochemistry, there are 
some night-time reactions that affect 0 3 and NOx. The 
most important process is the reaction of NO? with 0 3 to 
form a nitrate radical (N03), which further reacts, e.g., to 
form nitrate aerosol, so that the net effect is the removal of 
both 0 3 and NOx. 

Molecules that escape tropospheric oxidation by OH, or 
removal by wet or dry deposition, will reach the 
stratosphere where they encounter sunlight with much 
shorter wavelengths, as low as 180 nm. These photons 
have sufficient energy to dissociate directly many of the 
compounds that could not be destroyed in the troposphere. 
This photolysis initiates the oxidation processes that, for 
example, turn CFCs into C02 , HF and a mix of chlorine 
compounds. In addition, concentrations of O('D) from 
reaction (2.1) are higher in the stratosphere and contribute 
to the loss of the more stable gases. For gases destroyed 
primarily in the stratosphere, atmospheric lifetimes range 

from 40 to 200 yr and are limited at the lower range by the 
rate of transport into the stratosphere. 

A very few greenhouse gases (e.g., CFC-115 and C-,F()) 
are so stable that they are not efficiently photolysed in the 
stratosphere. Significant losses of these molecules occur 
above 60 km altitude through photolysis with Lyman-alpha 
sunlight (121.6 nm). The local rate of photolysis and the 
fractional mass of the atmosphere over which these losses 
occur are so small that the atmospheric lifetime of these 
gases exceeds 1000 yr (Ravishankara et al., 1993) and 
their atmospheric abundances equal accumulated 
emissions. 

Ozone 

The sunlight at 180-230 nm is also absorbed by molecular 
oxygen (02), which is photodissociated, generating 0 3 in 
the process. This absorption is sufficiently strong to 
prevent these wavelengths reaching below about 20 km 
altitude in the atmosphere. The stratospheric amount of 0 3 

is controlled by a balance between this production and 
transport and the catalytic loss-cycles involving CI and Br 
species, NOx, OH and H0 2 . The dominant source of 
stratospheric CI today, 80%, is the family of industrial 
chlorocarbons, and human activity has also led to increases 
in the flux of Br into the stratosphere. Stratospheric NOx is 
generated from NnO. Stratospheric H,O (the source of OH 
and HO-,) will increase along with any increases in 
atmospheric CH4. Stratospheric 0 3 is the major species 
absorbing solar UV between 220 nm and 320 nm. Hence, 
depletion of stratospheric 0 3 is likely to change 
tropospheric chemistry through: (i) a lowered flux of 0 3 

into the troposphere, and (ii) increased tropospheric UV 
flux which enhances the primary production of OH. 

While the flux of air from troposphere to stratosphere in 
the tropics represents a major loss process for many of the 
long-lived species, the return flux in the mid-latitudes 
brings significant sources of 0 3 and NOx into the upper 
troposphere. On a globally averaged basis this source of 
tropospheric 0 3 is countered by removal through reactions 
with alkenes and NO near the Earth's surface and by dry 
deposition at the surface. In addition, comparable sources 
and sinks for 03 , and even larger sources for NOx, occur 
throughout the troposphere. 

The sequence consisting of the reactions (2.4), (2.5) and 
(2.9) illustrates how molecular oxygen is activated: an 
oxygen atom is transferred via H0 2 (or other peroxy 
radicals) to NO-,, and eventually leads to a net formation of 
03 . In the destruction of CO, for example, both OH + HO, 
and NOx are preserved and catalytically generate O v In the 
absence of NOx, the reaction sequence (2.4) and (2.6) 
destroys both CO and O v NMHC also play an important 
role in producing 0 3 , the key being that they enhance 
overall the OH and H02 reactions ((2.3), (2.4), (2.6) and 
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(2.7)). The balance between in situ production and loss of 
O, depends on the NO concentration: production by 
reaction (2.5) followed by (2.9) is favoured over loss by 
reaction (2.6) when the NO/0-, concentration ratio exceeds 
about (10 pptv)/(30 ppbv). Thus, in most parts of the 
troposphere, the addition of NO will induce additional 
production of O v In heavily polluted urban environments, 
where NOx concentrations are already high, addition of 
NO can lead to a reduction in local 0 3 concentrations, but 
will lead to increased 0-, levels farther downwind. 

2.2.2 Atmospheric Adjustment Times of the Trace Gases 

The budget of a trace gas is defined by its sources and 
sinks. The lifetime describes the rate at which the 
compound is removed from the atmosphere by chemical 
processes or by irreversible uptake by the land or ocean. If 
emissions are uniform, the concentration of a trace gas 
builds up to a steady-state value at which the product of 
the global mean abundance (Tg) with the inverse global 
mean lifetime (1/yr) balances the emissions (Tg/yr). The 
sum over the chemical rates described above defines the 
budget of a trace gas (i.e., the sources and sinks) and thus 
the time-scale for a small perturbation in its abundance to 
disappear. This time is defined formally as the "adjustment 
time", and is the essential quantity used in evaluating indices 
such as the Greenhouse Warming Potential (GWP). For a 
long-lived trace gas, the average atmospheric adjustment 
time is the e-folding time (63% reduction) of an additional 
kilogram added to the atmosphere to be removed by 
chemical processes. A second time-scale can be defined 
based on the integrated loss divided by the total abundance. 
This turn-over time, often referred to as the "lifetime" in 
atmospheric chemistry, relates the observed global mean 
abundance with the emissions needed just to sustain it. 

These integrated time-scales require global summation 
of the local chemical loss processes acting on globally 
varying concentrations of the trace gas. For a compound 
such as C'H4, these vary widely throughout the atmosphere: 
the OH abundances depend on sunlight and other short
lived, highly variable constituents such as NOx, H20 and 
(),: and the reaction rate of CH4 with OH varies by a factor 
of 20 over the range of lower atmospheric temperatures. 
The atmospheric lifetime collapses all of these local 
chemical losses into a single, global-mean loss frequency. 
By integrating CH4 losses over the globe for a year (i.e., 
Tg(CH4)/yr) and dividing by the average CH4 abundance 
(i.e., Tg(CH4)), one derives the inverse of the atmospheric 
lifetime, x. Because the lifetime is defined relative to the 
global atmospheric burden, we can add individual inverse 
lifetimes (i.e., losses) to get a total inverse lifetime, e.g., 

I T = 1/T()1| + l/Ts t raI + l /To c c a n + 1/Tland + 1/Tchcm + 1/Twash 

where the terms are reaction with troposphere OH, 
stratospheric photolysis, irreversible oceanic uptake, net 
destruction at the land surface, additional chemical loss in 
the troposphere and removal by precipitation (washout), 
respectively. Calculation of these lifetimes is a difficult 
problem for global atmospheric chemistry models, but a 
good estimate helps constrain the total source of a 
compound. If observations indicate steady state, then 
sources are balanced by sinks. In the case of gases with 
measured trends in atmospheric abundance, the inferred 
source equals the loss calculated from the lifetime plus the 
annual increase in abundance derived from the trend. 

In general, the adjustment time for a trace gas can be 
approximated to first-order by the lifetime, for which we 
often have a good estimate, either theoretical or empirical. 
Most trace gases have little impact on the chemistry of the 
atmosphere (e.g., the CH-,CC13 abundance is too low to 
affect OH concentrations), and for these gases the 
adjustment lifetime is equivalent to the lifetime. However 
two gases, CH4 and N-,0, do interact strongly with the 
global atmospheric chemistry, and the exact calculation of 
their adjustment time requires inclusion of feedbacks and 
multiple reservoirs. 

For example, it has been known that the CH4-CO-OH 
system in the troposphere is highly coupled (Chameides el 
al., 1976; Sze, 1977): increased CH4 oxidation leads to 
additional CO formation; both suppress OH, the major sink 
for CH4; and thus the time-scale for decay of the 
perturbation lengthens. This feedback was reported by the 
global models and treated in IPCC (1990) as an "indirect" 
GWP based on model calculations of the decrease in 
global OH for CH4 increases (Isaksen and Hov, 1987). 
However, the concept of an extended adjustment time for 
perturbations has not been applied to GWPs until this 
assessment. The ratio of adjustment time to lifetime is 
greater than one and is independent of the magnitude of 
the methane perturbation for modest changes (Prather. 
1994). Because of differing NOx and NMHC fields, 
models of global troposphere chemistry differ in the 
strength of their CH4-CO-OH coupling (see Section 
2.10.2). Thus the adopted adjustment time for CH4, based 
on atmospheric chemistry alone, is 14 ± 2.5 yr using a 
chemical sink (OH and stratospheric loss) of 10 yr. If the 
biological soil sink were to respond to the atmosphere in 
the same way as the chemical sink, the response time 
would be reduced to a little under 14 yr. In this chapter we 
use the range 14 ± 3 (11-17) yr to cover this uncertainty. 

The other major compound for which the lifetime and 
adjustment time are expected to be different is N-,0. The 
stratospheric NOv derived from N.,0 controls stratospheric 
O, and hence the ultraviolet radiation field in the 
stratosphere and finally the N.,0 loss frequency. In contrast 
with CH4, one would expect the adjustment time for N-,0 
to be shorter than its lifetime by about 10% because 
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increases in N 7 0 lead to a greater photolytic destruction 

rate. For N- ,0 , howeve r , there may be addi t iona l 

complicat ions, s imilar to those for CO-,, due to the 

potentially important reservoir of N-,0 dissolved in the 

oceans. If atmospheric N-,0 concentrations were to change, 

such an oceanic reservoir would be likely to interact with 

the atmosphere on a time-scale longer than the 120-year 

adjustment time given in Table 2.1. Neither of these effects 

has been studied sufficiently to be included quantitively 

here. 

Short-lived trace gases such as NOx (1-10 days) and CO 

(1-4 months) have not been included in this discussion 

because it is impossible to assign a useful global mean 

lifetime. Such gases have highly variable local loss rates, 

e.g., CO varies from 1 per month in the tropics, and 0.25 

per month at mid-latitudes in spring and autumn, to very 

small values in high latitude winter. The atmospheric 

circulation does not mix CO from equator to pole within 

the troposphere in much less than a season. Thus emissions 

of CO in the tropics will decay in a month, whereas high 

latitude emissions in winter will accumulate for a season 

until they mix to lower latitudes. In the case of long-lived 

gases such as CH4 with an adjustment time of about 11 to 

17 years, the surface emissions become reasonably well-

mixed throughout the troposphere before substantial losses 

occur, and thus the adjustment time does not depend on the 

location of the sources. For short-lived gases this is not 

true and they do not in genera l have well defined 

adjustment times, although a reasonable upper limit can be 

made by combining the chemistry with the atmospheric 

transport models. Given the finite rate of tropospheric 

mixing (about two weeks vertically, about three months 

from pole to t rop ic s , and about one year be tween 

hemispheres) the concept of a global adjustment time as 

currently used in GWPs is of limited use for molecules 

such as NOx, 0 3 or even CO. 

The discussion of adjustment time and turn-over time 

has assumed that we are dealing with small perturbations 

about the current atmosphere. We have observed changes 

in CH4, N 9 0 and probably tropospheric 0 3 since the pre-

industrial atmosphere (see following discussion). These 

changes have been la rge , and we expect that the 

adjustment times for most gases have changed since 1850 

and will continue to change into the future in response to 

changing emissions of a wide range of gases. Current 

trends in the lifetime of methane appear to be small and 

difficult to detect (e.g., Prinn et al., 1992). 

2.2.3 Current Tropospheric OH 

The lifetimes of many greenhouse gases depend on the 

global OH field. Concentrations of OH respond almost 

instantly to variations in sunlight, O v NOx, CO. CH4 and 

NMHC; and therefore the OH field varies bv orders of 

magnitude in space and time. Direct observations of OH 

can be used to test the photochemical models under 

specific circumstances, but are not capable of measuring 

the global OH field. Therefore we must rely on numerical 

models to estimate the global, seasonal distribution of OH; 

these models need to simulate the variations in sunlight 

caused by clouds, ozone column and t ime-of-day in 

addition to the local chemical fields. These calculations of 

global tropospheric OH and the consequent derivations of 

lifetimes have not advanced significantly and are still 

much the same as in WMO(1990): we cannot expect such 

calculations to achieve an accuracy much better than 

±30%. 

The modelled OH fields can be tested in an averaged 

sense by compar i son with the budge t s for some 

compounds which are removed mainly by OH. These 

compounds must be reasonably long-lived (and therefore 

well mixed), have well-known source strengths and only 

small, well-defined losses apart from OH removal. In 

addition, their atmospheric burdens must be well measured 

and well calibrated. However, this empirical derivation of 

a weighted, global-mean OH does not help test that part of 

the OH distribution that controls the NOx lifetime and 

hence the net production of 0 3 in the troposphere. 

Empirical OH-Lifetimes based on C H , C C I V
 l 4 CO, and 

HCFC-22 

CH3CCI3 fulfils all of the above r e q u i r e m e n t s for 

calibrating tropospheric OH. A recent assessment (Kaye et 

al., 1994) has reviewed and re-evaluated the lifetimes of 

two major industrial halocarbons, methylchloroform 

(CH3CCI3) and CFC-11. An optimal fit to the observed 

concentrations of CH3CC13 from the five ALE/GAGE 

surface sites over the period 1978 to 1990 was done with 

two statistical/atmospheric models: the ALE/GAGE 12-

box atmospheric model with optimal inversion (Prinn et 

al., 1992); and the NCSU/UCI 3D-GISS model with 

autoregression statistics (Kaye et al., 1994). There are 

well-defined differences in the two atmospheric models' 

simulations; while important for modelling CFC-11, these 

have no impact on the derived CH3CCI3 lifetimes. But the 

empirical lifetime and its possible trend are closely tied to 

the absolute calibration of CH3CC13 measurements. With 

the ALE/GAGE calibration factor, a lifetime of 5.7+ 0.3 yr 

in 1990 with a decrease in lifetime of 1± 0.8%/yr from 

1978 to 1990 is obtained. For the calibration factor from 

CMDL (0.88 times the ALE/GAGE value, Frascr et al. 

1994), a lifetime of 5.1 ± 0.3 with a significantly smaller 

trend is derived. The interpretation of such a trend as 

increasing tropospheric OH is unresolved, since other 

factors, including the known geographic change in 

CH 3CC1 3 emissions, may influence the observat ions. 

Given the uncertainties in absolute calibration, we choose 
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Table 2.2: CH3CCl3 Lifetime (yr) and the Range in OH-basedLifetimes 

total (range) strat (range) ocean (range) 

5.4 (4.8-6.0) 45 (40-50) 85 (50 - infinite) 

upper limit: 1/8.2 = 1/6.0 - 1/40 -1/50 

central value: 1/6.6 = 1/5.4 -1/45 - 1/85 

lower limit: 1/5.3 = 1/4.8 - 1/50 - 1/infinity 

-» tropospheric lifetime due to OH: 6.6 yr (±25%) 

Note: The lifetimes of many greenhouse gases, including CH4, are determined primarily by the concentrations of tropospheric OH 
radicals. Our best calibration of the global average OH is based on the empirical total lifetime for CH3CC13 (5.4 yr), which has three 
identified sinks: tropospheric OH, stratospheric photodissociation, and oceanic hydrolysis. The magnitude of the lifetime with 
respect to removal by OH (6.6 yr) is calculated by removing the stratospheric and oceanic components and increases the uncertainty 
range. The OH-based lifetime for CH4 is 1.65 times that of CH3CC13, based on the ratio of rate coefficients for reaction with OH. To 
that loss, a stratospheric lifetime corresponding to 120 yr must be added to get the atmospheric budget lifetime for CH4 of 10 yr. 

a CH3CC13 lifetime of 5.4 yr with an uncertainty range, 
±0.6 yr, to encompass the two calibrations. From this total 
atmospheric lifetime of CH3CC13, the losses to the ocean 
and stratosphere are deducted to derive the tropospheric 
lifetime for reaction with OH of 6.6 yr (±25%) as shown in 
Table 2.2. 

Analysis of the tropospheric budget of the radio-isotope 
14CO complements the CH3CC13 test of tropospheric OH: 
the l4CO is produced primarily in the stratosphere and 
upper troposphere by cosmic rays and has a much shorter 
lifetime, 1-3 months. Recent modelling (Derwent, 1994b) 
has supported the earlier results (Volz et al., 1981); 
however, new observations (Brenninkmeijer et al., 1992; 
Mak et al., 1992), particularly in the Southern Hemisphere, 
have not yet been reconciled with the latitudinal 
distribution of OH generated by global atmospheric 
chemistry models. The removal of l4CO emphasises more 
the upper troposphere in the mid-latitudes, whereas the 
loss of CH3CC13 and similar industrial halocarbons is 
dominated by the OH in the lower tropical troposphere 
(Prather and Spivakovsky, 1990). 

Another candidate that might offer a test of model 
predicted OH is HCFC-22 (Montzka et al., 1993). 
Although HCFC-22 production is well documented 
(Midgley and Fisher, 1993), the atmospheric emissions are 
too uncertain to improve the accuracy of the global budget 
analysis for CH,CC13. 

For well-mixed gases destroyed by OH, the mean OH 
estimated from the budget of one species can be 
transferred to another by the ratio of their respective rate 
coefficients. The original AFEAS study, and subsequent 
assessments (WMO, 1992; IPCC, 1992) have derived 
lifetimes relative to that of CH3CC13 by scaling their 
respective rate coefficients for reaction with OH at 277 K 
(Prather and Spivakovsky, 1990). The values of the 
derived lifetimes here rely on the precision of the empirical 
derivation of the CH3CC13 lifetime (Prinn et al., 1992). 

2.2.4 Other Atmospheric and Surface Removal 
For short-lived gases that react rapidly with OH, the 
possible impact of other, unidentified removal processes is 
likely to be small. On the other hand, for long-lived 
compounds (e.g., CFCs, CC14, HCFCs 142b & 143a), 
small additional losses may noticeably reduce the 
atmospheric lifetimes calculated here. 

The potential role of oceanic uptake and destruction as 
well as reactions in clouds of HCFC and HFCs was 
examined by Wine and Chameides (1990) and their 
conclusion that cloud processes appear unimportant still 
seems valid. More recently the role of the oceans in 
CH3CC13 loss (Butler et al, 1991) and CH3Br buffering 
(Butler, 1994) has been discussed. In general, oceanic loss 
is proportional to solubility (very high for CH3Br) and is 
limited by the air-sea exchange. Only for these two gases 
has oceanic loss been included in the lifetimes (Table 2.3). 

Chemical reactions with CI atoms in the marine 
boundary layer, or possibly N0 3 radicals at night, have 
been identified as losses for NMHC and HCFC/HFCs. 
Currently, these losses are thought to be small compared 
with that from OH. Reactions on biologically or 
mineralogically active land surfaces have been identified 
for many long-lived greenhouse gases but none are thought 
to be important (see sections on individual gases below): 
these have not been included in the atmospheric lifetimes 
in Table 2.1. 

2.2.5 Lifetimes from Stratospheric Removal 

For compounds destroyed only in the stratosphere, a lower 
limit can be placed on the total lifetime. It can be derived 
simply from an estimate of how fast tropospheric air is 
circulated through the stratosphere, with the limiting 
assumption that all of the trace gas entering tru 
stratosphere is destroyed. Using the mass flux through tlu 
100 mbar surface in the tropics (Holton, 1990) yields , 



Other Trace Gases and Atmospheric Chemistry 85 

value of 25 yr. The gas which most closely approaches this 
limit is CC14, a rapidly photolysed species, with a lifetime 
of about 40 years, somewhat longer than the 25 year value, 
because many CC14 molecules re-enter the troposphere. 

The derivation of the stratospheric-removal lifetimes in 
Table 2.1 is based on current two-dimensional 
stratospheric models which have a long history of 
development and testing (e.g., Ko et al., 1991; Prather and 
Remsberg, 1993). These models calculate vertical profiles 
and relative variations of halocarbons, N90 and CH4 in the 
stratosphere that are consistent with observations. The 
model derived lifetimes for CFC-11, ranging from 40 to 60 
yr, match the empirically derived value of 50 ± 5 years, 
based on reconciling emissions with the observed trend 
(see Kaye et al., 1994; and recent update, Cunnold et al., 
1994). 

2.2.6 Examples of Chemical Feedbacks Affecting 
Greenhouse Gases 

The varied chemical and physical couplings in the 
atmospheric system mean that a perturbation in one trace 
gas propagates through a series of interactions into a 
perturbation of many other species. Methane has an 
especially large number of identified couplings, some of 
which are used as an example to illustrate this point. To 
first order, a kilogram of CH4 released from the surface 
becomes well-mixed in troposphere, and a fraction of this 
CH4, in proportion to its tropical abundance, is transported 
into the stratosphere. This added kilogram of CH4 decays 
with an adjustment time of 11 to 17 years and not with the 
chemical sink time-scale of 10 years due to OH and 
stratospheric loss (see Section 2.2.2 above). This enhanced 
CH4 concentration has a direct radiative effect. In the 
stratosphere, CH4 directly affects the radical chemistry 
(C1/HC1, OH) that controls 0 3 : by reducing the 
effectiveness of chlorine catalytic cycles, it would increase 
03. At the same time, oxidation of this CH4 increases 
stratospheric H20, leading to enhanced efficiency of the 
HOx-catalysed 0 3 loss and potentially increasing 
heterogeneous chemistry in the stratosphere by providing 
more condensable water. Changes to stratospheric H,O 
and 0 3 have direct greenhouse impacts. Any induced 
changes to stratospheric 0 3 will feed back on tropospheric 
chemistry through changes in UV and 0 3 fluxes into the 
troposphere. The additional CH4 also impacts tropospheric 
chemistry directly through reductions in OH and increased 
production of O v Lower OH increases the lifetimes and 
hence the concentrations of a whole host of atmospheric 
trace gases, many of which are direct greenhouse gases. 
Further, the concentrations of HCFCs and CH3CC13 would 
increase with a secondary impact on stratospheric chlorine 
levels and hence 0 3 . Another secondary impact is in 
tropospheric chemistry where lower OH will reduce the 

oxidation of NOx, which controls tropospheric 0 3 

production and the recycling of OH. To quantify these 
interactions, the numerical models must simulate 
realistically the atmospheric chemistry and transport of the 
troposphere and stratosphere. 

2.3 Methane 

After water vapour and carbon dioxide, methane (CH4) is 
the most abundant greenhouse gas in the troposphere. It is 
also a reactive gas, which through various chemical 
interactions (detailed in Section 2.2) influences the 
concentrations of other greenhouse gases both in the 
troposphere and stratosphere, most notably that of ozone. 

2.3.1 Methane Sources 

CH4 is emitted by a large number of sources. These are 
listed in Table 2.3 and total 410-660 Tg(CH4)/yr globally. 
This range has shifted little from previous estimates in 
IPCC (1992). In fact, despite numerous publications of 
numerous new flux measurements and estimates, only few 
of the contributions from individual sources have been 
revised. These revisions are relatively small, usually 
concerned with the range rather than with the central 
values of the emissions estimates. Thus, recent flux data 
from the Amazon region suggest that a large fraction of 
CH4 is emitted from tropical wetlands (20°N - 30°S), with 
a global estimate of -60 Tg(CH4)/yr (Bartlett et al., 1990; 
Bartlett and Harriss, 1993). High latitude tundra studies 
indicate emissions ranging from 20 to 60 Tg/yr (Whalen 
and Recburgh, 1992; Reeburgh et al., 1993). A re-
evaluation of the ocean source (Lambert and Schmidt, 
1993) suggests only -3.5 Tg/yr are emitted by the open 
ocean, but emissions from methane-rich areas could be 
higher, pushing the upper limit of the oceanic source to 50 
Tg/yr. A recent estimate made by Martius et al. (1993) for 
the contribution of termites to the global budget agrees 
well with the central value of 20 Tg/yr given in the IPCC 
(1992). A new estimate has been made for methane 
originating from geological sources (including methane 
hydrates) of 5-15 Tg/yr (Judd et al., 1993). 

Studies of the carbon-14 content of atmospheric CH4 

indicate that 15 - 25% of total annual CH4 emissions are 
from fossil carbon sources (IPCC, 1992). However, there 
are large uncertainties in the contribution of the various 
fossil sources: coal mines, natural gas and the petroleum 
industry. New global figures for emissions from coal 
mines range from 17 Tg/yr to 50 Tg/yr (CIAB, 1992; 
Miillcr, 1992; Beck, 1993; Beck et al., 1993; Kirchgessner 
et al., 1993). Miiller (1992) estimated an emission from 
natural gas activities of 65 Tg/yr, higher than the range 
given in IPCC (1992) (2542 Tg/yr). Beck et al. (1993) give 
a value of 30 Tg/yr. Khalil et al. (1993a) proposed that low 
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Table 2.3: Estimated sources and sinks of methane, TgfCH^Iyr. 
(a) Observed atmospheric increase, estimated sinks and sources derived to balance the budget 

Individual 
estimate 

Total 

Atmospheric increase 37 (35-40) 37 (35-40) 

Atmospheric removal (lifetime = 9.4 yr) 

tropospheric OH 

stratosphere 

soils 

Total sinks 

445 (360-530) 

40 (32-48) 

30 (15-45) 

515 (430-600) 

Implied total sources (atmospheric 
increase + total sinks) 

552 (465-640) 

(b) Inventory of identified sources 

Identified sources Individual 
estimate 

Total 

Natural 

Wetlands 

Termites 

Oceans 

Other 

115 (55-150) 

20 (10-50) 

10 (5-50) 

15 (10-40) 

Total identified natural sources 160 (110-210)+ 

Anthropogenic 
Total fossil fuel related 
Individual fossil fuel related sources 

Natural gas 
Coal mines 
Petroleum industry 
Coal combustion+++ 

Biospheric carbon 
Enteric fermentation 
Rice paddies 
Biomass burning 
Landfills 
Animal waste 
Domestic sewage 
Total biospheric 

40 (2550) 
30 (1545) 
15 (530) 
? (130) 

85 (65100) 
60 (20-100) 
40 (2080 
40 (2070) 
25 (2030) 
25 (15-80) 

100 (70-120)++ 

275 (200-350) 

Total identified anthropogenic sources 375 (300-450)+ 

TOTAL IDENTIFIED SOURCES 535 (410-660) 

TOTAL Global Burden: 4850 Tg(CH4) 

Note: The observed increases in methane show that sources exceed sinks by about 35 to 40 Tg each year. All data are rounded to 
the nearest 5 Tg. 

• A pre-industrial level of 700 ppbv would have required a source of 210 Tg(CH4)/yr if the lifetime has remained constant, and 
2S0 Tg (CH4)/yr if current (ropospheric chemical feedbacks can be extrapolated back. The total anthropogenic emissions of CI 
based on identifed sources. 375 (300-450). is slightly higher than the inferred range from pre-industrial levels, 270-340. but is 
well within the uncertainties. 

t fractional source from fossil carbon based on a measure of the atmospheric ratio of 14CH to I2CH 
-TT Juddi-r nl. (1W.1). khalil t'r <;/. (lW3a) 4 4' 
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temperature combustion of coal (not included previously) 
could be a significant source of methane, with a global 
emission of 16 Tg/yr and a range of 5-30 Tg/yr. Emissions 
of methane from the inefficient combustion of coal may be 
significant. However, there is considerable uncertainty in 
the magnitude of these emissions and further research is 
needed to refine preliminary estimates. 

Anastasi and Simpson (1993) estimated a 1990 emission 
of 84 Tg/yr from enteric fermentation in cattle, sheep, and 
buffalo, which contributes 90% of the total emission from 
domestic animals, towards the upper part of the range 
given in IPCC (1992) (65-100 Tg/yr). In a complete re-
evaluation of emissions from biomass burning, Andreae 
and Warneck (1994) report a total of 43 Tg/yr in good 
agreement with the global estimates made in IPCC (1992). 
Other recent estimates of CH4 from biomass burning are 
30 Tg/yr (Hao and Ward, 1993), 35 Tg/yr (Subak et al., 
1993) and 50 Tg/yr (Levine et al., 1994). 

Numerous studies of emissions from rice paddies (e.g., 
Bachelet and Neue, 1993; Delwiche and Cicerone, 1993; 
Lai et al., 1993; Subak et al., 1993; Wang et al., 1993a,b; 
Wassman et al., 1993; Shao et al., 1994; Shearer and 
Khalil, 1994) indicate a global source of 60 Tg/yr with a 
range of 20-100 Tg/yr. 

New estimates of landfills suggest a global source of 
about 40 Tg/yr (Miiller, 1992; Subak et al., 1993; Tohjima 
and Wakita, 1993). 

As Table 2.3 indicates, about 70% of the CH4 emissions 
(375 Tg/yr) result from human activity and approximately 
20% of the total emissions are of fossil origin. 

2.3.2 Removal of Methane 

As detailed in Section 2.2, CH4 is removed from the 
atmosphere through reaction with tropospheric OH, about 
445 Tg/yr (Table 2.3) and stratospheric removal, 40 Tg/yr. 
Another significant sink is the microbial uptake in soils, 
about 15-45 Tg(CH4)/yr. A growing number of studies 
(reviewed by Reeburgh et al., 1993) show that methane 
from the atmosphere, and also that diffusing upward from 
deep soils, is consumed by microbial communities in the 
upper soils. Methane fluxes at the terrestrial and marine 
surface are highly variable because they result from the 
difference of two large processes (in situ production and 
consumption). It is noted that this oxidation of CH4 is also 
important in modulating methane emissions from rice 
paddies, wetlands and landfills. Disturbance (cultivation, 
fertilisation) has been shown to reduce the effectiveness of 
the soil sink in temperate soils (Keller et al., 1990; Mosier 
et al, 1991; Hutsch et al., 1993; Minami et al., 1993; 
Ojimae/fl/., 1993). 

The budget imbalance depends on the recent trends (see 
Section 2.3.4) but sources must have exceeded sinks by 
about 7-8% over the last decade. 

2.3.3 Atmospheric Distribution 

The fact that sources of CH4 are essentially land based and 
therefore lie predominantly in the Northern Hemisphere 
can explain much of the latitudinal gradient observed in 
CH4 with about 6% lower values in the Southern 
Hemisphere. This difference corresponds to an excess 
Northern Hemisphere source of about 280 Tg(CH4)/yr. 
The observed seasonal cycle (±1.2% at mid-latitudes) can 
be explained in large part by the annual variation in 
tropospheric OH concentrations, and to a lesser extent by 
seasonally varying sources and atmospheric transport. The 
seasonal cycle in the Southern Hemisphere also contains a 
signal from transport of tropical biomass burning sources 
(Lassey et al., 1993; Law and Pyle, 1993). 

2.3.4 Trends and Sensitivities 

Atmospheric CH4 concentrations have changed 
considerably over time. Most striking is the increase of 
more than a factor of two over the last two centuries, 
derived from air trapped in ice cores (Figure 2.1). During 
the past decade the rate of that increase has declined. 
Measurements from two global observing networks have 
derived globally averaged growth rates for methane of 
approximately 20 ppbv/yr in 1979-80, 13 ppbv/yr in 1983, 
10 ppbv/yr in 1990 and about 5 ppbv/yr in 1992 (Steele et 
al., 1992; Khalil and Rasmussen, 1993; Dlugokencky et 
al., 1994a). The decline in growth rate was more rapid in 
the 30°-90°N semi-hemisphere than in the other semi-
hemispheres (Figure 2.2). The change in CH4 from 1991 to 
1992 in the Northern Hemisphere was close to zero. The 
cause of this global decline in methane growth rates is 
unknown and still a matter of speculation. It could, for 
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Figure 2.1: Methane mixing ratios from the air bubbles trapped 
in ice cores from Antarctica over the past 1,000 years (Law 
Dome (DE0S): Etheridge et al.. 1992; Mizuho: Nakazawa et al., 
1993) and Greenland (Site J: Nakazawa el al., 1993: Summit: 
Blunier el al., 199.3). Atmospheric measurements from Cape 
Grim. Tasmania, are included to demonstrate the smooth 
transition from ice core to atmospheric measurements. 
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Figure 2.2: Seasonal cycles and trends in atmospheric methane over the decade 1983 to 1992. Results from the NOAA-CMDL global 
flask network (37 sites) have been gridded to 14-day intervals and averaged over four equal areas of the atmosphere: high northern 
(3()°N - 9()°N), low northern (0 - 30°N), low southern (0 - 30°S) and high southern (30°S - 90°S) semi-hemispheres (Steele et ai, 1992; 
Dlugokencky et«/., 1994c). 

example, be explained by a rapid drop of about 5% in 
global annual emissions. One suggestion is a decrease in 
CH4 emissions from the former Soviet Union 
(Dlugokencky et al., 1994b). Additional CH4 data from 
Antarctica by Aoki et al. (1992) confirm the trends 
observed by the NOAA-CMDL stations in the same 
region. 

A significant depletion in 13CH4 has been observed in 
the Southern Hemisphere since mid-1991, coincident with 
the significant drop in the CH4 growth rate between 1991 
and 1992. The isotopic data are used to infer that the 
change in CH4 growth rate is due to decreasing sources 
rather than increasing sinks and that it results from a 
combination of decreased tropical biomass burning and a 
lower release of fossil CH4 in the Northern Hemisphere 
(Lowe (V al., 1994). 

Observed methane levels in the high Arctic (Alert, 
83°N) in 1993 were actually lower than those observed in 
1992. The data indicate that both Europe and the former 
Soviet Union are major OH4 sources, but the cause of the 
change has not been identified (Worthy et al., 1994). 

The historic record of methane concentrations through 
the industrial period has been improved by the analysis of 
four new ice cores included in Figure 2.1. An Antarctic ice 
core (Law Home) covers the period from 1840 to 1980 and 
overlaps with the direct atmospheric measurements of the 
ll)70s (Htheridge et al., 1992). It thus allows the trends of 
methane concentration durum the industrial period to be 

studied in detail. An approximate doubling of methane is 
seen, as in previous ice core studies, but the growth rate is 
not monotonic, with apparent stabilisation around the 
1920s and again during the 1970s (Etheridge et al., 1992; 
Dlugokencky et al., 1994c). From Greenland and Antarctic 
ice cores, Nakazawa et al. (1993) have extracted methane 
records that begin at about 1300 and 1600 respectively and 
continue to about 1950. The pre-industrial global mean and 
inter-hemispheric difference were found to be about 720-
740 ppbv and 35-75 ppbv respectively, about one third of 
the present day difference, indicating that the pre-industrial 
natural sources in the Northern Hemisphere were larger 
than those in the Southern Hemisphere. A Greenland ice 
core has produced a further methane record over the past 
1000 years (Blunier et al., 1993). A similar pre-industrial 
level was found (700 ppbv) and pre-industrial variations of 
about 70 ppbv were detected before AD 1500 which are 
attributed to the changed oxidising capacity of the 
atmosphere, climatic impacts on wetlands and possible 
agricultural sources of methane. Further back in time, large-
changes in the methane concentration in Greenland ice 
cores through the deglaciation and the last glacial period 
are observed to be in phase with inferred temperature 
(Figure 2.3). The record shows clearly the marked CH4 

variations associated with the younger Dryas event as well 
as the rapid CH4 variations during the glacial perio.N 
associated with rapid Greenland climatic oscillation. 
Warm periods, each lasting hundreds of years within ii;. 
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last glacial period, are associated with methane increases 
of about 100 ppbv. New data from the Antarctic Vostok 
ice core have extended the methane record from 160 
thousand years before present (kaBP) through the 
penultimate glaciation to the end of the previous 
interglacial, about 220 kaBP (Jouzel et ai, 1993). There is 
a clear positive correlation of methane with temperature. 
Methane minima (300-400 ppbv) occur at times of glacial 
maxima with approximately double this amount for the 
interglacials. 

There are several potential climate feedbacks that could 
affect the atmospheric methane budget (IPCC, 1990). 
Recent attention has been focused on northern wetlands 
and permafrost, where changes in surface temperature and 
rainfall are predicted to occur in climate models. 
Traditionally, temperature increases are assumed to 
generate increases in CH4 emissions (Hameed and Cess, 
1983). Recent calculations suggest a moderate increase in 
CH4 emissions in a 2 x C0 2 scenario (Harriss et al., 1993). 
Climate models generally predict lower soil moisture in 

mid-continental regions in summer for a 2 x CO-, climate 
(1PCC, 1990), although changes in soil moisture at high 
latitudes are model dependent. Lowering the water table 
increases the thickness of the layer over which methane 
oxidation can take place, so northern wetlands appear to be 
more sensitive to changes in moisture than temperature. 
Persistent water table lowering of 50-75 cm resulted in 
zero or even slightly negative fluxes (Roulet et al., 1992, 
1993), which suggests that a reduction in soil moisture 
may significantly reduce methane fluxes from northern 
peatlands and wetlands. However, response of high 
latitude wetlands to seasonal changes in soil moisture is 
not well understood (Reeburgh et al., 1993). 

Recent data on the methane concentration in permafrost 
(Kvenvolden and Sorenson, 1993; Rasmussen et al., 1993) 
suggest a median concentration of 2-3 mg/kg. Estimates of 
future methane emissions from permafrost are less than 10 
Tg/yr based on a one-dimensional heat conduction model 
that does not consider microbial oxidation (Moraes and 
Khalil, 1993). 
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Figure 2.3: The methane record from a Greenland ice core over 
the period 7,000 to 40,000 years before the present is shown in 
parallel with 6180 (a surrogate for temperature). The significant 
climatic events are named or numbered as interstadial episodes 
(Chappelaz et a/., 1993). 

2.4 Nitrous Oxide 

Nitrous oxide (N 2 0) is an important, long-lived 
greenhouse gas that is emitted predominantly by biological 
sources in soils and water, which are not well quantified in 
global terms (Table 2.4). It is removed mainly in the 
stratosphere by photolysis and reaction with excited 
oxygen atoms (O('D)). A small soil sink has been 
suggested. The loss of N20 in the stratosphere yields NO, 
providing the major input of NOx to the stratosphere, thus 
in part regulating stratospheric ozone and influencing the 
NOx balance in the upper troposphere. 

2.4.1 Sources of Nitrous Oxide 

Tropical forest soils are probably the single most important 
source of nitrous oxide to the atmosphere. New data on 
tropical land-use changes and intensification of tropical 
agriculture indicate significant, growing sources of N20 
(Matson and Vitousek, 1990). The flux of N20 depends on 
the age of the pasture, with young pasture (<10 years) 
emitting 3-10 times more N 2 0 than tropical forests, 
whereas older pastures emit less N20 than tropical forest 
(Keller et al., 1993). However, further research on tropical 
agricultural systems is required before conclusions can be 
reached concerning the relative importance of tropical 
agricultural systems as growing N20 sources (Keller and 
Matson, 1994). The total N20 source from tropical soils 
(forest, savannah) is estimated at 4 Tg(N)/yr (range 2.7 -
5.7). The magnitude of N.,0 emissions from intensively 
fertilised tropical agricultural soils has not been quantified. 
No attempt has been made to speciate the tropical soil 
source into natural and anthropogenic components. More 
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Table 2.4: Estimated sources and sinks ofN20 typical of the last decade (Tg(N)lyr). 

Range Likely 

Atmospheric increase 3.1-4.7 3.9t 

Sinks 

stratosphere 

soils 

9 -16 

9 

Natural 

oceans 

tropical soils 

wet forests 

dry savannas 

temperate soils 

forests 

grasslands 

1-5 

2.2 - 3.7 

0.5 - 2.0 

0.1 - 2.0 

0.5 - 2.0 

12.3 

Total Sinks 

Implied total sources (atmospheric increase + total sinks) 

9 -16 

13-20 

12.3 

16.2 

Identified sources Range Likely 

Total identified natural sources 6 -12 

Anthropogenic 

cultivated soils 

biomass burning 

industrial sources 

cattle and feed lots 

1.8-5.3 

0.2 -1.0 

0.7-1.8 

0.2 - 0.5 

3.5 

0.5 

1.3 

0.4 

Total identified anthropogenic 3.7-7.7 5.7 

TOTAL IDENTIFIED SOURCES 10-17 14.7 

The observed atmospheric increase implies that sources exceed sinks by 3.9 Tg(N)/yr. 

reliable estimates require better models of N-,0 emissions 

from soils and better data bases of underlying soil and 

ecosystem properties. 

There is evidence to show that grasslands emit small 

amounts of N , 0 (Mosier et al., 1981, 1991; Minami et al., 

1993; Meyer et al., 1994) and Krielman and Bouwman 

(1994) es t imated a g lobal g ras s l and source of 1.4 

Tg(N)/yr. A global value of approximately 1 Tg(N)/yr has 

been adopted in Table 2.4. 

The Earth's oceans are significant N-,0 sources. Nitrous 

oxide fluxes from upwelling regions of the Indian (Law 

and Owen. 1990) and Pacific (Codispoti et al.. 1992) 

Oceans suggest that oceans may be a larger source than 

previously estimated (1.4 - 2.6 Tg(N)/yr: IPCC 1992). The 

total pre-industrial N-,0 source was approximately 9 

Tg(N) yr of which approximately 3 Tg(N)/yr was oceanic 

(Weiss, 1994). An isotopic study of atmospheric N-,0 

(Kim and Craig, 1993) suggests a large gross flux of N-,0 

between the atmosphere and the ocean, but the possible 

implications for net fluxes are not clear. The ocean flux 

estimate that has been adopted for this assessment is 3 

Tg(N)/yr (range 1-5). 

New research sugges t s that N 9 0 emiss ions from 

cropped, nitrogen-ferti l ised (by mineral , manure and 

legumes) agricultural systems are significant on a global 

scale. Such sources have been extensively evaluated by 

IPCC Working Group II (personal communication) and 

estimated at 3.5 Tg(N)/yr (range 1.8 - 5.3). 

Nitrous oxide is also emitted by a large number of 

smaller sources, most of which are difficult to evahiaie. 

These include soils of other natural ecosystems, biorr.ass 

burning, degassing of ground water used for irrigation and 
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specialised industrial processes. There are very few studies 
of these sources, particularly in the tropics, and 
uncertainties in their emission estimates are large. These 
sources are listed in Table 2.4 and are largely based on 
IPCC (1992). A few, previously unevaluated sources have 
been added including N20 from cattle and feed lots (0.2-
0.5 Tg(N)/yr; Khalil and Rasmussen, 1992) and N20 from 
cars fitted with catalytic converters (0.1-0.6 Tg(N)/yr; 
Dasch, 1992; Khalil and Rasmussen, 1992; Berger et ai, 
1993), the latter having been included in the figure for 
industrial sources, along with adipic acid production. The 
biomass burning source (0.2-1.0 Tg(N)/yr) may be 
underestimated due to unaccounted for enhanced post-
burning biogenic emissions (Levine, 1994). 

Table 2.4 indicates that about 40% of N20 sources are 
anthropogenic. This figure could be an underestimate 
because tropical agricultural soil sources resulting from 
human activities have not been separated from natural 
tropical soil sources. Nitrous oxide from natural sources is 
estimated at 9 Tg(N)/yr (range 6-12), in agreement with 
Weiss (1994). These estimates of natural sources fall at the 
lower end of those needed to maintain pre-industrial 
concentrations of 275 ppbv, about 11 ± 3 Tg(N)/yr. 

2.4.2 Removal of Nitrous Oxide 

The major sink for N,0 is photodissociation by sunlight 
(wavelengths 180-230 nm) in the stratosphere; a secondary 
removal process, about 10%, occurs through reaction with 
0(1D). The best estimates for the lifetime of N 90 come 
from the 2D stratospheric chemical transport models that 
have been tested against observed distributions and tracer-
tracer correlations (Prather & Remsberg, 1993) and that 
include the accurate modelling of transmission of 
ultraviolet sunlight (Minschwaner et al., 1993). The 
current best estimate for stratospheric removal is 120 ± 30 
yr. Mahlman et al. (1986) reached a similar conclusion 
based upon 3-D transport model considerations. There is 
some evidence that N-,0 is consumed by some soils (cf. 
Donoso et al., 1993), but there are not enough data to 
make a reasonable global estimate of this sink. The 
consequences of a significant ocean reservoir of nitrous 
oxide have been neglected here in the consideration of the 
above lifetime. An ocean reservoir could potentially 
extend the response time for N 2 0 beyond the above 
estimate. 

The strengths of these sinks is summarised in Table 2.4. 
No estimate is made of the soil sink. The sum of the 
stratospheric loss and the atmospheric increase is about 16 
Tg(N)/yr (range 12-20). Although not indicated by the 
uncertainty ranges, this is probably better known than the 
total N-,0 source (approximately 15 Tg(N)/yr, range 10-
17). Based on these estimates the identified sources exceed 
sinks by about 15%, but clearly the uncertainty ranges are 

such that there may not be any major, unidentified sources. 
Sources and sinks whose strengths have not been 
estimated, or may be underestimated, are tropical 
agriculture, biomass burning, temperate grasslands 
(sources) and soils (sinks). 

2.4.3 Atmospheric Distribution 

Owing to its long lifetime, N-,0 exhibits only small spatial 
and temporal variations in the free troposphere. By 
empirically scaling with CFC interhemispheric gradients, 
the interhemispheric difference of about 1 ppbv (0.3%) 
corresponds to a source imbalance with an excess Northern 
Hemisphere source of 5 Tg(N)/yr. No seasonal variation 
has been observed. 

2.4.4 Trends and Sensitivities 

Analysis of available global nitrous oxide data indicates a 
clear continuous increase in N20 since the pre-industrial 
era. The rate of growth over the last decade is small, about 
0.25%/yr, and there is difficulty in measuring the global 
abundance of N.,0 with this precision. For example, the 
decadal trend from Prinn et al. (1990) is 0.7 to 1.0 ppbv/yr 
and that from Khalil and Rasmussen (1992) is 0.5 to 1.2 
ppbv/yr. In another recent analysis, Weiss (1994) showed 
that the global average abundance at the beginning of 1976 
was 299 ppbv and had risen to 310 ppbv at the beginning 
of 1993. During 1976-82 the growth rate was about 0.55 
ppbv/yr, which increased to a maximum of 0.8 ppbv/yr in 
1988-89, declining to the current rate of 0.6 ppbv/yr. A 
similar result has been observed in the 15-year global 
record of NOAA-CMDL (Elkins et al., 1993a, see Figure 
2.4). Zander et al. (1994) have extended atmospheric 
measurements of N.,0 from solar spectra collected at 
Jungfraujoch, and derived a mixing ratio of 275 ppbv for 
April 1951 together with an increase of about 10% over 
the past four decades. 

Previously, ice core records of nitrous oxide showed an 
increase of about 8% over the industrial period (Etheridge 
et.al., 1988; Khalil and Rasmussen, 1988a; Zardini et al., 
1989). A new record covering the last 45,000 years was 
obtained from two ice cores from Antarctica and 
Greenland (Leuenberger and Siegenthaler, 1992). The 
Greenland record covers the period 1780 to 1950 and 
suggests a pre-industrial nitrous oxide level of about 260 
ppbv, 10 and 25 ppbv lower than other records. Results 
from a new Antarctic core (Machida et al., 1994) indicate 
a pre-industrial level of about 273 ppbv. Thus estimates of 
pre-industrial levels of N.,0 average about 275 ppbv with a 
range of 260 to 285 ppbv. Nitrous oxide levels have risen 
approximately 15% since pre-industrial times. The 
Antarctic core shows that nitrous oxide was about 30% 
lower than these pre-industrial levels (about 180-190 ppbv) 
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Figure 2.4: Nitrous oxide mixing ratios from 1977 to 1993. 
Globally averaged values are those reported from the NOAA-
CMDL flask sampling network (Elkins et al., 1993a). 

at the Last Glacial Maximum (LGM) and between the pre-

industrial and LGM levels (220-250 ppbv) between 30 and 

50 kaBP, consistent with the hypothesis that soils are a 

major natural source of nitrous oxide. 

2.5 Halocarbons 

Pe rha loca rbon spec ies such as the CFCs , carbon 

tetrachloride (CC14), carbon tetrafluoride (CF4) and the 

halons are powerful greenhouse gases, because they 

strongly absorb terrestrial infrared radiation and have long 

( typ ica l ly a 50 years ) a t m o s p h e r i c l i fe t imes . The 

hydrohalogcnated species such as methylchloroform, 

HCFCs and CFCs are also significant infrared absorbers 

but their shorter atmospheric lifetimes (typically <. 15 

years) reduce their c l imatic impact compared to the 

perhalocarbon species. All species containing chlorine and 

bromine play a role in lower stratospheric ozone depletion, 

and hence climate cooling, and this tends to offset their 

ability to cause surface warming. The emissions of the 

major anthropogenic chlorine- and bromine-containing 

spec ies are now largely cont ro l led (> 90%) by the 

r equ i r emen t s of the Mont rea l P ro toco l . A recent , 

comprehensive review (Kaye et al, 1994) has provided 

extensive details on the global distr ibutions, trends, 

emissions and lifetimes of halocarbons such as CFCs, 

halons and related spec ies . This sect ion provides a 

summary and update of that review. 

about 100%, CFC-113 by about 300% and CC14 by about 

20% (Cunnold et al., 1986; Rasmussen and Khalil, 1986; 

Makide et al, 1987; Simmonds et al, 1988; Fraser et al.. 

1994 and references therein). There is now clear evidence 

that the growth rates of the CFCs and CC14 have slowed 

significantly. CFC-11 and -12 (Figure 2.5) trends in the 

late 1970s to late 1980s were about 9-11 pptv/yr and 17-20 
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2.5.1 Atmospheric Distributions and Trends 

2.5.1.1 CFCs and carbon tetrachloride 

CFCs-11,-12 and -113 and carbon tetrachloride have been 

measured in a number of global programmes and their 

tropospheric mixing ratios have increased steadily from the 

mid-1970s to 1990, with CFC-11 and -12 increasing by 

Figure 2.5: Atmospheric abundances of (a) CFC-12, (b) CFC-11. 
and (c) CH3CCI3 from 1978 to 1992 from the ALE-GAGE global 
sampling network (Prinn et al., 1992, Cunnold et al., 1994; Fra-cr 
et al., 1994, Eraser and Derek, 1994 and unpublished data from ihc 
ALE/GAGE network). Monthly mean clean air values arc show: 
for three sites: Tasmania, Oregon and Ireland. 
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pptv/yr respectively. These declined to about 7 and 16 
pptv/yr respectively around 1990 and to about 3 and 11 
pptv/yr by 1993 (Elkins et al., 1993b; Simmonds et al., 
1993; Cunnold et al., 1994; Rowland et al., 1994). 

Global CFC-113 and CC14 data to the end of 1990 were 
recently reviewed (Eraser et al., 1994). A global average 
trend CFC-113 of about 6 pptv/yr was observed, with no 
sign of the slow-down observed for CFC-11 and -12, 
whereas carbon tetrachloride appeared to have stopped 
accumulating in the atmosphere. Global CFC-113 data 
extended to the end of 1992 now indicate that the growth 
rate has started to slow down, presumably in response to 
reduced emissions (Fisher et al., 1994; Fraser et al., 1994). 
Carbon tetrachloride data collected at Cape Grim, 
Tasmania, indicate that the levels of this trace gas have 
started to decline (Fraser and Derek, 1994). 

2.5.1.2 Methylchloroform and the HCFCs 

Global methylchloroform and HCFC-22 data to the end of 
1990 have recently been reviewed (Prinn et al., 1992; 
Montzka et al, 1993; Fraser et al, 1994), with growth 
rates in 1990 of 4-5 and 6-7 pptv/yr respectively. The 
methylchloroform data to the end of 1992 (Figure 2.5) 
indicate that the slowing of the growth rate observed in 
1990 has continued, presumably due to the combination of 
atmospheric oxidation and reduced emissions in 1991-92 
compared to 1990. Part of the declining methylchloroform 
trend has been ascribed to increasing OH levels (1.0 ± 
0.8%/yr, Prinn et al., 1992). The methylchloroform 
calibration problems detailed in Fraser et al. (1994) are 
important (see Section 2.2) and have yet to be resolved. 

Global HCFC-22 data (Montzka et al., 1993) indicate a 
mean mixing ratio in 1992 of 102 ± 1 pptv, an 
interhemispheric difference of 13 ± 1 pptv and a globally 
averaged growth rate of 7.4 ± 0.3 pptv/yr. Based on the 
latest industry estimates of HCFC-22 emissions (Midgley 
and Fisher, 1993), the data indicate an atmospheric 
lifetime for HCFC-22 of 13.3 (11.8-15.2) years, see Table 
2.1. The latest HCFC-22 data indicate that the near linear 
trend observed in earlier data has continued. The possible 
HCFC-22 calibration problems addressed in Fraser et al. 
(1994) have not yet been resolved. HCFC-142b 
(CH3CC1F2) and HCFC-141b (CH3CC12F) have recently 
been introduced as CFC substitutes, replacing CFC-11 in 
foam-blowing processes. The study of their accumulation 
in the atmosphere has only just commenced, but hopefully 
will provide essential information about their atmospheric 
lifetimes and conversely about OH levels in the 
atmosphere. Pollock et al. (1992) detected upper 
tropospheric levels of HCFC-142b at about 1.1 pptv in 
1989, growing at 7%/yr. Measurements of these two 
species has commenced using the NOAA-CMDL flask 
sampling network. The preliminary 1992 annual global 

mean HCFC-142b mixing ratio was 3.6 ± 0.1 pptv, 
growing at ~ 1 pptv/yr (Elkins et al., 1993b). The 
preliminary 1992 and 1993 annual global mean HCFC-
142b mixing ratios for 1992 and 1993 were 3.2 ± 0.1 and 
4.3 ± 0.1 pptv respectively, growing by 1.1 pptv/yr. The 
1993 mean mixing ratio of HCFC-141b was 0.7 ppbv, 
growing at 0.9 ppbv/yr into 1994 (Elkins et al., 1993a; 
Montzka et al., 1994). 

2.5.1.3 Other chlorinated species 

There are a number of other short-lived chlorinated species 
such as methylchloride, chloroform, dichloromethane and 
chlorinated ethenes that are present in the background 
atmosphere. Their atmospheric lifetimes are short and they 
do not make a significant contribution to radiative forcing, 
but methylchloride is a significant source of stratospheric 
chlorine. Available data on the abundance of these species 
have been reviewed (Fraser et al., 1994). Global mean 
methylchloride (CH3C1, 600-640 pptv), chloroform 
(CHC13, 10-15 pptv), dichloromethane (CH,C12, 30 pptv), 
tetrachlorethylene (CCl^CCl,, 10 pptv) and trichloro-
ethylene (CHCICCI^ 2-3 pptv) abundances are indicated. 
No long-term trends for these species have been observed, 
although they all exhibit distinct annual cycles (summer 
minimum, winter maximum). Measurements made in 1989 
in the Atlantic (45°N-30°S) showed average 
methylchloride levels of 540 pptv, with slightly higher 
levels in the SH (550 ± 12 pptv) than the NH (532 ± 8 
pptv). Significant gradients in dichloromethane (366 pptv, 
NH; 18 ± 1 pptv, SH), tetrachlorethylene(l-10 pptv, NH; 
1-3 pptv, SH) and trichloroethylene (1-15 pptv, NH; < 
lpptv SH) were observed consistent with anthropogenic, 
largely Northern Hemispheric, sources for these species 
(Koppmann et al., 1993). More recent measurements 
(1990) in the tropical Pacific Ocean (15°N to 10°S) showed 
that the average methylchloride level was 630 pptv; 
chloroform, 9 pptv; dichloromethane, 24 pptv; and 
tetrachlorethylene, 5 pptv. The methylchloride data 
showed no interhemispheric gradient, indicative of a 
largely oceanic source, whereas the other species showed 
clear gradients (higher in the Northern Hemisphere), 
indicative of Northern Hemispheric (presumably 
anthropogenic) sources (Atlas et al., 1993). 

2.5.1.4 Methylbromide, halons and other brominated 
species 

Since the 1PCC reports of 1990 and 1992, interest in and 
understanding of brominated species in the background 
atmosphere has expanded considerably, driven by the 
recognition of bromine's significant role in stratospheric 
ozone depletion. 

Available measurements on the global distribution, 
sources and sinks of methylbromide have been reviewed 
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(Albritton and Watson, 1993; Penkett et al., 1994) and re-
analysed (Reeves and Penkett, 1993; Singh and 
Kanakidou, 1993). The data suggest global mean levels of 
10-15 pptv. Another data set (Khalil et al., 1993b) 
indicates an average level of about 10 pptv, which has 
increased over the past four years at about 3 ± 1%/yr. Six 
years of halon data (H-1211 and H-1301) show that the 
global background levels are about 2.5 pptv (H-1211) and 
2.0 pptv (H-1301), currently growing at about 3 and 8%/yr 
respectively (Butler et al., 1992). These rates have slowed 
significantly in recent years, consistent with reduced 
emissions (McCuIloch, 1992). 

Data from the tropical Pacific Ocean (Atlas et al., 1993) 
indicate concentrations of methylbromide, dibromomethane 
(CH-,Br,), bromoform (CHBr3) and dibromochloromethane 
(CHBr2Cl) of 14, 1.8, 1.8 and 0.2 pptv, respectively. The 
methylbromide data did not show an interhemispheric 
gradient, in contrast to the Atlantic Ocean data of Penkett 
et al. (1985), from which a large anthropogenic source was 
inferred. Clearly more research on the global distribution 
of methylbromide is required. Bromoform and 
dibromochloromethane show distinct equatorial maxima, 
indicating a tropical source related to biogenic activity. 

2.5.1.5 Other perhalogenated species 

Perhalogenated species such as tetrafluoromethane (CF4), 
hexafluoroethane (CF3CF3) and sulphur hexafluoride (SF6) 
strongly absorb infrared radiation, have very long 
atmospheric lifetimes and are therefore very powerful 
greenhouse gases. The global mean concentration of 
tetrafluoromethane was measured in 1979 at 70 ± 7 pptv 
(Penkett et al., 1981). Measurements at the South Pole 
between the late-1970s and mid-1980s indicate a mean 
concentration of 70 pptv growing at about 2%/yr (Khalil 
and Rasmussen, 1985). Fabian et al. (1987) have reported 
northern mid-latitude values of 70 pptv for 
tetrafluoromethane and 2 pptv for hexafluoroethane. 
Sulphur hexafluoride is a long-lived atmospheric trace gas 
whose current global background level is 2-3 pptv, 
increasing at about 9 ± 1%/yr, based on data observed in 
the lower stratosphere between 1981 and 1992 (Rinsland et 
al., 1993). Column measurements in Europe (1986 to 
1990) and North America (1981 to 1990) both show 
increases of 6-7%/yr (Zander et al., 1991). 

annual emissions fell by about 35%, somewhat less than 
production reductions, due to the time lag between 
production and emission. World-wide emissions of 
individual halocarbons are shown in Figure 2.6, based on 
industrial survey results (AFEAS, 1993; Fisher et al.. 
1994). Individual CFC compounds show substantial 
reductions in emissions over this period which vary among 
the compounds due to differences in application, ease of 
substitution/replacement and use-banking times. 
Allowances are included for production outside the region 
surveyed. Emissions of methylchloroform have also 
declined over this period, but to a lesser degree than the 
CFCs, as allowed by the provisions of the Protocol. 
HCFC-22 emissions rose continuously throughout this 
period since HCFC-22 has been used as a replacement for 
CFCs and its use has not yet been curtailed by the 
Protocol. Emissions of halons have been reduced 
substantially (McCulloch, 1992) (no data are available for 
1991 and 1992). No emission data are available for carbon 
tetrachloride due to the fact that its production/use has not 
been surveyed. 
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2.5.2 Industrial Production, Use and Emissions 

World-wide consumption of CFCs has fallen significantly 
following enactment of the Montreal Protocol. From 1988 
to 1992. production of CFCs-11, -12 and -113 fell by about 
40% as a result of substitution and conservation measures 
taken in the refrigeration, foam-blowing, cleaning agent 
and aerosol propellant industries. During this same period. 

Figure 2.6: Annual emissions of some important industrial 
halocarbons from 1972 to 1992 based on production statistics 
(AFEAS, 1993; Fisher et al., 1994; Fisher, 1994 and unpublish. 
work from D. Fisher and P. Midgley). For CFC-11, CFC-12. 
CFC-113, CH-,CC13 and the halons, the estimates are for global 
use; for HCFC-22, CFC-114 and CFC-115, the estimates are 
from reporting companies and may be somewhat less than the 
global emissions. 
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CH2C12 and CHC1CC12 are used as industrial cleaning 
solvents. Sources of 0.9 and 0.6 Tg/yr have been recently 
estimated from observed atmospheric abundances 
(Koppmann et al., 1993). The aluminium refining industry 
is believed to be the major source of CF4 (0.018Tg/yr) and 
CF3CF3 (0.001 Tg/yr) although it still remains an open 
question as to what fraction of the atmospheric burden can 
be attributed to other sources, such as generation of F9, 
reduction of UF4 and UF6, the use of fluorspar in steel 
making, etc. (Cicerone, 1979). No natural sources have 
been identified. 80% of SF6 production (0.005 Tg in 1989) 
is used for insulation of electrical equipment, 5-10% for 
degassing molten reactive metals, and a small amount as 
an atmospheric tracer (Ko et al., 1993). 

2.5 J Natural Sources 

Methylhalides are produced primarily in the ocean, usually 
associated with algal growth (Sturges et al., 1993; Moore 
and Tokarczyk, 1993), although a significant fraction may 
come from biomass burning. Methylchloride, with an 
atmospheric abundance of about 600 pptv, is the dominant 
halogenated methane species in the atmosphere. 
Maintaining this steady-state mixing ratio with an 
atmospheric lifetime on the order of two years requires a 
production of around 3.5 Tg/yr (Koppman et al., 1993), 
most of which comes from the ocean. Sources from 
biomass burning have also been identified (Mano and 
Andreae, 1994; Rudolph et al., 1994). 

Total emissions of methylbromide have been estimated 
between 0.075 and 0.12 Tg/yr (Albritton and Watson, 
1993; and other model evaluations noted there), but the 
identity of the sources is still in question. The ocean is 
believed to contribute between 30-70% of atmospheric 
methylbromide (Khalil et al., 1993b; Reeves and Penkett, 
1993; Singh et al., 1983) and anthropogenic uses, such as 
fumigation of soils and fresh produce, are believed to 
contribute about 25%, with some arguments for a greater 
proportion. It has recently has been suggested that biomass 
burning could contribute 10-50% of the total flux (Mano 
and Andreae, 1994). Other halogenated methanes, such as 
bromoform and mixed halogens, are emitted mainly from 
coastal waters, but they do not accumulate significantly in 
the atmosphere. CHBr3, CHBr2Cl and CH2Br2 are 
produced by macrophytic algae (seaweeds) in coastal 
regions (Manley et al., 1992) and possibly by open ocean 
phyloplankton (Tokarczyk and Moore, 1994). 

2.5.4 Halocarbon Removal Processes 

Fully halogenated halocarbons are destroyed primarily by 
photodissociation and reactions with O('D) in the mid to 
upper stratosphere. These gases have atmospheric lifetimes 
of decades to centuries (Table 2.1). Halocarbons 

containing at least one hydrogen atom, such as HCFC-22, 
chloroform, methylchloroform, the methyl halides and 
other HCFCs and HFCs, are removed from the troposphere 
mainly by reaction with OH. The atmospheric lifetimes of 
these gases range from months to decades, see Table 2.1. 
However, some of these gases also react with sea water. 
About 5-10% of the methylchloroform in the atmosphere 
is lost to the ocean, presumably by hydrolysis (Butler et 
al., 1991; Wallace et al., 1994). Only about 2% of 
atmospheric HCFC-22 is apparently destroyed in the 
ocean, mainly in tropical surface waters (Lobert et al., 
1993). Although the ocean is probably a net source of 
methyl bromide, it is removed from sea water at about 10-
40% per day by hydrogen and halide exchange (Swain and 
Scott, 1953; Mabey and Mill, 1978; Elliot, 1984; Elliot and 
Rowland, 1993; Gentile et al., 1989). The lifetime of 
methyl bromide with respect to tropospheric OH is about 2 
yr, but the total lifetime may be significantly less. Butler 
(1994) estimated an effective lifetime of 1.2 yr with 
respect to increased or decreased emissions, owing to the 
role of the ocean as a "buffer" for atmospheric methyl 
bromide. Other, presently unquantified, land-based sinks 
may also contribute to a shorter atmospheric lifetime of 
methyl bromide (Rasche et al., 1990; Oremland et al., 
1993a,b). 

Recent studies show that carbon tetrachloride may also 
be destroyed in the ocean. Widespread, negative saturation 
anomalies (-6% to 0.8%) of carbon tetrachloride, 
consistent with a subsurface sink (Lobert et al., 1993), 
have been reported (Butler et al., 1993; Wallace et al., 
1994). Published hydrolysis rates for carbon tetrachloride 
are not sufficient to generate the observed saturation 
anomalies (Jeffers et al., 1989), which, nevertheless, 
indicate that about 20% of the carbon tetrachloride in the 
atmosphere could be consumed by the oceans. 

Recent investigation of the atmospheric lifetimes of 
perfluorinated species CF4, CF3CF3 and SFf) indicates 
lifetimes of >50,000, >10,000 and 3,200 years 
(Ravishankara et al., 1993). Destruction processes 
considered include photolysis, reaction with O('D), 
combustion and removal by lightning. Loss by uptake into 
the oceans is not significant for perfluorinated 
hydrocarbons. 

2.6 Observed Ozone (03) and Tropospheric UV 

Ozone is found throughout the atmosphere, with about 
90% in the stratosphere and the remainder in the 
troposphere. In both regions it is continually formed and 
destroyed through photochemical processes. In the 
troposphere two other important processes are the transport 
of ozone rich air from the stratosphere and the destruction 
of ozone at the Earth's surface (see Section 2.2). Ozone is 
radiatively important in both the ultraviolet and infrared 
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parts of the spectrum and, as described in Section 4.3 of 
Chapter 4, the radiative forcing due to ozone changes 
depends on whether the ozone is in the stratosphere or 
troposphere. This radiative forcing is greatest when the 
ozone changes occur near the tropopause and so the trends 
of most interest here are those observed in the upper 
troposphere and lower stratosphere. We consider the 
observed changes in ozone in these regions separately. Our 
understanding of and ability to model the processes 
controlling tropospheric ozone are discussed elsewhere in 
this chapter. Our current understanding of stratospheric 
ozone is described in the 1994 WMO/UNEP Ozone 
Assessment and is not discussed here. Similarly, a number 
of data quality issues which are discussed in some detail in 
the 1994 Ozone Assessment are not mentioned here. 

2.6.1 Stratospheric Ozone 

For some time it has been realised that stratospheric ozone 
levels over northern mid-latitudes (30°-60°N, where most 
of the ground-based Dobson spectrophotometers which 
monitor ozone are) have decreased since around 1970 
(WMO, 1990). The losses are greatest in winter and 
spring. Satellite measurements from November 1979 to 
March 1991 confirmed this finding and showed that 
broadly similar mid-latitude losses have also occurred at 
equivalent latitudes in the Southern Hemisphere. Globally, 
the most obvious feature is the annual appearance of the 
Antarctic ozone hole in September and October. The 
October average values are 50-70% lower than those 
observed in the 1960s. The ozone loss occurs at altitudes 
between 14 and 20 km and is clearly caused by the 
chlorine and bromine compounds released in the 
stratospheric decomposition of halocarbons (principally 
CFCs, halons and mcthylbromide). The weight of evidence 
shows that the mid-latitude ozone loss is due largely to the 
same chlorine and bromine compounds. These results and 
the effect of more recent data are assessed in the 1994 
Ozone Assessment. 

The most obvious features in the recent record are the 
low values seen in the 1991 to 1993 period. Such effects 
occurred regionally, with the largest deviations (15% 
below historic levels) observed in the northern mid-
latitudes in the springs of 1992 and 1993 (Bojkov et al., 
1993; Gleason et al.. 1993; Kerr et al.. 1993; Komhyr et 
al.. 1994). The globally averaged ozone values were 1-2% 
lower than would be expected from an extrapolation of the 
trend prior to 1991, allowing for the natural fluctuations 
resulting from the solar cycle and the quasi-biennial 
oscillation. In the spring of 1994 ozone values were back 
in line with the long-term trend seen through the 1980s. 

The trends calculated up to May 1991 and May 1994 
using data from the SBUV satellite instruments and 
ground-based Dobson instruments (February 1994) are 

shown in Figure 2.7. The first point to note is that SBUV 
shows a larger ozone decline, by about 2%/decade, than is 
shown by the Dobson network. The best agreement occurs 
in northern mid-latitudes where the Dobson network is 
strongest. The reason for this difference is being 
investigated. Overall the confidence in the trends from the 
ground based network is high, although the observed 
decreases in sulphur dioxide over Europe since the 1960s 
may have induced overestimates in the ozone decreases at 
polluted locations (De Muer and De Backer, 1992). The 
second point is that by continuing the analysis into 1994, 
the effect of the low ozone values in 1992-93 on the 
calculated trend is small and is largest in northern mid-
latitudes where the largest ozone anomalies were observed. 
The ozone decreases, both long-term and in 1992-93, have 
occurred in the lower stratosphere at altitudes between 
about 15 and 25 km (e.g., London and Liu, 1992; Kerr el 
al. 1993; Hofmann et al., 1993, 1994a; Logan, 1994). 
There is some disagreement between instrument types as 
to the magnitude of the changes at these altitudes, but at 
northern mid-latitudes the observed trends are in the range 
-5to-15%/decade. 

The trend in ozone in the tropics reported using data 
from the TOMS satellite instrument from November 1978 
to March 1991 was effectively zero (WMO, 1991). That 
found using data from January 1979 to May 1991 the 
SBUV satellite instruments is -0.8 ± 2.1%/decade. 
Measurements made using Dobson instruments in this 
region show a zero trend, but the number of observing sites 
is small. It is impossible at the moment to decide which is 
the best trend estimate, but it is worth noting that the 
SBUV trends in the tropics are less than 95% significant 
and that the claimed stability of each system is about 
1%/decade. While ozone levels in the tropics after 1991 
were less obviously anomalous than those in the northern 
mid-latitudes, some effect on the trend is noticeable. When 
the data from 1979 to May 1994 from SBUV are analysed, 
the trend in the tropics is calculated to be -1.8 ± 
1.4%/decade. The corresponding trend from the ground-
based network is also more negative for the period ending 
in May 1994. 

Large negative trends (-20 to -30 (±18)%/decade at 16-
17 km) have been reported for the tropics using the SAGE 
satellite instrument (McCormick et al., 1993). Limited 
tropical ozone sonde records do not indicate significant 
trends between 15 and 20 km for this time period. With 
information currently available is difficult to evaluate the 
trends below 20 km in the tropics. The effect on the trend 
in the total column from any changes at these altitudes 
would be small because only small amounts of ozone are 
present. 

Ozone values over southern mid-latitudes since 1"M 
have not been very different from those seen in the 
previous two years, apart from the continuing long-term 
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Figure 2.7: The seasonal and latitudinal variation of the total ozone trends calculated from the Dobson ground-based measurement 
record and the combined SBUV and SBUV-2 measurement records. The trends are calculated from January 1979 to May 1991 and to 
February 1994 (Dobson) and May 1994 (SBUV) so that the effect of the low total ozone values which were observed in the 1991 to 
1994 period can be seen. The uncertainties associated with the combined SBUV records are 1-2% (95% confidence limits) except at the 
higher latitudes shown in their respective winters where they reach 3-4%. (Adapted from Harris et ai, 1994) 
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trend. In contrast, the springtime Antarctic depletions in 
1992 and 1993 were greater than in earlier years with 
record low values observed. Measurements of the vertical 
profile over Antarctica show that large volumes of the 
lower stratosphere around 18 km altitude contained 
extremely low amounts of ozone (Hofmann et al., 1994b). 
In addition, depletion of ozone occurred at altitudes above 
and below the altitude range where it had occurred in 
previous years. 

The reasons for the anomalous behaviour in ozone in the 
last three years are not known exactly, although a number 
of mechanisms have been suggested. One probable major 
influence was the eruption of Mt. Pinatubo in the 
Philippines in June 1991 which injected large amounts of 
gaseous SO-, into the stratosphere which was then 
chemically transformed into sulphuric acid droplets 
(aerosols). A thirtyfold increase in the surface area of 
stratospheric aerosols was observed. The presence of 
aerosols in the stratosphere can change local heating rates 
which in turn affect the atmospheric dynamics and ozone 
distribution. For instance, tropical stratospheric 
temperatures rose in the second half of 1991, with 
maximum increases of 2-3°C at 30-50 hPa (Labitske and 
McCormick, 1992). At the same time negative ozone 
anomalies (about 6% of background values) were observed 
(Chandra, 1992; Schoeberl et al., 1992). The presence of 
aerosols also affects the chemical balance by providing 
surfaces on which chemical reactions involving chlorine 
and bromine compounds can proceed, an effect which is 
enhanced at lower temperatures. The increased altitude 
range of springtime ozone depletion over Antarctica in 
1992 and 1993 may be related to the presence of aerosol at 
these altitudes (Hofmann et al., 1994b). 

An updated analysis of the ground-based total ozone 
measurements through 1991 shows that the mid-latitude 
trends in the 1980s were significantly larger than those in 
the 1970s. This acceleration is consistent with the 
increasing halogen levels in the stratosphere and to the 
non-linearity between ozone loss and halogen levels. The 
total amount of organic chlorine in the troposphere 
increased by 1.6% in 1992, about half the rate of increase 
(2.9'r) in 1989. Peak total of chlorine/bromine loading in 
the troposphere is expected to occur in 1994 and the 
stratospheric peak will lag by about 3 to 5 years. Thus in 
the next few years, stratospheric halogen amounts are 
expected to start to decline. In the interim, total ozone 
amounts should stop decreasing and then begin a recovery 
to pre-1970 values if future halocarbon emissions are 
controlled as prescribed in the current Montreal Protocol. 
This recovery will take place over decades, determined by 
the lifetimes of the CFCs. 

While it is possible to reconcile the observed ozone 
losses with the increase in chlorinated and brominated 
compounds in the stratosphere, the predictive capabilities 

of the models still have significant uncertainties, in part 
because of the role of heterogeneous chemistry as 
demonstrated by the impact of Mt. Pinatubo. The depletion 
is not linear with additional chlorine and hence one cannot 
attribute a quantitative 0 3 loss to a given CFC, since the 
greatest recovery of 0 3 will occur with the first reduction 
in chlorine, whatever its source. 

2.6.2 Tropospheric Ozone 

The state of knowledge regarding ozone trends in the 
troposphere, especially in the free troposphere, is not as 
good as in the stratosphere. There are a limited number of 
ozone sonde stations with records suitable for long-term 
trend analysis, and even at these sites a number of 
questions about the data quality remain. The stations are 
mainly in the Northern Hemisphere in Europe, N. America 
and Japan. Even in these regions the data are somewhat 
sparse (particularly in Japan) so there is a fair degree of 
uncertainty involved in reaching conclusions. Elsewhere 
around the globe, especially in the tropics and Southern 
Hemisphere, insufficient measurements of good quality 
have been made with ozone sondes to allow credible, 
regionally-representative trends to be determined. 
Available records have been assessed recently by Akimoto 
et al. (1994), Furrer et al. (1992), Logan (1994), London 
and Liu (1992), Oltmans and Levy (1994) and Tarasick el 
al. (1994). 

Over the last 20-30 years, the biggest change in free 
tropospheric ozone has occurred over Europe with an 
increase of perhaps 50% since the end of the 1960s. The 
change over N. America is less, possibly about 10-15%. 
The change over Japan is probably closer to that seen over 
Europe than that over N. America. The behaviour during 
the 1980s was different. Over N. America there seems to 
have been no increase, and over Canada levels have 
actually declined. The trend over Europe was also smaller 
than before with, for instance, little change seen at 
Hohenpeissenberg, Germany since the mid-1980s. 

Information is contained in measurements of ozone 
made at the Earth's surface, although care has to be taken 
in the interpretation of these data as they are not directly 
representative of free tropospheric levels. Staehelin et al. 
(1994) reviewed measurements of ozone made at mountain 
sites in Europe in the 1930s, 1950s and the present day. 
They concluded that ozone concentrations over Europe (0-
4 km, surface sites) are about a factor of two higher now 
than in the earlier period. A number of surface 
measurements of ozone have been made at remote and 
high altitude sites since the early 1970s (Wege et al., 1"<Q: 
Scheel et al., 1990, 1993; Kley et al., 1994; Oltmans nd 
Levy, 1994). All stations north of 20°N show a positive 
trend in ozone that is statistically significant over ite 
whole period. Larger positive trends are observed at ;ie 
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high altitude European sites than elsewhere. In all records 
only a small increase, or no change, is seen in the 1980s. 
Thus the surface measurements of ozone are in qualitative 
agreement with the ozone sonde record. Again, there is 
only a limited amount of data in the tropics and Southern 
Hemisphere: surface observations at the South Pole show 
that ozone has decreased there over the last 10-20 years. 

The apparent regional differences in the tropospheric 
ozone trends are not fully understood. As discussed 
elsewhere in this chapter, NOx and NMHC amounts vary 
substantially through the troposphere, and their emissions 
have changed both temporally and regionally. Numerical 
simulation of tropospheric 03 , both global distribution and 
trends over the past century, is a research task for the three-
dimensional chemical transport models (see Section 2.9). 

2.6.3 Tropospheric UV 

An important chemical coupling that affects the lifetimes 
of CO, CH4, NMHC, HFCs and HCFCs is the change of 
solar UV radiation reaching the troposphere due to 
changes in stratospheric ozone column density, and 
tropospheric ozone (Liu and Trainer, 1988; Briihl and 
Crutzen, 1989; Fuglestvedt et al., 1994). Reductions in 
stratospheric ozone as observed since the late 1970s have 
been observed to lead to enhanced penetration of UV 
radiation into the troposphere (Smith et al., 1992; Kerr and 
McElroy, 1993) that in turn will yield increased production 
of 0(XD) and OH. Tropospheric UV can also be altered on 
regional or local scales by changes in reflecting cloud 
cover, absorption by tropospheric 03 , or back-scattering by 
anthropogenic sulphate aerosols (Liu et al., 1991). 
Increased tropospheric UV will feed back into the 
abundances of CO and hydrogen-containing trace gases by 
increasing their sinks. In addition it will speed up the 
reactions that both create and destroy tropospheric ozone 
(see Section 2.2), which, depending on the NOx abundance 
(Fuglestvedt et al., 1994), could lead to a net decrease or a 
net increase in tropospheric ozone. 

2.7 Tropospheric Nitrogen Oxides 

Although of little direct impact on the tropospheric 
radiation balance, N0 2 and NO (NOx) have a large indirect 
effect owing to their importance in tropospheric chemistry. 
There, the role of NOx is that of a catalyst promoting the 
formation of 0 3 and controlling the concentration of OH, 
the most important oxidising agent of the troposphere (see 
Section 2.2). Through OH, emissions.of NOx influence the 
adjustment times and thus the abundances of many 
infrared absorbing gases. 

2.7.7 Sources of Tropospheric NOx 

NOx is emitted mainly as NO by a large variety of sources. 

The major sources of tropospheric NOx are summarised in 
Table 2.5. Fossil fuel combustion in the stationary power 
and transport sectors is the largest source of NOx. 
Although emissions from fossil fuel use over North 
America and Europe, 6 Tg(N)/yr and 7.3 Tg(N)/yr 
respectively, still constitute the largest regional sources, 
they have hardly increased since 1979 owing to a levelling 
off in fuel consumption and to air quality abatement 
measures. The emissions over Asia, however, are 
continuing to increase at a rate of 4%/yr, reaching 4.7 
Tg(N)/yr in 1987 with an estimated emission of 5.7 
Tg(N)/yr in 1991 (Kato and Akimoto, 1992). According to 
Hameed and Dignon (1991) the global emissions from 
fossil fuel combustion increased from 18.1 Tg(N)/yr in 
1970 to 24.3 Tg(N)/yr in 1986. Emissions from aircraft 
engines are listed separately from other fossil fuel sources 
because they are released predominantly in the free 
troposphere at cruise altitudes (8-12 km) rather than at the 
surface and are currently increasing at a mean rate of 
4%/yr (Baughcum et al., 1993). Although only a small 
fraction of the total combustion source, they are potentially 
responsible for a large fraction of the NOx found at those 
altitudes at northern mid-latitudes (Ehhalt et al., 1992). 
Microbial activity in soils also gives continental sources 
for NO (e.g., Sanhueza, 1992; Williams et al., 1992). 

It is noted that the estimates of NOx sources in Table 2.5 
are the means of a range. In the cases of fossil fuel 
combustion, aircraft emissions and stratospheric input, 
ranges may be as narrow as ±30%; but in the case of 
natural sources, these are a factor of 2. NOx produced by 
lightning is probably the most important natural source in 
the free troposphere and has an even larger uncertainty. 
Geographical distributions and seasonal variations of these 
emissions have been published and are needed to model 
properly the atmospheric distribution of NOx (Penner et 
al, 1991; Kasibhatala, 1993). 

Table 2.5: Estimated global emissions ofNOx typical of 
the last decade (Tg(N)lyr). 

Sources Magnitude 
(Tg(N)/yr) 

Fossil fuel combustion 24 

Soil release (natural and anthropogenic) 12 

Biomass burning 8 

Lightning 5 

NH3 oxidation 3 

Aircraft 0.4 

Transport from stratosphere 0.1 (0.6 total NOy) 
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2.7.2 N0X Removal Processes 
Atmospheric oxidation of NO, to HN03 by OH in the 
daytime and to N03 by 0 3 at night are the most important 
removal processes of NOx from the troposphere. Dry 
deposition of NO-, plays a lesser, but still significant, role. 
Some fraction of the NOx so lost is regenerated from 
HN0 3 or N 0 3 in the free troposphere by photo-
dissociation. The tropospheric lifetime of NOx is short and 
variable. It varies with altitude, for example, from less than 
a day in the boundary layer to about a week at the 
tropopause. 

Although the removal processes of NOx are reasonably 
well identified, the global distribution of NOx is not well 
defined by observations and the loss rates are highly 
variable. Thus our estimates of the atmospheric budget of 
NOx are based on model simulations using highly 
uncertain values for NOx sources as noted above. 
Fortunately, the fact that, except for the small fraction 

which is dry deposited as N09 , all of the NOx is converted 
to nitrate and deposited as such by dry or wet processes 
allows an independent check of the removal of NOx from 
the troposphere. The various analyses of global nitrate 
deposition based on the concentration in precipitation 
collected in a number of networks have been summarised 
by Warneck (1988). The latest such estimate was made by 
Logan (1983), giving a total deposition of (44 ± 20) 
Tg(N)/yr of which (17 ± 5) Tg(N)/yr were due to dry 
deposition of HN03, N0 3 aerosol and N02 . This estimate 
balances fairly well the emissions at that time, which have 
since grown to those given in Table 2.5. 

2.7.3 Tropospheric Distribution ofNOx 

Because of its complex geographical source pattern and its 
short lifetime, the spatial and temporal distribution of 
tropospheric N0X is highly variable. That variability is 
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demonstrated in F igure 2.8 which s u m m a r i s e s 

measurements from rural and remote surface stations as 

well as airborne measurements in the lower and middle 

troposphere mostly over continental North America. NOx 

is plotted against simultaneous measurements of NO 

which is defined as NO + NO, + N 0 3 + 2 x N 2 0 5 + HNO-, 

+ HN03 + H N 0 4 + PAN (peroxyacetyl nitrate) and other 

organic nitrates, and describes the sum of all reactive 

nitrogen compounds. NO results from the chemical 

ageing of NOx , but is longer lived and therefore a more 

conservative tracer of NOx sources. 

Even in this data set which excludes the high NO x 

concentrations around the urban centres and the very low 

concentrations in very remote areas, NOx varies over 3 

orders of magni tude , the higher mixing rat io being 

observed closer to the sources. The mean vertical profiles 

included in these data, which reached up to 6 km, showed 

little variation with altitude. The highest values were 

observed over the east coast of the United States which 

was the only profile with a significant vertical gradient. 

NO roughly correlates with NO x , al though not well 

enough to serve as a subs t i tu te for a direct N O x 

measurement. As Figure 2.8 demonstrates, at a given NOy 

mixing ratio N O x can still vary over two orders of 

magnitude. 

NOx has now been measured up to the tropopause in a 

number of campaigns covering large geographical areas. 

Figure 2.9 summarises the means and variability of NOx 

measured in the free troposphere from many aircraft 

campaigns. Unfortunately at the time of writing some of 

the most recent data, notably those from PEM West over 

the Pacific in September to October 1991, AASE II over 

northern mid-, subpolar and polar latitudes in January to 

March 1992, and TRACE A over the tropical Atlantic in 

October 1992, are not available for review. However, a 

number of broad conclusions can be drawn from data 

collected during the STRATOZ III campaign in June 1984, 

the AASE I effort in January to February 1989, the 

TROPOZ II campaign in January 1991, and the CITE 

efforts from 1984 to 1989 (Drummond et at., 1988; 

Wahner et al., 1994). The STRATOZ III and TROPOZ II 

results indicate that: 

(i) mixing ratios of NO were lower in the Southern 

Hemisphere during both summer and winter; 

(ii) NO mixing ratios increased with altitude in both 

hemispheres during summer and winter with high values 

(several hundred pptv) in the upper troposphere at the 

northern mid-latitudes. Due to the generally higher 

mixing ratios in the planetary boundary layer over the 

continents, a C-shape vertical profile is observed in 

continental air. In contrast, very low NO concentrations 

are seen in the surface layer in oceanic air, a finding that 

is shared by observations made, for example, during the 

CITE-2 campaign over the eastern Pacific in summer 

1986 (Carroll et «/., 1992), the CITE-3 campaign over 

the western Atlantic in s u m m e r and au tumn 1989 

(Davis et al, 1993), and the SAGA 3 campaign in the 

equatorial Pacific during February to March 1990 

(Torres and Thompson, 1993); 

(iii) the shape of the vertical profile at the northern mid-

latitudes changes dramatically between s u m m e r and 

winter. 

In summer the mid-troposphere has relatively low NO. 

with average values between 10 and 30 pptv. and the 

largest vertical gradient is located between 8 and 10 km 

altitude. In winter the troposphere is much more heavily 

loaded with NO and sharp gradients spread throughout the 

free troposphere. Some of the features observed in thest-

distributions were due to the location of the flight track. 

which usually followed continental coast-lines. These are 

usually more heavily populated and therefore subject to 

human-made pollution, such that intense continental! 

plumes would be sampled during times of off-shore v. ind>.. 

The zonal distribution of NOx sources, in particular the 

difference between the oceanic lack and the eotMinemitall 

abundance of surface sources, leads to large gmadik-rcts m 

the tropospheric NO x distribution. For example. W g e 

longitudinal gradients of NO mixing ratio were cifcc'irvcd 31 

all altitudes in the free troposphere across the Noulfo 
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Figure 2.9: The statistical distribution of the NOx mixing ratio (ppbv) observed at various altitudes during several aircraft campaigns. 

(Adapted from Carroll and Thompson, 1994) 
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2.9, but we have not included here a review of NOx at 

remote surface sites such as the MLOPEX campaign 

(Carroll et al., 1992). 

High mixing ratios of NO (300 to 500 pptv) in the upper 

troposphere, observed for instance during both STRATOZ 

III and TROPOZ II, indicate NO sources in addition to the 

stratospheric input (Ehhalt et al., 1992). Possible sources 

are: NO produced by lightning, aircraft emissions, and fast 

upward transport from a polluted boundary layer. There 

are a number of observations, where the vertical NO 

profile is strongly and unequivocally influenced by one or 

the other of these sources, e.g., lightning (Dickerson et al., 

1987; Ridley, private comm.), aircraft emissions (Arnold 

et al., 1992), fast vertical transport (Drummond et al., 

1988), which make it clear that all these sources can and 

do make a con t r ibu t ion to the N O x in the upper 

troposphere. However, at present there are not enough data 

to derive their respect ive global cont r ibut ions from 

atmospheric measurements alone. 

2.7.4 Trends ofNOx 

Because of the high var iab i l i ty in its t r o p o s p h e r e 

concentrations, it is not possible to establish a trend for 

NOx from atmospheric measurements. Some of its sources, 

predominantly in the Northern Hemisphere, continue to 

increase (see Section 2.7.1), and the concentration of 

nitrate in Greenland ice cores shows an increase during the 

last century. This evidence suggests that tropospheric NOx 

has been increasing, at least in the northern mid-latitudes. 

There is evidence that tropospheric 0 3 has increased at 

northern mid-latitudes (see Section 2.6) which could be 

understood in terms of a combined increase in CH4 , CO 

and N0X, but a quantitative reconciliation of all causes of 

tropospheric 0 3 change has not been achieved. 

2.8 Carbon Monoxide and Volatile Organic 
Compounds 

Carbon monoxide (CO) and volatile organic compounds 

(VOCs) have l i t t le d i rec t r ad ia t ive impact on the 

atmosphere. However, as described in Section 2.2, these 

compounds can strongly influence tropospheric chemistry 

and, in particular, 0 3 and OH concentrations, and so could 

have an important indirect impact. VOCs include non-

methane hydrocarbons ( N M H C s ) and other organic 

compounds, conta in ing addi t ional e lements such as 

oxygen. 

2.8.1 Sources and Removal Processes of CO 

The major sources of CO (Table 2.6) are technological 

(including transport, combustion, industrial processes and 

refuse incineration), biomass burning, and the oxidation of 

methane and non-methane hydrocarbons (IPCC, 1992). Ocean 

sources may also be important (Erikson and Taylor, 1992). 

Each of these sources has a large uncertainty. It is estimated 

that about two- th i rds of CO current ly resul ts from 

anthropogenic activities, including that derived from anthro

pogenic CH4. There is a large uncertainty associated with 

the magnitude of the CO source from the oxidation of VOC. 

The most important removal mechanism for CO is 

reaction with OH radicals. Soil uptake and stratospheric 

removal are minor s inks of CO ( W M O , 1986). In 

principle, the atmospheric removal rate for CO can be 

calculated from its observed distribution, the modelled 

distribution of OH, and the corresponding reaction rate 

coefficients. Based on measured CO distributions and an 

OH-field from model calculations, a removal rate of 2020 

Tg(CO)/yr has been obtained. Studies of l 4CO indicate 

that OH levels in the Southern H emisp h e re arc 

significantly higher than in the Northern Hemisphere 

(Brenninkmeijer et al., 1992) and that global CO sinks 

may be larger than indicated in Table 2.6 (Mak et al., 

1992). However , s imula t ions of C H 3 C C 1 3 (e .g . 

Spivakovsky et al., 1990) do not require hemispheric 

differences in OH and place tight bounds on the CO sink 

consistent with the budgets adopted here. 

2.8.2 Atmospheric distribution and trends of CO 

Measurements made over the past 25 years have shown 

that CO mixing ratios in the troposphere range from 

Table 2.6: Estimated sources and sinks of CO typical of 

the last decade (Tg(CO)lyr) 

Sources Range 
(Tg(CO)/yr) 

Technological 

Biomass burning 

Biogenics 

Oceans 

Methane oxidation 

NMHC oxidation 

300 - 550* 

300* - 700 

60 - 160 

20 - 200 

400 - 1000 

200 - 600 

Total sources 1800-2700 

Sinks 

OH reaction 

Soil uptake 

Stratospheric loss 

1400 - 2600 

250 - 640 

-100 

Total sinks 2100-3000 

Note: Adapted from IPCC (1992) and +J. Logan (Harvard, 
pcrs. comm.). 
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approximately 40 to 200 ppbv (e.g., Novell! et at., 1992). 

Annual mean CO levels in the high lat i tudes of the 

Northern Hemisphere are about a factor of 3 greater than 

those at similar latitudes in the Southern Hemisphere 

(Figure 2.10). Mixing ratios vary seasonally: highest levels 

are observed during winter and lowest in summer. CO 

levels over continental locations are usually greater than 

over the oceans (Kirchhoff and Marinho, 1989; Poulida et 

at., 1991), and regional processes , such as b iomass 

burning, can affect large areas distant from the emission 

source (Reichle et al., 1990; Fishman et al., 1991). 

Long- term trends in a tmosphe r i c CO have been 

estimated at several locations world-wide using data 

collected over the past 30 years (Khalil and Rasmussen, 

1988b; Brunke et al., 1990; Zander et al., 1989). From 

these studies a consensus emerged that up to 1990 CO 

mixing ratios in the Northern Hemisphere had probably 

increased at an average rate of 1%/yr (WMO, 1990). In the 

Southern Hemisphere, the rate of change in CO over time 

is less than in the Northern Hemisphere (Fraser et al., 

1986; Dianov-Klokov et al., 1989). A review of available 

data concluded that there was no significant trend in the 

Southern Hemisphere (WMO, 1990). 

More recent data (Novell! et al., 1994) indicate that 

global CO levels have fallen sharply since about 1990, at 

about 1%/yr. The largest decline has been observed at high 

latitudes of the Northern Hemisphere. In contrast, Khalil 

and Rasmussen (1994) for the period 1987-1992 reported 

decreases of 1.4 ± 0.9%/yr in the Northern Hemisphere 

and 5.2 ± 0.7%/yr in the Southern Hemisphere. There is no 

known explana t ion for this rapid dec l ine a l though 
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Figure 2.10: The CO mixing ratios (ppbv) as a function of 
latitude and altitude averaged over the four transects that were 
measured during the STRATOZ 11 and STRATOZ III flights in 
April May 1WI1 and June 1984. During each of the missions, one 
distribution along the east coast of North America and the west 
coast of South America and another along the east coast of South 
America and the west coast of Africa were determined (Seller 
and 1'ishman. Il>8l: Mareneo et al.. 1990). 

hypotheses include increas ingly effective emission 

controls. The extent to which this trend is a truly global 

phenomenon is uncertain, because of the limited spatial 

coverage of the observing network for this short-lived gas. 

2.8.3 Volatile Organic Compounds 

2.8.3.1 Introduction 

Non-methane hydrocarbons (NMHCs) constitute a large 

class of compounds containing only carbon and hydrogen 

atoms. They range from the simplest such as ethane (C,H()) 

and acetylene (C9H2) up to complexes with ten or more 

carbon a toms . Volat i le organic compounds (VOCs) 

inc lude the N M H C s and other o rgan ic compounds 

containing additional elements such as oxygen. 

The oxidation of VOCs in the atmosphere has a general 

impact on atmospheric chemistry that depends only partly 

on the individual compound and thus allows us to consider 

them as a c l a s s . V O C s have a major inf luence on 

tropospheric chemistry (Derwent, 1994a) through three 

processes: 

(i) as a source of tropospheric 0 3 on the regional and 

global scales, by their irreversible oxidation in the 

presence of NOx; 

(ii) as a source of CO and other reactive VOCs such as 

aldehydes and ketones; 

(iii) as a source of organic nitrogen compounds which 

act as temporary reservoirs for NOx , allowing far greater 

global dispersion of the sources. 

An accurate assessment of the role of VOCs in radiative 

forcing is complicated by the many individual compounds. 

whose sources and reactivities (e.g., the number of 0 3 and 

CO molecules made per VOCs destroyed in the presence 

of NOx) are not well known. This assessment recognises 

the po ten t ia l impor t ance of V O C s in controll ing 

tropospheric 0 3 and OH, but at this time can only provide 

the following synopsis, without any quantitative evaluation 

of their climate impacts. 

2.8.3.2 Sources of volatile organic compounds 

The estimation of VOC emissions is complicated by the 

wide variety of sources and by the large number of 

individual hydrocarbons. Sources of VOCs are associated 

with both natural biogenic processes and human activities. 

In some areas, natural sources dominate whereas in the 

industrialised regions of the Northern Hemisphere, human 

activities contribute the larger fraction. 

The status of global emission inventories of VOCs h.-.-

been extensively reviewed as part of the Global Emission 

Inventory Activity (GEIA) of the International Glob d 

Atmospheric Chemistry Program (Graedel et a!.. 199.^. 
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Recent estimates indicate a global total for anthropogenic 

VOCs of about 140 Tg/yr with 25% due to road transport, 

14% from solvent use , 13% fuel p roduc t ion and 

distribution, 34% fuel c o n s u m p t i o n and the rest 

uncontrolled burning and other minor sources (Bouwman, 

1993). 

VOC inventories without detailed species composition 

profiles offer little progress towards understanding the role 

of these compounds in tropospheric chemistry. Detailed 

speciated emission inventories are available only for North 

America and Europe (Placet et al., 1990; Lubkert and 

Zierock, 1989) with European NMHC emissions totalling 

24.5 Tg/yr (Simpson, 1993). Some information on the 

long-term trends for man-made emissions is available for 

the USA (Gschwandtner et al., 1986; Placet et al., 1990). 

Recent est imates for the emiss ion rates of NMHCs 

(Miiller, 1992) indicate that this is the largest contribution 

of a single source to the budget of VOCs. However, the 

number of compounds and their source strengths which go 

up to make this total is poorly understood. A recent 

overview is found in Fehsenfeld et al. (1992). 

Biomass burning is an important source of VOCs in 

subtropical and tropical regions, and includes forest and 

savannah fires, burning of agricultural wastes and the use 

of biomass fuels. The impact of biomass burning on global 

chemistry has been recently reviewed (Andreae, 1993). 

Many of the hydrocarbons liberated by biomass burning 

are alkenes, which in the presence of NOx (also emitted by 

the fire) show a high propensity to ozone formation. 

Consequently, there are numerous observations of ozone 

production in biomass-burning plumes (Delany et al., 

1985; Andreae et al., 1988; Cms et al., 1988; Kirchhoff et 

a/., 1989). 

2.8.3.3 Sinks of the volatile organic compounds 

For most VOCs, reactions with hydroxy! radicals provide 

the major atmospheric loss. Adjustment times due to OH 

oxidation range from a fraction of a day for the biogenic 

hydrocarbons, to several months for ethane, one of the 

longest lived NMHCs. This is the only removal process 

which has been quantified for a significant number of 

VOCs. 

Certain hydrocarbons have heightened reactivities with 

other atmospheric oxidants: ozone, chlorine atoms and 

N0 3 radicals. Ozone reacts rapidly only with olefinic 

NMHCs and then usually only significantly with certain 

specific natural biogenic terpenes. These reactions tend to 

be ozone sinks and may generate organic aerosols and 

other low volatility products such as organic carboxylic 

acids. Chlorine atoms react with a wide variety of VOCs 

but their importance in global hydrocarbon chemistry is 

not established. Nitrate (NO-,) radicals are present in the 

atmosphere to a significant amount only during night-time. 

They are formed by the reaction of NO-, with ozone and 

can react rapidly with certain VOCs. Night-time N O , 

chemistry may be significant under some circumstances 

but, again, its global importance in VOC chemistry is not 

established. 

2.8.3.4 The role of volatile organic compounds 

Because of their generally short atmospheric lifetimes and 

highly localised sources, organic compounds are not 

evenly distributed in space or time. There are now many 

measurements of the bewilder ingly large number of 

organic compounds which cont r ibute to global and 

regional scale ozone format ion , carbon m o n o x i d e 

product ion and the format ion of o rgan ic n i t rogen 

compounds. However it is not possible to give at present 

an assessment of the major VOCs and their roles in 

tropospheric chemistry. 

2.9 Inter-Comparison of Tropospheric 
Chemistry/Transport Models 

A chemical response of the atmosphere is expected for the 

human-induced changes in the cycles of many trace gases. 

For example , we have accumula t ed ev idence that 

tropospheric ozone in the northern mid-lat i tudes has 

increased substantially, on the order of 25 ppbv, since prc-

industrial times. During this period, the global atmospheric 

concentration of CH4 has increased regularly, and the 

emissions of NOx and NMHC, at least over northern mid-

latitudes, have also increased greatly. An accounting of the 

causes of the 0 3 increases, and ascribing the induced 

climatic change to emissions of any particular gas, requires 

a global tropospheric 3-D Chemistry/Transport Model 

(CTM). A CTM provides the framework for coupling 

different chemical perturbations that arc by definition 

indirect and thus cannot he evaluated simply with linear, 

empirical analyses. 

In this report we use CTMs to calculate the total GWP 

for CH 4 (see Chapter 5) , i nc lud ing the complex 

tropospheric chemical impacts on O v Thus we place an 

increasing responsibility on our CTM simulations of the 

atmosphere and should therefore ask how much confidence 

we have in these mode l s . Mode l s of t r oposphe r i c 

chemistry and transport have not been adequately tested in 

comparison with those stratospheric models used to assess 

ozone depletion associated with CFCs. The stratospheric 

assessment models are all two-dimensional (latitude by 

height), based on an established dynamical theory that 

allows inherently 3-D motions in the stratosphere to be 

mapped onto two dimensions (e.g., see WMO, 19X6). 

There is no such corresponding theory for the troposphere, 

and it is expected that 3-D models will be needed to 

describe the tropospheric distribution of trace gases 

including phenomena such as convection, clouds and the 
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different chemical regimes in continental and marine 

boundary layers. Furthermore, the stratospheric models 

have been extensively tested as a class against one another 

and against observations (e.g., WMO, 1994 and preceding 

reports; Prather and Remsberg, 1993). It has taken the 

stratospheric research community nearly a decade to 

develop assessments based on standard trace-gas scenarios 

that al low the resul ts from different mode l s to be 

compared. In contrast, most of the current tropospheric 

ozone models (2-D and a few 3-D) have published a few 

sample calculations, which differ from model to model and 

are not directly comparable. 

There are numerous published examples of individual 

model predictions of the changes in tropospheric 0 3 and 

OH in response to a perturbation (e.g., pre-industrial to 

present, doubling CH4 , aircraft or surface combustion 

NOx, stratospheric 0-, depletion). Since these calculations 

in general used different assumptions about the perturbants 

and the background atmosphere, it is impractical, if not 

impossible, to use these results to derive an assessment. 

We need to understand how representative those models 

used in climate studies are, particularly the analyses of 

indirect radiative effects of CH4 changes. 

Thus, two quite different model intercomparisons are 

included as part of this report: (1) the transport of radon-

222, a short-lived tracer, that highlights the difference 

between 2-D and 3-D models in the troposphere; and (2) a 

set of prescribed tropospheric photochemical simulations 

that test the approximations made in modelling chemical 

rates for 0-, production and loss. Both of these studies 

were initiated as blind intercomparisons, with model 

groups submitting results before seeing those of others. In 

the transport study, no obvious mistakes in performing the 

case studies were found, and detailed results will be 

published as a workshop report. In the photochemical 

study, some obvious errors in the set-up, diagnosis, or 

model formulation were identified and resubmitted by the 

contributors as discussed below. Both provide a first look 

at the consistency among current models. Participation in 

these two intercomparisons was a prerequisite for the use 

of any model's results in a third study (Section 2.10.2), 

which examines the chemical perturbations caused by CH4 

increases and provides the basis for calculating the indirect 

G W P o f C H 4 i n C h a p t e r 5 . 

2.9.1 Intercomparison of Transport: A Case Study of 
222Radon 

The model comparison that tested atmospheric transport 

was carried out in a World Climate Research Programme 

(WCRP) Workshop on short-range transport of greenhouse 

gases that followed a similar workshop on the long-range 

t ranspor t of CFC-11 (Dec 1991). The bas ic 

intercomparison examined the global distribution and 

variability predicted for the radon (2 2 2Rn) emitted by 

radioactive decay of radium in soils. Radon is an ideal gas 

with a constant adjustment time of 5.5 days, and the 

daughter product, lead-210, is treated as a small aerosol. 

Although NO x would seem a more relevant choice for 

these model compar isons , the large variat ions in the 

adjustment time for NO x (e.g., <1 day in the boundary 

layer and >10 day in the upper t roposphere) make it 

difficult to prescribe a meaningful experiment without 

running realistic chemistry — a task beyond the capability 

of most of the participating models. Furthermore, the non-

linearities of the NOx-OH chemistry would require that all 

major sources be included (see Section 2.7), which again is 

too difficult for this model comparison. 

Twen ty a t m o s p h e r i c mode l s (both 3-D and 2-D) 

participated in the 222Rn intercomparison for CTMs (see 

Table 2.7). Most of the participants were using established 

(i.e., published), synoptically varying (i.e., with daily 

weather) 3-D CTMs; several presented results from new 

Table 2.7: Models participating in the Rn/Pb transport 

intercomparison 

Code Model Contributor 

CTMs established: 3-D synoptic 

1 CCM2 Rasch 

2 ECHAM3 Feichter/Koehler 

3 GFDL Kasibhatla 

4 GISS/H/I Jacob/Prather 

5 KNMI Verver 

6 LLNL/Lagrange Penner/Dignon 

7 LLNL/Euler Bergman 

8 LMD Genthon/Balkanski 

9 TM2/Z Ramonet/Balkanski/Monfray 

CTMs under development: 3-D synoptic 

10 CCC Beagley 

11 LaRC Grose 

12 LLNL/Impact Rotman 

13 MRI Chiba 

14 TOMCAT Chipperfield 

15 UGAMP P. Brown 

CTMs used assessments: 3-D/2-D monthly average 

16 Moguntia/3D Zimmermann/Feichter 

17 AER/2D Shia 

18 UCamb/2D Law 

19 Harwell/2D Reeves 

20 UWash/2D M. Brown 
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models under development. Among these synoptic CTMs, 
the circulation patterns represented the entire range: grid-
point and spectral, first generation climate models (e.g., 
CCM1 and GISS), newly developed climate models (e.g., 
CCM2 and ECHAM3), and analysed wind fields from 
ECMWF (e.g., TM2Z and KNMI). One monthly averaged 
3-D CTM and four longitudinally and monthly averaged 
2-D models also participated. 

We have a limited record of measurements of 222Rn 
with which to test the model simulations. Some of these 
data are for the surface above the continental sources (e.g., 
Cincinnati, OH), and some are from islands far from land 
sources (e.g., Crozet I.). The former show a diurnal cycle 
with large values at the surface at night when vertical 
mixing is suppressed. The latter sites show a very low 
background level with large events lasting as long as a few 
days. An even more limited set of observations from 
aircraft over the Pacific (e.g., 300 mbar over Hawaii) 
shows large variations with small layers containing very 

high levels of radon, obviously of recent continental 
origin. A set of box plots in Figure 2.11 summarises the 
observations of radon at each of these three sites and 
compares with model predictions (see Table 2.7 for model 
codes). At Cincinnati the synoptic 3-D CTMs generally 
reproduce the mean afternoon concentrations in the 
boundary layer, although some have clear problems with 
excessive variability, possibly with sampling the boundary 
layer in the afternoon. At Crozet most of the synoptic 
models can reproduce the low background with occasional 
radon "storms." In the upper troposphere over Hawaii, the 
one set of aircraft observations shows occasional, 
extremely high values, unmatched by any model; but the 
median value is successfully simulated by several of the 
synoptic 3-D CTMs. The monthly averaged models could 
not, of course, simulate any of the time-varying 
observations. 

The remarkable similarity of results from the synoptic 
CTMs for the free tropospheric concentrations of radon in 
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Figure 2.11: Radon-222 concentration statistics (OBS) for June, July and August at Cincinnati OH (40°N, 84°W, mixed layer at 2 
p.m.), Crozet I. (46°S, 51°E, surface), and over Hawaii (20°N, 155°W, 300 mbar). Modelled time-series show minima and maxima, 
quartiles (shaded box), and medians (white band). Identification codes are given in Table 2.7. Observations at Hawaii (Balkanski el al., 
1992) show the same statistics; but for Cincinnati (Gold el al.. 1964) the shaded box gives the interannual range of June-August means; 
and for Crozet (Polian et al., 1986), the lower bar gives background concentrations, with the upper bracket showing typical maximum 
events. 
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all three experiments was a surprise to most participants. 

All of the establ ished CTMs produced pat terns and 

amplitudes that agreed within a factor of two over a range 

in concentration of more than 100. As an example, the 

zonal mean radon from case (i) for December, January and 

February is shown for the ECHAM3 and CCM2 models in 

Figure 2.12a-b. The two toothlike structures result from 

the major tropical convergence and convective uplift south 

of the equator and the uplift over the Sahara in the north. 

This basic pattern is reproduced by all the other synoptic 

CTMs. In June, July and August (not shown) the 5 x 10"21 

v/v contour shifts north of the equator, and again, the 

models produce similar patterns. In contrast, the 2-D 

model results, shown for the AER model in Figure 2.12c, 

have much smoother latitudinal structures, fail to match 

the expected zonally averaged concentrations, do not show 

the same seasonality, and, of course, cannot predict the 

large longitudinal gradients expected for 2 2 2Rn (similar 

arguments hold for NO x , see Kanakidou and Crutzen, 

1993). Results from the Moguntia CTM (monthly average 

3-D winds) fell in between these two extremes and could 

not represent the structures and variations predicted by the 

synoptic CTMs. 

Such d i f fe rences in t ranspor t are cr i t ica l to this 

assessment. Both NOx and 0 3 in the upper troposphere 

have chemical t ime-scales comparable to the rate of 

vertical mixing, and the stratified layering seen in the 

monthly averaged mode l s is l ikely to d is tor t the 

importance of the relatively slow chemistry near the 

tropopause. Compared with the synoptic models, it is 

obvious that the monthly averaged models simulate the 

transport of surface-emitted NOx into the free troposphere 

very differently, which may lead to inaccurate estimation 

of total NOx concentrations. The 2-D models appear to 

have a clear systematic bias favouring high-al t i tude 

sources (e.g., stratosphere and aircraft) over surface 

sources (e.g., combust ion) and may calculate a very 

different ozone response to the same NOx perturbations. 

The participating synoptic CTMs are derived from such 

a diverse range of circulation patterns and tracer models 

that the universal agreement is not likely to be fortuitous. It 

is unfortunate that we lack the observations to test these 

predictions. Nevertheless, it is clear that the currently 

tested 2-D models, and to a much lesser extent the monthly 

averaged 3-D mode l s , have a fundamenta l flaw in 

transporting tracers predominantly by diffusion, and they 

cannot be viewed as reliable in simulating the global 

distribution of short-lived species. The currently tested 

synoptic 3-D CTMs are the only models which have the 

capability of simulating the global-scale transport of NOx 

and O,; however, this capability will not be realised until 

these mode l s inc lude improved s imula t ions of the 

boundary layer, clouds and chemical processes. 
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Figure 2.12: Latitude-by-altitude distribution of radon-222 as 
simulated in global chemical transport models. The contours arc 
mixing ratios in units of 10"21 by volume and have been averaged 
over Dec-Jan-Feb. These results are examples taken from a 
WCRP workshop on atmospheric transport (December, 1993). 
The two three-dimensional models (panel a, CCM2; and panel b. 
ECHAM3) reported longitudinally averaged distributions that 
agreed in general with most of the other 3-D models in the 
workshop, but were dramatically different in magnitude and 
structure from the 2-D models, such as the AER model shown 
here (panel c). 
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2.9.2 Intercomparison of Photochemistry: 
03 Production and Loss 

The photochemical evolution of NOx and 0 3 in a parcel of 
tropospheric air is as important as the transport in the CTM 
simulations of ozone. We need to evaluate the chemistry in 
these models separately. Unfortunately, there is no easy 
observational test of the rapid photochemistry of the 
troposphere that includes the net chemical tendency of O v 

Furthermore, uncertainties in the kinetic parameters would 
probably encompass a wide range of observations. Thus, 
we chose an engineering test in which all chemical 
mechanisms and data, along with the atmospheric 
conditions, were specified exactly in each case. This 
comparison becomes then a test of the photochemical 
schemes used by the different groups, and in general there 
is only one correct answer. For most of these results, many 
models give similar answers, resulting in a "band" of 
consensus, which we assume here to be the best answer. 
We are thus testing the consistency of the numerical 
solution of the photochemical reaction system under highly 
constrained conditions. 

The original specifications for the comparison of 
photochemical schemes (PhotoComp) and the follow-on 
evaluation of CH4's impact on global chemistry (delta-
CH4) brought results from a wide variety of research 
groups listed in Table 2.8. Twenty-three model groups 
submitted to PhotoComp, and seven groups to the delta-
CH4 study. Assessment of the initial results revealed 
numerous mistakes. Most of these obvious discrepancies 
occurred in model formulation, interpretation of 
instructions, or reporting of results. Assessment of 
tropospheric chemistry lacks experience when compared 
with that of stratospheric ozone, and one purpose in having 
such a blind intercomparison was to provide a measure of 
potential model discrepancies. (For more typical 
assessments such as the delta-CH4 study, there remain so 
many options in these complex calculations that 
differences can be easily ascribed to many "justified" 
causes.) If these model assessments had been frozen in 
January 1994 as originally planned, then there would have 
been only two model results for the delta-CH4 scenario. 
Therefore, the model intercomparison / assessment was 
continued with resubmissions up to June 1994. The current 
list of contributions is the same as for the parallel WMO 
Ozone Assessment. Removal or correction of obvious 
errors did not eliminate discrepancies among the models, 
and significant differences still remain and are presented 
here. Table 2.8 gives the participating models and their 
contributors along with letter codes used in the figures. 
codes for those submitted after the January 1994 meeting 
(§), and notation for those models contributing to delta-
CH4(&). 

Details of PhotoComp are given in Chapter 7 of the 
1994 WMO Ozone Assessment. Atmospheric conditions 

were specified (1 July, US Standard Atmosphere with only 
molecular scattering and 0^ + 0 3 absorption) and the air 
parcels with specified initial conditions were allowed to 
evolve in isolation for five days with diurnally varying 
photolysis rates ("J"s). The PhotoComp cases were 
selected as examples of different chemical environments in 
the troposphere. The wet boundary layer is the most 
extensive, chemically active region of the troposphere. 
Representative conditions for the low-NOx concentrations 
over oceans (case: MARINE) and the high-NOx 

concentrations over continents (case: LAND) were picked. 
In MARINE, ozone is lost rapidly (-1.4 ppbv/day), but in 
LAND the initial N0X boosts 0 3 levels. Over the 
continental boundary layer NOx loss is rapid, and the high 
NOx levels must be maintained by local emissions (e.g., 
Zhou et al., 1993). This region has the potential for export 
of 0 3 (and its precursors) to the free troposphere 
(Pickering et al., 1992; Jacob et al., 1993). Rapid 0 3 

formation has been observed to occur in biomass burning 
plumes, and the rate is predicted to depend critically on 
whether hydrocarbons are present (PLUME/HC) or not 
(PLUME). In the dry upper troposphere (FREE), 0 3 

evolves very slowly, less than 1%/day, even at NOx levels 
of 100 pptv. 

The photolysis of 0 3 yielding O('D) (reaction (2.1)) is 
the first critical step in generating OH, and it controls the 
net production of 03 . In this case tropospheric values peak 
at about 4-8 km because of molecular scattering. Model 
predictions for this photolysis rate at noon, shown in 
Figure 2.13a, fall within a band, ±20% of the mean value, 
if a few outliers are not considered. These differences are 
still large considering that all models purport to be making 
the same calculation. This photolysis of 0 3 and subsequent 
reaction with H^O (reaction (2.2)) drives the major loss of 
0 3 in MARINE (0 km, 10 pptv NOx) as shown in Figure 
2.13b. The spread in results after 5 days, 21 to 23 ppbv, or 
±12% in 0 3 loss, does not seem to correlate with the 0 3 

photolysis rates in Figure 2.13a. Also shown in Figure 
2.13b is the evolution of 0 3 in LAND (0 km, 200 pptv 
NOx). The additional NOx boosts 0 3 for a day or two, and 
doubles the discrepancy in the modelled ozone. The 
disagreement here is important since most tropospheric 0 3 

is destroyed by these reactions ((2.1), (2.2) and (2.6)) in 
the wet lower troposphere. 

The production of 0 3 in a NOx-rich PLUME (4 km, 10 
ppbv NOx) without non-methane hydrocarbons is rapid 
and continues over 5 days as shown in Figure 2.13c. 
Model agreement is excellent on the initial increases from 
30 to 60 ppbv 0 3 in 48 hours, but starts to diverge as NOx 

levels fall. When large amounts of NMHC are included in 
PLUME+HC (also Figure 2.13c), ozone is produced and 
NOx depleted rapidly, in less than one day. Differences 
among models become much greater, in part because 
different chemical mechanisms for NMHC oxidation were 
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Table 2.8: Models participating in the photochemical intercomparison and the delta-CH4 simulation. 

Code Model Contributor* Email 

A 

B 

B& 

C 

D 

E 

F 

G 

H 

I 

J 

K 

L 

M& 

N 

0 

P 

P& 

Q+ 

R& 

S 

T 

T& 

U 

Y/+ 

Z/+ 

§ 

§ 

§ 

§ 

§ 

§ 

§ 

§ 

§ 

§ 

§ 

§ 

§ 

§ 

U. Mich. 

UKMO/UEA 

UEA-Harwell/2D 

U.Iowa 

UCIrvine 

NASA Langley 

AER (box) 

Harvard 

NASA Ames 

NYU-Albany 

KFAJuelich 

GFDL 

Ga.Tech. 

U. Camb/2D 

U. Camb (box) 

LLNL/2D 

LLNL/3D 

" 

NASA Goddard 

AER/2D 

Cen. Faible Rad. 

U. Oslo/3D 

" 

NILU 

U. Wash. 

Ind. Inst. Tech. 

S. Sillman 

R. Derwent 

C. Reeves 

G. Carmichael 

M. Prather 

J. Richardson 

R. Kotamarthi 

L. Horowitz 

B. Chatfield 

S.Jin 

M. Kuhn 

L. Perliski 

P. Kasibhatla 

K. Law 

0 . Wild 

D. Kinnison 

J. Penner 

C. Atherton 

A. Thompson 

R. Kotomarthi 

M. Kanakidou 

T. Berntsen 

1. Isaksen 

F. Stordal 

H.Yang 

M.Lai 

sillman@madlab.sprl.umich.edu 

rgderwent@email.meto.govt.uk 

c.reeves@uea.ac.uk 

gcarmich@icaen.uiowa.edu 

prather@halo.ps.uci.edu 

richard@sparkle.larc.nasa.gov 

rao@aer.com 

lwh@hera.harvard.edu 

chatfield@clio.arc.nasa.gov 

jin@mayfly.asrc.albany.edu 

ICH304@zam001.zam.kfa-juelich.de 

lmp@gfdl.gov 

psk@gfdl.gov 

kathy@atm.ch.cam.ac.uk 

oliver@atm.ch.cam.ac.uk 

dkin@cal-bears.llnl.gov 

pennerl@llnl.gov 

cyndi@tropos.llnl.gov 

thompson@gatorl .gsfc.nasa.gov 

rao@aer.com 

mariak@asterix.saclay.cea.fr 

terje.berntsen@geofysikk.uio.no 

frode@nilu.no 

yang@amath.washington.edu 

mlal@netearth.emet.in 

Explanation of Codes: / submitted results only for the photolysis experiment, J[03 O('D) + 0 2] . 
& submitted results for the methane perturbation study (second contributor if listed). 
+ submitted results for the methane perturbation study, but could not be used. 
§ results revised or submitted since the Irvine drafting session (January 1994), see text. 

t Only a single point of contact is given here. 

used. (The reaction pathways and rate coefficients for 

chemistry with CH4 as the only hydrocarbon have become 

standardised, but different approaches are used for non-

methane hydrocarbons.) 

The 24-hour averaged OH concentrations are shown for 

LAND in Figure 2.13d. Values are high during the first 

day and demonstrate the dependence of OH on NOx, which 

begins at 200 pptv and decays rapidly to about 10 pptv by 

day 4. Modelled OH values fall within a ±2(V/c band. This 

variation in OH between models, however, does not 

correlate obviously with any other model differences such 

as the photolysis rate of 0-, or the abundance of NO. These 

results sli 

or more exist in the calculations of 0 3 change and OH 

c o n c e n t r a t i o n s . Th i s spread is not a true scientific 

uncertainty, but presumably a result of different numerical 

methods that could potentially be resolved, although no 

single fix, such as 0 3 photolysis rates, would appear to 

reduce the spread. A more significant uncertainty in the 

current calculations of 0 3 tendencies is highlighted by the 

parallel experiments with and without NMHC: the sour o. 

transport and oxidation, and in particular the correlate of 

NOx emissions and NMHC emissions on a fine scale. : MV 

control the rate at which NOx produces O v 
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Figure 2.13: Intercomparison of 23 photochemical models, testing their ability to calculate photodissociation rates and chemical rates 
of ozone net production. All models agreed to adopt the same chemical rate coefficients and cross-sections; see Table 2.8 for the key to 
the letters. 
(a) Photodissociation rate for 0 3 into O('D) and Oz; values refer to noon, July 1, 45° N, assuming the US Standard Atmosphere. 
(b) The 5-day evolution of near-surface 03 , initialised at noon with 30 ppbv (XXXXX) and with high levels of NOx (LAND, upper 
case key letters, see Table 2.8) or with low NOx (MARINE, lower case keys). 
(c) The 5-day evolution of 0 3 in a simulated biomass burning plume at 4 km altitude, initialised at 30 ppbv of 0 3 and extremely high 
levels of NOx. Two cases of no NMHC (lower case keys) and equivalently high NMHC (upper case keys) are considered. 
(d) The 5-day evolution of OH concentrations, calculated as 24-hour averages from noon to noon, are shown for the LAND simulation 
of panel (b). 

2.9.3 Conclusions 

3-D synoptic CTMs are needed for climate assessments 

that involve a t m o s p h e r i c c h e m i s t r y . Howeve r , the 

currently available CTMs have been evaluated only for the 

transport of simple tracers; these models must develop the 

chemical mechanisms so that they can accurately simulate 

the scales of chemistry that remove NOx and NMHC while 

making 0 3 . The chemistry in these models will continue to 

be tested and evaluated against observations. The growth 

in our understanding of t ropospher ic chemistry, and 

particularly that of 0 3 , has been and will continue to he 

driven by a combination of careful field observations of 

trace gases, l abora tory i nves t i ga t i ons of chemica l 

mechanisms and the theoretical development of CTMs and 

related models. 

2.10 Global Tropospheric Ozone Modelling 

Modelling tropospheric ozone is one of the more difficult 

tasks in atmospheric chemistry. The difficulty is due in 

part to the large number of p roces se s that cont ro l 

tropospheric ozone and its precursors, and in part to the 

large range of spatial and temporal scales that must be 

resolved. Global tropospheric CTMs attempt to simulate 

the life cycles of many trace gases for which we have 

uncertain knowledge of their sources as well as the 

chemical mechanisms of their destruction. 

The accurate description of the boundary conditions for 

a CTM simulation of tropospheric ozone is daunting, lor 

stratospheric assessments we have been interested in long-

lived gases which are well mixed in the troposphere, and 

whose concentrations are. therefore, independent of when 
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or where they were emitted at the North pole or the South, 
in summer or winter. For tropospheric ozone, the key 
constituents, NOx and NMHC, do not become well mixed 
in the troposphere, and their impact on ozone is likely to 
depend on when or where they were emitted. This greatly 
complicates any assessment since, unless great effort is 
made, the CTM simulations from different research groups 
will not be simulating the same atmosphere. 

Such differences are apparent when comparing the 
published simulations of tropospheric ozone and its 
climatic impact. Most of the models published to date are 
2-D (see discussion in Section 2.9.1) and have calculated 
changes in tropospheric O-, since the pre-industrial 
atmosphere or made predictions of future ozone for 
assumed growth scenarios in CH4, NOx and other trace 
gases (Kanakidou et al., 1991; Wuebbles et al., 1992; 
Fuglestvedt el al., 1993,1994a; Law and Pyle, 1993; 
Derwent, 1994b; Hauglustaine el al., 1994; Strand and 
llov, 1994). Two monthly averaged 3-D CTMs have 
included a fairly complete chemical model to study 
tropospheric O-, (Miiller, 1992; Lelieveld, 1994). The 
global synoptic 3-D CTMs (see Section 2.9.1) have been 
developed recently to the level where extensive 
publications are starting to appear (e.g., Penner et al., 
1991). 

Few of the above studies of pre-industrial atmospheres 
can be compared directly because of the diversity in 
boundary conditions used. While most calculations will 
use similar boundary conditions for the long-lived gases 
(CH, and N-,0) based on the ice core record, the historical 
records of CO, NOx and NMHC emissions are unknown. 
Furthermore, many of these models are solely tropospheric 
and do not include photochemical coupling with the 
stratosphere, and the stratospheric influxes of 0 3 and NOx 

are prescribed. Since the documented changes in CH4 and 
N,0 are substantial, it is likely that stratospheric ozone has 
evolved. Thus CTMs simulating tropospheric 0 3 must 
include the interactions with an evolving stratosphere. A 
final warning must he that these models cannot predict the 
possible changes in the circulation over the last centuries. 

In spite of these obvious problems, the predicted 
changes in tropospheric O^ in the Northern Hemisphere 
since pre-industrial times have been calculated 
(Hauglustaine et al.. 1994) as approximately a doubling. 
Combined with the historical evidence from observations 
(see Section 2.6). we may make a best guess that the 
increase in ozone since 1S50 is about 25 ppbv throughout 
the troposphere at northern mid-latitudes, and possibly 
extending into the tropics. However, changes in the 
Southern Hemisphere, which is remote from human 
influence in terms of NO . CO and NMHC emissions, are 
not certain. The confidence in this number is no greater 
than a factor of 2 at best, and such "best guesses'" do not 
substitute for critical assessment of the CTM simulations 
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which await the ongoing development of the models and 
corresponding measurements. 

2.10.1 Tropospheric NOx: Surface Combustion and 
Aircraft 

The sources of NOx in the troposphere are numerous (see 
Section 2.7) and the large natural source from lightning is 
not well characterised. Thus the 3-D CTMs failure to 
simulate correctly the NOx distributions and total nitrate 
observations in the troposphere, particularly in remote 
marine locations, is not surprising (Penner et al., 1991; 
Kasibhatala et al., 1993). These problems could be due to 
limitations in knowledge of emissions and to errors in the 
simulation of atmospheric chemistry and transport from 
intensive source regions. 

Recent attention has focused on the role of aircraft 
relative to other anthropogenic sources of NOx, as jet 
engine exhaust is placed directly into the upper 
troposphere and lower stratosphere. Aircraft are a small 
source of NOx, producing about 1/80 of the NOx released 
from other combustion sources at the Earth's surface. 
Similarly, aircraft fuel is about 3% of the total fossil fuel 
burned each year. However, upper tropospheric ozone 
exerts a greater radiative forcing than ozone at lower 
altitudes and so the importance of the various sources of 
upper tropospheric ozone need to be quantified. 

Several recent studies have estimated peak increases of 
about 5% in tropospheric ozone over the northern mid-
latitudes troposphere due to the current aircraft fleet (Beck 
et al., 1992; Johnson et al., 1992; Fuglestvedt et al., 1TO: 
Rohrer et al., 1993). In general this work uses 2-D models. 
which have systematic discrepancies in the rate of vertical 
mixing between the surface and the mid troposphere 
(Section 2.9.1), although these studies are rapidly 
expanding to the best current 3-D transport models. Model 
tests also demonstrate that the ozone forming potential of 
NOx emitted by aircraft depends upon transport 
formulation, injection height, removal by cloud processes, 
and the background level of NOx from other sources. Fur 
example, if the lightning source of tropospheric NOx is 
underestimated in the model, then the aircraft impacl on 
ozone is overestimated (Fuglestvedt et al., 1994). 

If we select an upper limit for the effect of aircraft N(\ 
on ozone, then the short-term radiative forcing could he 
comparable to the radiative forcing due to the CO^ from 
the burned fuel. 

While aircraft emissions of NOx are thought to ha\ e a 
greater radiative effect (through ozone formation in he 
upper troposphere) on a per kilogram basis, surl. ce 
emissions of NOx probably dominate the anthn :"-
genicallv induced production of ozone within % 
troposphere. The 3-D synoptic CTMs show that sin •:. 
short-lived trace species are rapidly mixed throughou: \ 
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Figure 2.14: Profiles of 03 observed in the tropical troposphere (Natal, panel a) and at northern mid-latitudes in July (G = Goose Bay 
and H = Hohenpeissenberg, panel b). The data from the two Northern hemisphere stations are averages over 1980 to 1991 (Logan, 
1994). The tropical station shows measurements taken during the seasons of minimum ozone (March, April and May) and maximum 
ozone (September, October and November) (Kirchhoff et al., 1989). 

troposphere. Jacob et al. (1993) calculated the net export 
of 03 and its precursors from the boundary layer over the 
North American continent and found it comparable to the 
mean stratospheric source of 0 3 over the northern mid-
latitudes. 

2.10.2 CH4 Increases: A Case Study 

The impact of methane perturbations are felt throughout all 
of atmospheric chemistry from the surface to the 
exosphere, and most of these mechanisms are well 
understood. Quantification of these effects, however, is 
one of the classic problems in modelling atmospheric 
chemistry. Similar to the ozone studies noted above, the 
published methane-change studies have examined 
scenarios that range from 700 ppbv (pre-industrial) to 1700 
ppbv (current) to a doubling by the year 2050 (e.g., WMO, 
1992), but these scenarios are not consistent across 
models. The study of the effects of an increase in methane 
concentrations (delta-CH4) was designed to provide a 
common framework for evaluating the multitude of 
indirect effects, especially changes in 0 3 and OH, that are 
associated with an increase in CH4 (see Section 2.2.6) and 
that provide the basis for the quantitative evaluation of 
radiative forcing from today's CH4 emissions. The study 
centres on today's atmosphere; using each model's best 
simulation of the current atmosphere and then increasing 
the CH4 concentration in the troposphere by 20%, from 
1715 ppbv to 2058 ppbv. This increase is small enough 
that perturbations to current atmospheric chemistry are 
approximately linear. The list of participating research 

groups is given in Table 2.8, and the protocol and history 
are described above with PhotoComp. 

2.10.2.1 The current atmosphere 

Important diagnostics from delta-CH4 include 0 3 and NOx 

profiles for the current atmosphere, providing a test of the 
realism of each model's simulation. Typical profiles 
observed for 0 3 in the tropics and in northern mid-latitudes 
over America and Europe are shown in Figure 2.14. The 
corresponding calculated 0 3 profiles, shown in Figure 
2.15a-b, differ by almost a factor of 2, but encompass the 
observations. The clear divergence of results above 10 km 
altitude illustrates the difficulty in determining the 
transition between troposphere and stratosphere. This 
exercise is only the beginning of an objective evaluation of 
tropospheric ozone models. A more rigorous diagnosis is 
needed, including other latitudes and seasons. 

The modelled zonal-mean NOx profiles, shown in 
Figure 2.15c, differ by almost a factor of 10. Comparisons 
in the lowest 2 km altitude are not meaningful since the 
CTMs average regions of high urban pollution with clean 
marine boundary layer. The range of modelled NOx values 
in the free troposphere often falls outside the range of 
typical observations, about 20 to 100 pptv, as shown in 
Figures 2.8 and 2.9. 

2.10.2.2 O? perturbations 

The calculated changes in tropospheric 0 3 for June, July 
and August in northern mid-latitudes and the tropics are 
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shown in Figure 2.16a-b for the delta-CH4 study. Ozone-

increases everywhere in the troposphere, with values 

ranging from about 0.5 ppbv to more than 5 ppbv (the 

ex t r eme ly high va lues for mode l P in the upper 

troposphere must be considered cautiously since this recent 

submission has not yet been scrutinised as much as the 

other results). In general the increase is larger at mid-

latitudes, but not for all models. Results for the southern 

m i d - l a t i t u d e s in summer ( D e c e m b e r , January and 

February) (not shown) are similar to the northern. 

The large spread in these results shows that our ability 

to predict changes in tropospheric 0 3 induced by CH4 

perturbations is not very good. This conclusion is not 

unexpected given the large range in modelled NOx (Figure 

2.15c), but the differences in 0 3 perturbations do not seem 
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Figure 2.15: Profiles of 0-, modelled for the tropical troposphere 
(panel a, 12° S to 12° N), the northern mid-latitude troposphere 
(panel b, 35° N to 55" N), and those of NO, modelled for the 
northern mid-latitude troposphere (panel c, 35° N to 55° N). The 
models were simulating the current atmosphere, and results are 
averaged over northern summer (Jun-Jul-Aug). Results are from 
the delta-CH4 study and the letter keys are given in Table 2.8. 

Figure 2.16: Changes in tropospheric 0 3 profiles predicted b\ 
models for a 20% increase in CH4 relative to today's atmospli-
(as shown in Figure 2.15). Results parallel those in Figure 2.1 
averaged over northern summer and reported for (a) the tropin 
and (b) northern mid-latitudes. 
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to correlate with the model's NOx. Nevertheless, a 
consistent pattern of increases in tropospheric 03 , ranging 
from 0.5 to 2.5 ppbv, occurs throughout most of the 
troposphere. Our best estimate is that a 20% increase in 
CH4 would lead to an increase in ozone of about 1.5 ppbv 
throughout most of the troposphere in both tropics and 
summertime mid-latitudes. This indirect impact on the 
radiative forcing (see Chapter 4) is about 25 ± 15% of that 
due to the prescribed 343 ppbv increase in CH4 alone. 

2.10.2.3 Adjustment time ofCH4 emissions 

Methane is the only long-lived gas that has clearly 
identified, important chemical feedbacks: increases in 
atmospheric CH4 reduce tropospheric OH, increase the 
CH4 lifetime, and hence amplify the climatic and chemical 
impacts of a CH4 perturbation (Isaksen and Hov, 1987). 
The delta-CH4 simulations from six different 2-D and 3-D 
models show that these chemical feedbacks change the 
relative loss rate for CH4 by -0.17% to -0.35% for each 1% 
increase in CH4 concentration as shown in Table 2.9. This 
range reflects differences in the modelled roles of CH4, 
CO, and NMHC as sinks for OH. For example, model M, 
with the smallest feedback factor, has fixed the 
concentrations of CO; and model R has shown that 
calculating CO instead with a flux boundary condition (as 
most of the other models have done) results in a larger 
feedback. These differences cannot be resolved with this 
intercomparison, and this range underestimates our 
uncertainty in this factor. 

Recent theoretical analysis has shown that the feedback 
factor (FF) defined in Table 2.9 can be used to derive an 
adjustment time that accurately describes the time-scale for 
the decay of a pulse of CH4 added to the atmosphere. 

Table 2.9: Inferred CH4 response time from the CH4 

perturbation simulations. 

Model code Feedback factor Adjustment time/lifetime 

•0.20% 

•0.17% 

0.35% 

0.22% 

0.26% 

0.18% 

•0.34% 

1.29 

1.23+ 

1.62 

1.32 

1.39 

1.26+ 

1.61 

Note: Feedback factor = relative change (%) in the globally 
averaged CII4 loss frequency (i.e., [OH]) for a +1% increase 
in CH4 concentrations. 
t These models use fixed CO concentrations and so 
underestimate this ratio. 
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Hffectively. a pulse of C\\4. no matter how small, reduces 
the global OH levels by a similar amount (i.e. -0.3% per 
+ 1%). This leads to a relative build-up of a corresponding 
increase in the already existing atmospheric reservoir of 
CH4, which cannot be distinguished from a longer 
adjustment time for the initial pulse. Thus the adjustment 
time (AT) is longer than the lifetime (LT) derived from the 
budget (i.e., total abundance divided by total losses). 
Prather (1994) has shown that the ratio, AT/LT, is equal to 
1/(1 + FF) and that this adjustment time applies to all CH4 

perturbations, positive or negative, no matter how small or 
large, as long as the change in CH4 concentration is not 
large enough to change the feedback factor. Based on 
model results, this assumption should apply at least over a 
±30% change in current CH4 concentrations. Two of the 
models with results in Table 2.9 have shown that small 
CH4 perturbations decay with the predicted adjustment 
time. 

Based on these limited results, we choose 1.45 as the 
best estimate for the ratio AT/LT, with an uncertainty 
bracket of 1.20 to 1.70. The budget lifetime of CH4 is 
calculated to be about 10 yr, using the CH-,CCI3 lifetime as 
a standard for OH and including stratospheric losses, and 
gives a best estimate for the CH4 adjustment time of 14.5 ± 
2.5 yr. If the biological soil sink were to respond to the 
atmosphere in the same way as the chemical sink, this 
would reduce the adjustment time to a little under 14 yr. In 
this chapter we use the range 14 ± 3 (11-17) yr to cover 
this uncertainty. This enhanced time-scale describes the 
effective duration for all current emissions of CH4; it is 
independent of other emissions as long as current 
concentrations of CH4, ±30%, are maintained. In the 
extreme case that all CH4 emissions (including natural 
sources) ceased, the initial rate of decay (1/9.4 /yr) would 
become more rapid as OH levels increased, resulting in 
increasingly rapid decay, with an average adjustment time 
of about 8.5 yr. However, a small additional pulse on top 
of this decaying profile still produces chemical feedbacks 
that lengthen its adjustment time to 10.1 yr, a factor of 1.2 
longer than the bulk of the CH4. 

Some of this effect was included in the previous 
assessment as an "indirect OH" enhancement to the size of 
the CH4 perturbations. Here we recognise that the OH 
chemical feedbacks give an effective residence time for 
CH4 emissions that is substantially longer than the lifetime 
used to derive the global budgets. This effective 
lengthening of a CH4 pulse applies also to all induced 
chemical perturbations such as tropospheric 0 3 and 
stratospheric H20. 

Deriving natural sources based on observed pre-
industrial concentrations is more uncertain for CH4 than 
for N20 because we do not know how tropospheric OH 
has changed. If the CH4 lifetime has not changed, then a 
source of 210 Tg(CH4)/yr would be needed to maintain 
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700 ppbv. If the current feedback factor is applicable to 
low values of CH4, then 280 Tg(CH4)/yr is required. 
However, industrial and agricultural emissions of CO, 
NMHC and NOx also perturb tropospheric OH, and a clear 
picture of changes since the pre-industrial is not yet 
available (Thompson and Cicerone, 1986; Isaksen and 
Hov, 1987; Derwent, 1994b). 

2.10.3 Conclusions 

As noted above, there are numerous published studies 
examining the response of tropospheric ozone to changes 
in CH4 and other trace gases since the pre-industrial era, 
particularly the emissions of NOx from surface combustion 
and aircraft. It is difficult to evaluate the robustness of 
those results, as well as those from the delta-CH4 study, 
without a more objective critique of the model 
performance, which should occur with time. This period 
will mark a significant transition in assessment models of 
the troposphere where we will rely increasingly on 3-D 
models. 

A degree of caution is necessary in interpreting the 
results quoted here for tropospheric 0 3 changes as a 
central value with a formal range of uncertainty (e.g., 95% 
confidence level). They represent our current best guesses; 
we must be aware that these values could change 
significantly. 

2.11 Stabilisation of Atmospheric Chemical 
Composition 

The atmospheric abundance of a chemical species is 
governed by the rates of production and removal, where 
these terms include processes occurring at the Earth's 
surface (emission and deposition) and in the atmosphere 
(chemical). When the gross production/emission rate is 
equal to the gross removal rate, the atmospheric 
concentration is in steady state and therefore remains 
constant over time. In practice, it is more straightforward 
to quantify the net change in atmospheric abundance (by 
direct measurement of the atmospheric concentration), 
than to estimate either of the gross terms with any 
accuracy. As discussed earlier in this chapter, a number of 
atmospheric feedback processes are known which have the 
potential to change atmospheric turn-over times (the 
removal rate), principally through perturbation of the 
tropospheric hydroxyl radical concentrations. How well 
current models of the atmosphere can quantify the effects 
of these feedbacks is unclear, and so in this discussion it is 
assumed (with the exception of CH4 where the adjustment 
time is used) that the atmospheric lifetimes of the various 
gases remains constant. 

The adjustment time determines the speed with which 
the atmospheric abundance responds to changes in the 

production rate - the faster the removal process (i.e. the 
shorter the adjustment time), the quicker the response. 
Thus if emissions for CH4 (adjustment time about 14 
years) and N20 (about 120 years) were to be held constant, 
the atmospheric abundance of CH4 would stabilise sooner. 
Thus we discuss stabilisation at different levels with 
particular emphasis on the implications for the 
anthropogenic component. 

The major sources of most of the gases discussed in this 
section are at the Earth's surface. However some of the 
gases discussed in this chapter are predominantly formed 
in the atmosphere. Two of these are of particular 
importance: 0 3 and CO. 0 3 is formed exclusively through 
photochemical processes in the atmosphere, and its 
concentration is strongly influenced by chemicals of 
anthropogenic origin (e.g., halocarbons in the stratosphere. 
N0X and hydrocarbons in the troposphere). A major source 
of CO is the oxidation of methane and other hydrocarbons 
in the troposphere. The link between surface emissions of 
NMHC and CO production in the atmosphere is more 
quantitatively established than the corresponding link 
between NOx and NMHC emissions and the production of 
tropospheric ozone, although the mechanisms for both are 
well known. 

2.11.1 Methane 

The observed trend in the CH4 atmospheric abundance 
over the past decade has been 35-40 Tg/yr (+0.7%/year): 
thus we know that gross production exceeded the gross 
removal by this rate. As shown in Table 2.3, the best 
estimate for the gross production of CH4 is 535 Tg/yr. Of 
this about 375 Tg/yr is associated with anthropogenic 
activities and 160 Tg/yr with natural processes. 
Stabilisation of CH4 concentrations will follow 
stabilisation of emissions, and a wide range of potential 
stabilisation profiles can be envisaged depending on how 
much control of anthropogenic emissions is possible. In 
this respect it should be noted that the continued increase 
in CH4 observed since 1950 implies a sustained increase in 
emissions of about 1%/year. Four cases can be considered: 

(a) If this (or any) increase in emissions were to 
continue, no stabilisation of the atmospheric ( H, 
abundance would occur. 
(b) If current emissions were held constant. ( II, 
concentrations would stabilise in less than 50 year*, at 
about 1900 ppbv. 
(c) If emissions could be cut by about 37 Tg/yr. he 
atmospheric CH4 abundance would stabilise at curent 
levels. 
(d) If emissions could be reduced by more thai 37 

Tg/yr, the atmospheric abundance would stabilise h >w 
current levels. The 15-year adjustment time of * 11. 
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would allow such changes to occur on a decadal time-
scale. 

Very crudely, each reduction in emissions of 37 Tg/yr 
would lower the atmospheric concentration at stabilisation 
by about 170 ppbv (10% of current values). (Conversely 
each increase of 37 Tg/yr would raise the atmospheric 
concentration at stabilisation by about 170 ppbv.) It must 
be emphasised that these estimates should only be used as 
a guide because it is assumed that other changes in 
atmospheric chemistry that control the CH4 adjustment 
time are not changing over this period. 

2.11.2 Nitrous Oxide 

The atmospheric N 2 0 abundance has, on average, 
increased by about 3.9 Tg(N)/yr (0.25%/yr) over the last 
10-15 years. The anthropogenic emissions are estimated to 
be about 5.7 Tg(N)/yr, so a cut of about two-thirds of the 
anthropogenic emissions is needed to stabilise N 2 0 
concentration at today's value. However, if the 
anthropogenic emissions were held constant at current 
values, the atmospheric N20 abundance would climb from 
310 ppbv to about 400 ppbv. The relatively long lifetime 
of N20 (120 years) means that this change would be slow 
with the N20 abundance reaching 370 ppbv by the year 
2100. Further, any reductions in the atmospheric N 20 
abundance would take a hundred years or so. 

2.11.3 Halocarbons 

Nearly all CFCs and other industrial halocarbons are out of 
balance in that emissions exceed atmospheric losses. For 
short-lived halocarbons such as CH3CC13 with stable 
emissions over the past several years, the compound is 
nearly in steady-state, and the reduction in emissions 
expected under the Montreal Protocol would first stabilise, 
and then reduce atmospheric concentrations. For longer-
lived compounds (CFCs), the primary production allowed 
under Article 5 of the Protocol and the continued release of 
the bank of current CFCs may sustain concentrations of the 
longer-lived CFCs over over the next decade or so. 
Overall, total tropospheric chlorine levels in the form of 
industrial halocarbons should peak in the next few years. 
In the longer term, atmospheric abundances will fall, the 
speed of decline depending on the adjustment time of the 
particular compound. 

HCFCs and HFCs, used as substitutes for CFCs, are 
expected to grow as emissions increase. Under the terms of 
the Montreal Protocol, the HCFCs will be phased out in 
the early part of next century. There are no natural sources 
and so their atmospheric abundances will respond to the 
reductions in emissions. Once the emissions have been 
stopped, the atmospheric abundance will return to zero -

the time needed for this to occur varies from chemical to 
chemical according to atmospheric adjustment time, but is 
shorter than for the longer-lived CFCs. Presently there are 
no controls over HFCs. The atmospheric abundances of 
these compounds would behave similarly to HCFCs if 
emissions were controlled. 

Perfluorinated species (CF4, C2F6, SF()) are extremely 
long-lived. There are no known sinks for these compounds 
on the time-scales of centuries, and the only method of 
stabilising these compounds is complete cessation of 
emissions. 

2.11.4 Ozone 

Stratospheric ozone decreases over the last 25 years have 
occurred principally from the use of CFCs and halons. 
Future production of these and other ozone-depleting 
substances is limited under the Montreal Protocol. 
Depletion of stratospheric ozone is predicted to peak in the 
next decade, and ozone levels are expected to recover as 
the concentrations of these compounds fall, which will 
take several decades. Recovery of the Antarctic ozone hole 
is not expected until the middle of the 21st century. CFCs, 
halons and related compounds are not the only 
anthropogenic influences and other perturbations (NOx 

from N-,0, changes in stratospheric temperatures from 
increased radiative forcing, etc.) will also influence future 
stratospheric ozone levels. 

In most of the troposphere, the rate-limiting precursor of 
new ozone production is NOx, although NMHCs play an 
important role in some regions. Accordingly, 
recommendations to stabilise tropospheric ozone focus on 
controlling emissions of NOx. However, as shown in 
Section 2.10.2, some control of CH4 (and CO and NMHC) 
is also necessary. The lifetime of ozone is very short (2-4 
weeks), and so the effects of any reductions in precursor 
emissions should be felt quickly. 

How to control these precursors, particularly NOx and 
NMHC, is extremely difficult to assess, because their 
impact on tropospheric 0 3 cannot be calculated by just 
summing their global emissions. The effect of these short
lived species depends on where and when they are emitted, 
as evidenced by the fact that aircraft emissions of NOx 

have a proportionately greater impact than equal surface 
emissions on 0 3 in the upper troposphere. Both this 
relative impact and the absolute source (i.e., anthropogenic 
surface emissions of NOx are about 80 times those from 
aircraft) must be combined when assessing the role of 
short-lived species on radiative forcing. 
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SUMMARY 
• Atmospheric aerosol in the troposphere influences 

climate in two ways, directly through the reflection 
and absorption of solar radiation, and indirectly 
through modifying the optical properties and lifetime 
of clouds. 

• Estimation of aerosol radiative forcing is more 
complex and hence more uncertain than radiative 
forcing due to the well-mixed greenhouse gases (see 
Chapter 4) for several reasons: 
(i) Both the direct and indirect radiative effect of 

aerosol particles are strongly dependent on 
particle size and chemical composition and 
cannot be related to aerosol mass source 
strengths in a simple manner. 

(ii) The indirect radiative effect of aerosols 
depends on complex processes involving 
aerosol particles and the nucleation and growth 
of cloud droplets. 

(iii) Aerosols in the troposphere have short 
lifetimes (around a week) and therefore their 
spatial distribution is highly inhomogeneous 
and strongly correlated with their sources. 

• The net (direct and indirect) global mean radiative 
forcing due to the increase in anthropogenic aerosol 
since pre-industrial times is negative and the 
magnitude is significant; while forcing due to 
changes in sulphate and organic aerosols is negative, 
that due to soot carbon is probably positive although 
present estimates suggest the latter is relatively small 
(see Chapter 4 for more details). 

Direct radiative effect 

• There are many lines of evidence suggesting that 
anthropogenic aerosol has increased the optical 
depth over and downwind of industrial regions and 
that this increase is very large compared with the 
natural background in these regions. 

• The major contributions to the anthropogenic 
component of the aerosol optical depth arise from 
sulphates (produced from sulphur dioxide released as 
a result of fossil fuel combustion) and from organics 
released by biomass burning. 

• Owing to the effect of size and chemical 
composition, anthropogenic aerosol contributes 
approximately 50% to the global mean aerosol 
optical depth but only around 20% to the mass 
burden. 

Indirect radiative effect 

• The impact of aerosol on the optical properties of 
low level clouds has been demonstrated in localised 
observations but the global impact has yet to be 
quantified. The effect is expected to be smaller for 
additional aerosol introduced into already polluted 
air. 

• There is some observational evidence suggesting that 
mean sizes of cloud droplets are larger in the 
Southern Hemisphere (where tropospheric aerosol 
concentration is generally lower) than in the 
Northern Hemisphere (where aerosol concentration 
is generally higher). 

Stratospheric aerosols 

• Large volcanic eruptions, such as Mt. Pinatubo, 
significantly influence the aerosol in the stratosphere 
and the effects persist over several years. 

• Stratospheric aerosol has a longer lifetime (of order 
1 year) than aerosol in the troposphere and is 
therefore more uniformly distributed. The amount of 
sunlight reflected by aerosols over industrial regions 
is comparable with the peak effects of volcanic 
aerosols. 

Stabilisation of aerosol concentration 

• Future concentrations of anthropogenic sulphate 
aerosols will depend on both fossil fuel use and 
emission controls. Even if the globally averaged 
concentration were stabilised - through stabilisation 
of total global emissions- the geographical 
distribution of the S0 2 emissions, and hence the 
aerosol concentration, would be likely to exhibit 
major changes. 
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3.1 Introduction 

Aerosols in general, and anthropogenic aerosols in 
particular, are thought to exert a radiative influence on 
climate directly, through the reflection and absorption of 
solar radiation, and indirectly, through modifying the 
optical properties and lifetimes of clouds. The atmospheric 
loading of anthropogenic aerosols and the resultant 
radiative influence have increased over the industrial 
period roughly in parallel with that of the greenhouse gases 
and these aerosol particles could have exerted a significant 
radiative forcing over this period. 

This chapter reviews the relevant physics and chemistry 
of atmospheric aerosol in order to provide the context for 
describing the climatic influence of anthropogenic aerosols 
(discussed in Chapter 4). It is demonstrated that: 

(a) there is sound physical and chemical evidence 
supporting the existence of anthropogenic sulphate 
and organic aerosol radiative forcing which is 
negative in sign; 

(b) uncertainty in calculating the magnitude of the 
forcing arises from a lack of observations of the 
chemical and physical properties of aerosol particles 
as well as their spatial and temporal distribution. 

Aerosols present a large source of uncertainty in 
calculating radiative forcing over the industrial period. The 
effect of anthropogenic aerosol may help explain the 
differences between observed climate change over the 
industrial era and the best estimates of such change from 
model calculations which are based only on the effects of 
greenhouse gases. However, at the present time, the 
climatic effects of aerosols can only be estimated with 
considerable uncertainty (+Hansen et ai, 1990) due to the 
lack of sufficient detailed observations. A quantitative 
estimate of the uncertainty can be made only for direct 
forcing by sulphate and organic aerosols; other aerosol 
types, e.g., soil dust and soot, cannot yet be quantified. 

3.1.1 Radiative Forcing by Aerosols 

Atmospheric aerosol particles are conventionally defined 
as those particles suspended in air having diameters in the 
range 10"3 to 10 fan.1 They are formed by the reaction of 
gases in the atmosphere (gas to particle conversion), or by 
the dispersal of material at the surface. Although forming a 
small part of the mass of the atmosphere, around 1 part in 
109, they have the potential significantly to influence both 
radiative transfer through the atmosphere and the 
atmospheric water cycle. The best understood mechanism 
by which aerosol particles can influence climate is by 
scattering incoming solar radiation, thereby increasing the 
Earth's albedo (the direct effect). Absorption of solar 
radiation, for example by soot, may cool the surface while 
heating the atmosphere. Direct aerosol forcing is primarily 

a short-wave forcing process, and is therefore expected to 
dominate in the daytime and summer months (e.g., Karl el 
«/., 1991; Engardt and Rodhe, 1992; Hunter el «/.. 1993). 
Although aerosol particles may absorb long-wave 
radiation, this effect is believed to be small for 
anthropogenic aerosols other than soot. Anthropogenic 
aerosol particles acting as cloud condensation nuclei 
(CCN) are believed to increase the number concentration 
of cloud droplets, increasing cloud albedo (the indirect 
effect) e.g., SMIC, 1971; Twomey, 1977; Twomey ci at.. 
1984. The corresponding decrease in cloud droplet size 
may inhibit precipitation formation, extending cloud 
lifetime. Long-wave absorption by wet aerosol particles 
(Marley el al., 1993) may be a significant factor in the 
overall radiation balance but estimates of the magnitude of 
this effect are only preliminary. 

In contrast to greenhouse gases, atmospheric aerosol 
particles are short-lived in the troposphere with lifetimes 
of around a week , while they have lifetimes of a year or 
more in the stratosphere. The short lifetimes, together with 
the highly non-uniform geographical distribution of 
aerosol sources, results in a highly non-uniform 
geographical distribution of anthropogenic aerosols. This 
non-uniformity results in very different patterns of 
radiative forcing and may result in different climate 
response patterns compared with greenhouse gases which 
are well-mixed. 

Figure 3.1 is a schematic representation of typical 
aerosol particle mass and number distributions above 0.01 
/<m diameter as functions of particle diameter, with peaks 
corresponding to aerosol produced by gas-to-particle 
conversion and by disruption of the Earth's surface 
respectively. Although the fine and coarse modes account 
for most of the aerosol mass, there are many smaller 
particles and a graph of number concentration shows a 
further peak around 0.02 fim, the nucleation mode. The 
spectrum also shows a peak at a diameter smaller than the 
lower limit of the graph but particles of this size are not 
believed to have climatic effects. 

The estimation of radiative forcing caused by 
tropospheric aerosol is fundamentally different from that 
caused by well-mixed greenhouse gases because: 

(i) The aerosol mass and size distribution show 
considerable temporal and spatial variability due to 
the relatively short lifetime and localised nature of 
the sources and sinks. There are substantial 
differences in the distributions of both anthropogenic 
and natural aerosols between the Northern and 
Southern Hemispheres owing to the different 
anthropogenic sources and different distribution of 
land masses. 

1 fim = 1 micrometre = 1 millionth of a metre. 
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Figure 3.1: Schematic diagram showing the main features of the 
aerosol size distribution as a function of (a) mass and (b) number. 
The distributions have been plotted such that the area under the 
curve corresponds to the total mass and number concentrations 
respectively. Although coarse particles contribute substantially to 
the aerosol mass, they form a very small part of the number of 
aerosol particles. 

(ii) Aerosols are not chemically homogeneous and are 
produced by a variety of processes including 
chemical reactions between gases in the air. Such 
heterogeneity makes it difficult to prescribe particle 
size distributions and optical properties of given 
types of aerosol particles, for example in climate 
models. 

(iii) The radiative effects of aerosol are critically 
dependent on the size distribution, rather than simply 
on the total mass loading alone. Different sources 
have different aerosol size characteristics and the 
size distribution and chemical composition change as 
the aerosol ages. 

3.2 Aerosol Sources and Types 

Atmospheric aerosol particles may be emitted as particles 
(primary sources) or formed in the atmosphere from 
gaseous precursors (secondary sources). Some of the 
sources, e.g.. volcanic emissions and sea spray from the 
oceans, are clearly natural; others, for example industrial 

emissions, are purely anthropogenic. There are also 
sources, e.g., biomass burning and soil dust emissions, 
where, although the distinction between natural and 
anthropogenic processes may be clearly defined, there is 
often insufficient information to apportion particular 
sources. 

Table 3.1 (modified from Andreae, 1995) summarises 
the estimated annual emissions into the troposphere or 
stratosphere from the major sources of atmospheric 
aerosol. Emission of mineral aerosols from soil dust has 
been classified as a natural source, although a certain 
influence from anthropogenic processes, e.g., agriculture, 
is likely to exist. Likewise, biomass burning is not purely 
anthropogenic. The large upper estimates for sea salt and 
volcanic dust include large particles with very short 
atmospheric lifetimes. It should be noted that particle mass 
flux is not a good measure of either the mass loading or the 
instantaneous effect of the aerosol particles, for reasons to 
be discussed later. Further, the quantities shown are highly 
disparate in magnitude and uncertainty so that the totals 
are only intended to demonstrate that anthropogenic 
aerosols are a significant contribution to the total aerosol 
burden. 

Owing to the short lifetime of aerosol particles in the 
troposphere and the non-uniform distribution of sources, 
their geographical distribution is highly non-uniform. As a 
consequence, the relative importance of the various 
sources shown in Table 3.1 varies considerably over the 
globe. For example, within and around the most 
industrialised regions in Europe and North America the 
industrial sources are relatively much more important. The 
nature of the various emissions is briefly summarised 
below. 

3.2.1 Soil Dust 

Atmospheric mineral dust is found all around the globe. 
This is due to long-range transport over thousands of 
kilometres within the general circulation of the 
atmosphere. Major sources of the particulate matter are the 
arid and semi-arid regions, where the material is 
continuously produced by bulk to particle conversion 
caused by physical and chemical weathering of soils and 
rock. The diameter of windblown soil dust ranges from 
less than 1 /an to 100 ̂ m or more. The largest particles fall 
out rapidly and are of no concern in this context. The mass 
median diameter of that fraction which is transported over 
appreciable distances (several 100 km) is about 2-4 /itn 
(Buat-Menard et al., 1983; Dulac et al., 1989, 1992), i.e. in 
the coarse range. The contribution of fine particles i 
enhanced during intense dust events compared to modem! 
dust rising conditions. 

The main sources of soil dust are surfaces wit 
unconsolidated material and areas with active weatherin. 
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Table 3.1: Global emission estimates for major aerosol types in the 1980s. Sulphates and nitrates are assumed to occur 
as ammonium salts. Modified from Andreae (1994). 
Units: Tg/yr (dry mass) 

Source 

Natural 

Primary 

Soil dust (mineral aerosol) 

Sea salt 

Volcanic dust 

Primary organic aerosols 

Secondary 

Sulphates from biogenic gases 

Sulphates from volcanic S0 2 

Organic matter from biogenic VOC* 

Nitrates from NOx 

Sum of Natural Sources 

Anthropogenic 

Primary 

Industrial dust (except soot) 

Soot (includes biomass burning) 

Biomass burning(except soot)+ 

Secondary 

Sulphates from S0 2 

Nitrates from NOx 

Organic matter from biogenic VOC* 

Sum of Anthropogenic Sources 

TOTAL 

low 

1,000 

1,000 

4 

26 

60 

4 

40 

10 

2,144 

40 

5 

50 

120 

20 

5 

240 

2,384 

Estimated flux 
high 

3,000 

10,000 

10,000 

80 

110 

45 

200 

40 

23,475 

130 

25 

140 

180 

50 

25 

550 

24,025 

"best" 

1,500 

1,300 

33 

50 

90 

12 

55 

22 

3,062 

100 

10 

80 

140 

40 

10 

380 

3,442 

Particle size category 
( coarse: lfrni diameter 

fine: 1/rni diameter) 

mainly coarse 

coarse 

coarse 

coarse 

fine 

fine 

fine 

mainly coarse 

coarse and fine 

mainly fine 

fine 

fine 

mainly coarse 

fine 

* VOC = Volatile Organic Carbon 
+ Also forms secondary particles 

(Pye, 1987). These are alluvial fans, outwashes, wadis, etc. 
Only a minor fraction of the total desert area can be 
considered as a source for airborne material. The annual 
global emission amounts to about 1500 Tg, which is of the 
order of the global sea salt production. Mineral dust 
particles originate mainly from the great desert areas of 
Northern Africa and Asia (Prospero, 1990). The largest 
source is probably the Sahara. Despite the inefficient light 
scattering by coarse particles, mineral dust does have an 
appreciable effect on the planetary radiation balance due to 
the large amounts involved (see section 3.7.3). For 
example, desert dust is clearly seen from space in satellite 
imagery (Durkee et ai, 1991; Jankowiak and Tanre, 1992). 
Dust originating from the Asian continent causes a 

decrease in visibility over large regions of Japan and China 
(Kai et al., 1988). 

Anthropogenic forcing due to mineral dust emissions 
by industrial, agricultural and vehicle activities has not 
yet been well quantified but is believed to be relatively 
small. 

3.2.2 Sea Salt Aerosols 

Sea salt, resulting from the evaporation of sea-spray 
droplets, is a major component of natural aerosol. The 
largest droplets, containing most of the mass injected into 
the air, are so large that they return to the ocean almost 
immediately. Smaller droplets may stay airborne long 
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enough to dry out and shrink, whereby they then can 
remain airborne even longer. This inverse relationship 
between mass and atmospheric lifetime has resulted in 
estimates of the amount of these aerosols injected into the 
atmosphere which range from 1,000 to 10,000 Tg/yr 
(SMIC, 1971; Blanchard, 1983). The mass median 
diameter of sea salt aerosol near the sea surface is of the 
order of 8 jum and, because of their short lifetime and 
inefficient light-scattering, the largest particles are of little 
importance to radiative forcing of climate change. 
Therefore, in Table 3.1 a value of 1,300 Tg/yr is suggested 
as representative for that fraction of the sea salt aerosol 
which can be transported throughout the lower marine 
troposphere (Petrenchuk, 1980; Andreae, 1986). 

3.2.3 Volcanic Dust 

Volcanic emissions consist of solid particles (ash) and 
gases (mainly water vapour (H-,0), sulphur dioxide (S02) 
and carbon dioxide (CO?)) in very variable concentrations. 
S02 is a precursor to aerosol formation by gas to particle 
conversion. The ash particles are mainly in the coarse 
particle range. Most of the known active volcanoes are in 
the Northern Hemisphere, and only 18% are between 10°S 
and the South Pole (Simkin et ai, 1981; Simkin and Sibert, 
1984). In regions with frequent volcanic activity, the 
emission of sulphur and other aerosol components may be 
important (e.g., Hobbs et ai, 1982). For example, Allard et 
al. (1991) estimate the sulphur emission of Etna/Sicily to be 
0.7 TgS (sulphur)Zyr averaged over the years 1975 to 1987. 

The global volcanic emission of SO, has been estimated 
to be 3.5 TgS/yr from effusive degassing and, on average, 
about 6 TgS/yr from erupting volcanoes (Stoiber et al., 
1987). On average, less than 10% of this amount reaches 
the stratosphere. This number may vary by an order of 
magnitude in individual years, for example following 
explosive eruptions like Mt. Pinatubo (9 TgS in 1991) and 
El Chichon (3.5 TgS in 1982). 

3.2.4 Primary Organic Aerosols 

Natural emissions of particulate organic carbon (POC) are 
produced by marine and continental sources. Global 
emissions of POC from ocean regions are estimated to be 
slightly larger than from continental natural sources (Duce, 
1978). Particles with nominal diameters > 1 /xm account 
for 90% of the POC emitted from both source categories. 
The ocean is a large source of POC owing to the injection 
of naturally derived marine surfactants from bubble bursting 
processes (Monahan, 1986). Terrestrial sources of primary 
POC include natural products emitted from vegetation such 
as Cw to CMr terpenes, plant waxes, and macromolecular 
plant fragments (Graedel 1979; Simoneit and Mazurek 
1981). POC may also be emitted by combustion processes. 

3.2.5 Industrial Dust 

Primary aerosol particles originate from the incombustible 
material present as inorganic impurities in the fuel which 
passes through the combustion process and from 
incomplete fuel combustion. The amount of aerosol 
material produced from coal is much larger than from oil. 
The result of more efficient particle removal systems is 
that emissions from modern coal-fired installations are an 
order of magnitude lower than those of a few decades ago. 
However, for many developing countries the conditions 
appropriate to the older installations probably apply. In 
addition to combustion sources, industrial dust may be 
produced by other processes. The size of the emitted 
industrial dust particles depends on, among other things, 
the efficiency of the filtering process. Most of the 100 
Tg/yr listed in Table 3.1 is likely to be in the coarse mode. 

3.2.6 Soot 

Because of the unique properties (light absorbing 
efficiency) of the soot fraction of industrial aerosol, this 
fraction is given a separate estimate in Table 3.1. Soot 
particles absorb solar radiation very efficiently. Most of 
the soot particles lie in the fine category. The estimates are 
based on Ogren and Charlson (1983), Turco et al. (1983) 
and Penner et al. (1992). 

3.2.7 Biomass Burning 

Biomass burning is likely to be the next largest source of 
fine mode anthropogenic aerosols, after sulphate (Andreae, 
1991). Most of the precursors are carbon, sulphur and 
nitrogen compounds which form organic sulphate and 
nitrate aerosols. Another important component is soot and 
tar condensates (Cachier et al., 1989). The types of 
aerosols formed depend to a great extent on the 
combustion characteristics and have not been fully 
characterised (Levine, 1991). 

3.2.8 Oxidation of Precursor Gases 

Natural gases which are precursors of aerosol particles 
include sulphur compounds (mainly dimethyl sulphide 
(DMS) and S0 2 ) , hydrocarbons (HC) and oxides of 
nitrogen (NO and N02 , known collectively as NOJ, and 
HN03. Oxidation of these precursors occurs both in the 
gas phase (mainly through oxidation processes initiated by 
the OH and other atmospheric radicals) and in liquid 
droplets. In this oxidation process low volatility products 
are formed which either condense onto pre-existing aerosol 
particles (including droplets) or form new particles. Mos: 
of the aerosol mass produced by this process is in the fim 
size range. In-cloud processes have a significant effect or 
the aerosol size distribution. 
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The dominant part of the sulphate from biogenic gases is 
derived from DMS emitted from the oceans where it is 
formed by biological processes (Andreae, 1995). Natural 
sources of NOx include soil exhalation (about 10 TgN/yr) 
(Galbally and Roy, 1978), and lightning (2-20 TgN/yr) 
(Warneck, 1988). It is estimated that about half of the NOv 

is oxidised to nitric acid (HN03) which is present in both 
the gas and the condensed phase (in aerosols and droplets). 
Part of the gas phase HN03 is deposited directly at the 
Earth's surface or scavenged by precipitation. The fraction 
of the HN0 3 that contributes to the aerosol mass (or 
number) is uncertain. There is a tendency for the aerosol 
nitrate to occur as coarse particles, which are not so 
important from a climatic point of view except possibly as 
CCN. 

The contribution of natural non-methane hydrocarbons 
(NMHC) to the aerosol mass and number concentration is 
likely to be very significant, especially in coniferous 
forests where emissions of terpenes and other 
hydrocarbons are large. The global emission of natural 
NMHC is estimated to be about 700 Tg/yr out of which 
about 10% may be converted to aerosols (Andreae, 1995). 
Carbonaceous aerosol particles either emitted directly from 
natural and anthropogenic sources or produced from 
precursor gases have highly complex chemical 
compositions that contain varying proportions of elemental 
and organic carbon. The scattering and absorption 
characteristics depend strongly on the proportion of 
elemental and organic carbon. Natural aerosols contain 
essentially no elemental carbon except for smoke aerosols 
from wild fires. Anthropogenic particles produced from 
combustion processes contain substantial quantities of 
elemental carbon relative to organic carbon, depending 
on the source type (Hildemann et al., 1991; Cachier et al, 
1989). 

Today, industrial and other anthropogenic sources of 
precursor gases represent a very substantial addition to the 
natural precursors (see Table 3.1). The largest contribution 
comes from industrial S02 . For a few decades, this source 
of gaseous sulphur has surpassed the natural emission of 
such gases (mainly DMS from the oceans and S02 from 
volcanoes). The current industrial S0 2 emission is about 
70 - 90 TgS/yr (see e.g., Muller, 1992; Spiro et al, 1992), 
roughly half of which is oxidised to aerosol sulphate 
before being deposited (Langner and Rodhe, 1991). 
Approximately 90% of the emissions are from industrial 
regions in the Northern Hemisphere, and little of this S02 

or of the resulting sulphate aerosol is transported to the 
Southern Hemisphere. 

Whereas most of the natural sources of aerosols can be 
expected to have changed only moderately during past 
centuries, anthropogenic emissions have grown 
dramatically especially during the 20th century. While 
industrial sulphur aerosol loadings have doubled since 

1950, following a slow increase over the preceding 100 
years, loadings from biomass burning have undergone a 
steady increase over the last 150 years (Andreae, 1991). 
Figure 3.2 shows the rapid increase in anthropogenic SO-, 
emissions over this period, although as will be shown later, 
the rate of increase in emissions shows large regional 
variations, resulting in changes in the geographical 
distribution of aerosol. Emissions associated with eruptive 
volcanoes represent a special case with highly variable 
source strength. 

3.3 Aerosol Transformation Processes 

3.3.1 Processes Relevant to Radiative Forcing 
Aerosol transformation processes are of particular 
importance to the problem of climatic effects, because 
these processes are the major determinants of aerosol 
optical and cloud droplet-nucleating properties. The size-
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Figure 3.2: Time history of global emission of S0 2 (in TgS/yr) 
and estimates of the global and Northern Hemisphere natural flux 
(from Charlson et al., 1992). Anthropogenic sulphur is emitted 
mainly (-90% ) in the Northern Hemisphere and emissions 
greatly exceed the natural emissions. Width of shading represents 
the uncertainty. 
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dependent properties of the particles that govern the direct 
and indirect radiative effects are: 

number, surface area and mass concentration; 
refractive index (determined by chemical composition); 
particle shape and morphology; 
water solubility; 
surface chemical properties; 
location in the atmosphere. 

Because the radiative effects of aerosol vary strongly as 
a function of particle size, it is necessary to focus on the 
processes that determine the above variables as functions 
of size. 

3.3.2 Why Particle Size is Important 

Major changes of aerosol production and transformation 
processes occur at particle diameters around 0.1 and 1.0 
jum. Table 3.2 compares a variety of aerosol properties 
above and below 1 /im diameter, and illustrates the very 
large differences that exist across this size range. Below 
0.1 ,wm, particle behaviour is dominated by Brownian 
motion and by large ratios of surface area to volume (>30 
m2 cm"3). Nuclei mode (smaller than ~ 0.02 jum) particles 
are freshly produced new particles from condensation at 
low temperature (atmospheric reactions) or high 
temperature (fire), and their presence in air is transitory 
(minutes to days). The accumulation mode (0.1 to 1.0 ^m 
diameter) is so named because mass accumulates by 
Brownian coagulation, condensation of products of gas-
phase reactions, and aqueous phase reactions. Nuclei mode 

and accumulation mode particles are together referred to as 
fine particles (see Figure 3.1). The bulk of the aerosol 
mass resides in accumulation and coarse modes. Because 
Brownian motion becomes unimportant as particle size 
grows above about 0.1 fim diameter, accumulation mode 
particles do not readily become attached to coarse mode 
particles. This prevents the chemical substances of the 
accumulation mode (e.g., H2S04) from reacting with those 
in the coarse mode (e.g., basic soil dust). This mixture of 
coarse and fine particle aerosol is chemically 
heterogeneous and exhibits features that are the 
consequence of size dependent source, sink and 
transformation processes. 

The general form of size distribution in Figure 3.1 
(adapted from Andreae, 1995) is based on large amounts 
of data from both continental and marine locations. 
Chemical species in the accumulation mode particles thus 
must dominate the CCN concentration and, most 
significantly, anthropogenic changes in it. Because 
the number concentration is dominated by particles 
less than about 0.1 fim diameter, the chemical substances 
in fine mode particles must dominate the process of 
cloud nucleation even though the coarse mode particles 
contribute more to the aerosol mass. Similarly, but 
not quite so thoroughly, fine mode substances must 
dominate the direct optical effects as will be discussed in 
Section 3.7. 

This complex but constant general form of size 
distribution is both the consequence and the controller of 
the chemical and physical processes that occur in the 
atmosphere. Several of these processes can be noted as of 

Table 3.2: Comparison of properties of coarse and fine aerosol particles 

Property/Attribute Coarse (greater than 1 fim diameter) Fine (accumulation plus nuclei) 
(less than 1 fim diameter) 

Production mechanism 

Number concentration 

Motion 

Cloud-nucleating characteristic 

In-situ modification mechanism 

pH 

Mechanical 

Small; usually less than 1 cm"3 

Dominated by sedimentation of 
larger particles; easily impacted, 
e.g., by falling raindrops 
Growth at low supersaturation but 
concentrations are small 

Mixing with other aerosol solutes via 
cloud coalescence and multiphase 
chemical reactions; uptake of acidic gases 

Generally alkaline 

Nucleation, condensation; multiphase 
chemical processes; small amounts 
mechanically produced 

Large; ranges from 10s to 1000s cm"3 

Brownian motion; no sedimentation or 
impaction 

Requires higher (up to -1%) supersaturation 
but usually dominates the number population 
ofCCN 

Condensation of products of gas phase 
reactions; multiphase reactions in particles 
and in clouds and mixing via Brownian 
coagulation; uptake of alkaline gases 

Acidic 
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central importance to those aerosol properties that are 
relevant for radiative forcing: 

• chemical production of water soluble condensates 
such as H2S04 and (NH4)2S04. These particles can 
act as cloud condensation nuclei, are hygroscopic or 
deliquescent, and have large light scattering 
efficiency due to particle size and to hygroscopic 
growth. 

• accumulation of mass by numerous processes in the 
size range 0.1 and 1 jum. This is the size range for 
CCN and for maximum efficiency for scattering 
solar radiation. 

• modification of the shape of the size distribution by 
multiple-passages of aerosol particles through clouds 
in which aqueous-phase chemical reactions occur. 
This increases the light-scattering efficiency 
(Lelieveld and Heintzenberg, 1992). 

• rapid removal of coarse particles. As a result, a large 
mass source strength does not necessarily result in 
large climatic effects (Andreae, 1995). 

3.3.3 Accumulation Mode Particles as the Repository of 
Most Anthropogenic Aerosol Substances 

In Section 3.2, five key types of contemporary aerosol 
substances were identified as having a substantial 
anthropogenic component: 

• sulphates from the oxidation of sulphur-containing 
gases; 

• nitrates from gaseous nitrogen species; 
• organic materials from biomass combustion and 

oxidation of reactive volatile hydrocarbons; 
• soot from combustion; 
• mineral dust from aeolian processes. 

Because these substances constitute major additions to 
both the number and mass concentrations of the pre
existing natural aerosol, they are the cause of both a 
secular trend and temporal and geographical variability in 
aerosol properties, transformations and effects. Sulphate 
ion typically comprises around 25-50% of the 
anthropogenic accumulation mode aerosol mass, when 
it has been measured, and is, probably, the best under
stood (Heintzenberg, 1989). Much of the subsequent 
discussion will therefore concentrate on the effects of 
sulphate aerosol. 

It is of particular importance to reiterate that the 
processes of particle formation, growth by deposition of 
vapour and by Brownian motion, and processes in clouds 
result in the bulk of anthropogenic sulphates, organic and 
soot aerosol mass being concentrated in the diameter range 
between 0.1 and 1.0 fim. The maximum increase in particle 
number concentrations due to anthropogenic effects occurs 
at a diameter range roughly an order of magnitude below 

that. The reason for the relevance of this peculiar size 
dependence lies in two factors which will be discussed in 
Sections 3.7 and 3.9 respectively: 

Particles in the 0.1 to 1.0//m diameter range have the 
highest efficiency per unit mass for optical 
interactions with sunlight (due to the similarity of 
particle size and wavelength of light); 

• Particles of sizes around 0.1 fxm diameter composed 
of water soluble substances, like sulphates, are 
highly effective as cloud condensation nuclei. 

3.4 Aerosol Sinks and Lifetimes 

Whereas the number of aerosol particles and their surface 
area can be reduced by coagulation processes within the 
atmosphere, removal of aerosol mass is mainly achieved 
by transfer to the Earth's surface or by volatilisation. Such 
transfer is brought about by precipitation ("wet 
deposition") and by direct uptake at the surface ("dry 
deposition"). The efficiency of both these deposition 
processes is strongly dependent on particle size, especially 
in the diameter range 0.1-10 fim ( Slinn, 1983). For 
particles in the accumulation mode, wet deposition is the 
major removal process. The lifetime of nuclei mode particles 
is determined by coagulation which reduces the number of 
particles but does not reduce the total particle mass. 

The time spent in the atmosphere by an aerosol particle 
is a complex function of its physical and chemical 
characteristics (e.g., size, hygroscopic properties, etc.) and 
the time and location of its release. For sulphate particles 
in the diameter range 0.01-1.0//m (fine mode) released or 
formed in the mid-latitude boundary layer, an average 
lifetime is typically of the order of several days (Junge, 
1963; Rodhe, 1978; Chamberlain, 1991). This time scale is 
dominated mainly by the frequency of recurrence of 
precipitation. Particles transported into, or formed in the 
upper troposphere are likely to have a longer lifetime 
(weeks to months) because of less efficient precipitation 
scavenging ( Balkanski et al., 1993). Many estimates of 
atmospheric lifetimes or aerosol particles have been based 
on measurements of radio nuclides bound to aerosols; for 
example Cambray et al. (1987) estimated a lifetime of nine 
days for l37Cs from the Chernobyl accident. The global 
model simulation of Langner and Rodhe (1991) gave a 
global average lifetime of sulphate aerosol of about five 
days. It should be noted that the atmospheric lifetime of 
aerosol particles in the troposphere is much smaller than 
the lifetimes of the main greenhouse gases (see Chapters 1, 
2 and 5). The implications of this difference are discussed 
further in Sections 3.8 and 3.10. Aerosol particles injected 
into, or formed in, the stratosphere have lifetimes of order 
one year, much longer than those of tropospheric particles. 
This is largely due to the absence of precipitation 
scavenging and limited vertical turbulent transport. 
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3.5 Properties, Measurements and Budgets of 
Atmospheric Aerosols 

In order to evaluate how aerosols influence the climate, it 
is necessary to know the cloud nucleating and optical 
properties of those types of anthropogenic and natural 
aerosols expected to have a significant climatic effect, in 
addition to the microphysical and chemical properties 
discussed earlier. 

3.5.7 Aircraft, Satellite and Remote Sensing 
Measurements 

A large number of aircraft measurements is available that 
provides information on aerosol loading and chemical and 
microphysical properties. However, difficulties in the 
sampling of aerosols from aircraft (e.g., Huebert et al., 
1990) raise concerns over the accuracy of these 
measurements. Moreover, the lack of integrated data sets 
including all, or most, of the important quantities identified 
later in Table 3.3, makes it difficult to use such 
observations in radiative forcing calculations. 

Remote-sensing of aerosol properties poses challenges 
that to date have been addressed only to a very limited 
extent (Penner et al., 1994). A change in the radiation field 
caused by aerosols can be of a magnitude that is significant 
for climate perturbation but is barely visible in typical 
remote sensing images. 

While a number of techniques for retrieval of aerosol 
properties from satellite measurements have been 
investigated, the only instruments thus far flown which 
were specifically designed to provide aerosol information 
are SAGE I, SAGE II and SAM II. These experiments use 
photometers to observe the solar occultation at each 
satellite sunrise-sunset and thus determine the vertical 
profile of aerosol extinction at 1 ^m wavelength in the 
stratosphere, and, in the absence of high-altitude clouds, in 
the upper troposphere ( McCormick et al., 1979; Yue et 
al., 1989; Kent et al., 1991). Occultation observations are a 
particularly sensitive method for aerosol measurement 
because of the enhanced aerosol effects with the large path 
length at the limb and the self-calibrating nature of such 
measurements. However, the restriction to satellite sunrise-
sunset locations leads to a sparse distribution of aerosol 
profiles and restricted ability to probe the atmosphere 
below about 7 km altitude although realisation of the full 
potential of satellite monitoring of aerosol optical depths, 
particle size shape and refractive index will depend on 
concurrent monitoring of aerosol profiles from fixed 
ground sites to provide calibration and to allow detailed 
process studies. 

Except during periods following volcanic eruptions that 
significantly increase aerosol loading in the stratosphere, 
the largest contribution to the total column aerosol amount 
is from the lower troposphere, below the lowest altitude 

that the occultation method can probe easily even in cloud-
free conditions. Most techniques proposed for retrieving 
the tropospheric aerosol from satellite observations rely 
upon the increase in solar radiation reflected by the Earth's 
surface and atmosphere caused by the additional 
backscattering from the aerosol. Since this increase may 
often be modest, such an approach is best suited for 
conditions where the surface has a low albedo that can be 
accurately estimated a priori, for example, observations 
over the ocean well away from sun glint (Durkee et al., 
1991; Kaufman and Nakajima, 1993; Kaufman et al., 
1990; Kaufman, 1993). Lidar holds great promise for 
sensing tropospheric aerosols and providing vertical 
soundings. Unfortunately little analysis of such data has 
yet been published. 

3.5.2 Regional and Global Models and Budgets of 
Anthropogenic Aerosol 

Models of the distribution and budget of sulphur and 
nitrogen species within regions of a few thousand square 
kilometres have been formulated in several parts of the 
world, mainly in the polluted regions in the Northern 
Hemisphere (for a recent review see Galloway and Rodhe, 
1991). Such budgets indicate that dry and wet deposition, 
in roughly similar proportions, account for 50-75% of the 
removal of the anthropogenic emissions within the 
polluted regions (a few thousand km across), the rest being 
exported further away. About half of the anthropogenic 
S02 is estimated to be transformed to aerosol sulphate in 
the atmosphere. 

Hemispheric or global scale models of the distribution 
of aerosol sulphate (and its precursors) have been 
formulated during the past few years (Erickson et al., 
1991; Langner and Rodhe, 1991; Luecken et al., 1991; 
Tarrason and Iversen, 1992; Taylor and Penner, 1994). 
Figure 3.3 shows a model calculation of the annual mean 
distribution of the vertically integrated anthropogenic 
burden of sulphate aerosol, from Langner and Rodhe 
(1991). Such models indicate that industrial emissions arc 
having a dramatic impact on the sulphate aerosol 
concentrations, not only within the industrialised regions, 
but over a large part of the Northern Hemisphere. 

Figure 3.4 depicts the estimated division of global 
sulphur fluxes through the atmosphere between the major 
oxidation and deposition pathways (Langner et al., 1992). 
Note the important role played by oxidation in clouds lor 
producing aerosol sulphate. 

To our knowledge no attempt has yet been made to 
model the global distribution of aerosols in general. 
including sources and sinks of primary and secondary 
aerosols and their precursors. A different approach was 
used by d'Almeida et al. (1991) who estimated, direc-iy 
from observations, a global distribution of 11 differ, it 
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Figure 3.3: Calculated distribution of the vertically integrated amount of sulphate aerosol due to anthropogenic emissions only (from 
Langner and Rodhe, 1991: slow oxidation case). Values are annual averages expressed as mg sulphate per square metre and the 
maxima are associated with main industrialised regions. No comparable results are available for aerosol from biomass combustion. 

types of aerosols based on a combination of observations 

and modelling, although owing to the limited database the 

representativeness of the observations is doubtful. 

3.5.3 Measured Trends 

The growth of anthropogenic aerosol sources over the past 
150 years is indisputable, but direct evidence for an 
increase in aerosol concentrations in the atmosphere is 
scarce since, owing to the large variability of aerosol 
concentrations in space and time, secular time trends are 
much more difficult to observe than for the long-lived and 
relatively evenly distributed greenhouse gases. 

Measurements of optical depth at some remote mountain 
top sites over several decades have not shown any 
significant trends (Ellis and Pucschel, 1971; Roosen et al., 
1973; Charlson, 1988) due to the limited period of the 
record. No obvious trend in atmospheric turbidity was 
observed by Helmes and Jaenicke (1988) in their analysis 
of sunshine records and cloudiness over the past two 
decades. There is, however, a clear change evident in some 
statistical analyses of aerosol or haze occurrence in more 
directly polluted areas (Yamamoto et al., 1971; Husar et 
al., 1979, 1981). For example, Husar and Patterson (1987) 
document a considerable increase over the past two 
decades. A trend of increasing aerosol concentration has 

natural 

emissions 

25 

(25) 

natural+ 

anthropogenic 

emissions 

80 50 

(10) (16) 

dry+ 

wet 

deposition 

dry 

deposition 

9 46 

(3) (15) 

wet 

deposition 

/4%%%&%^^4^%^^%^%%%%^%^^^4%<^^/ 

Figure 3.4: Schematic representation of fluxes of atmospheric sulphur species (excluding sea salts and soil dust) in different parts of 
the sulphur cycle. Numbers represent fluxes in TgS/yr. Natural (pre-industrial) fluxes are shown in parentheses (from Langncr et al., 
1992). Much of the sulphate aerosol results from sulphur dioxide emissions which have been oxidised by in-cloud processes. 
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also been demonstrated from balloon measurements by 
Hofmann (1993). However, Kaminski and Winkler (1988) 
show that as a result of control measures, the contribution 
of sulphate to the aerosol mass is decreasing in some parts 
of Europe although the total mass is increasing. 

Field measurements of aerosol composition in remote 
regions also show the influence of anthropogenic 
emissions in areas far from continental sources (Lawson 
and Winchester, 1979; Andreae et al., 1984; Warneck, 
1988; Savoie and Prospero, 1989; Church et al., 1991; 
Duce et al., 1991; Losno et al., 1992). Satellite 
measurements of light-scattering over the North Atlantic 
have shown that haze-forming aerosol particles can be 
transported for great distances over the oceans and still 
produce an easily detectable impact on the scattering 
properties of the atmosphere (Eraser et al., 1984). Based 
on aircraft measurements, Andreae et al. (1988) showed 
that mid-tropospheric sulphate concentrations over the 
North Pacific off the west coast of the United States were 
dominated by long-range transport from Asia. In addition, 
ground-based observations suggest that long-range 
transport of Asian dust is seasonally dependent. 

The increase in CCN above natural levels due to 
anthropogenic emissions is well documented in 
industrialised regions (Warner and Twomey, 1967; Hobbs 
et al., 1970; Braham, 1974; Schmidt, 1974; Twomey et al., 
1978). That elevated sulphate levels over the North 
Atlantic are correlated with an increase in CCN is 
suggested by the data of Hoppel (1979), who finds that 
CCN concentrations over the North Atlantic are typically 
three or more times greater than over the Southern 
Hemisphere oceans (Twomey et al., 1984). A pronounced 
upward trend (~ 10%/yr) in condensation nuclei (particles 
larger than 0.01 urn) over the past eight years at a site in 
Antarctica has been reported, although the cause has not 
been determined and the effect on CCN concentrations is 
unclear. It is possible that these changes, and small 
decreases in aerosol concentration at the South Pole 
(Samson et al., 1990) may reflect changing dynamical 
factors. At Cape Grim, Tasmania (41 °S), the only site with 
an extended record, Gras (1994) reported a significant 
decrease in CCN concentrations of around 3%/yr during 
1981-91 while the concentration of condensation nuclei 
(CN) increased by 1.2%/yr. Hobbs et al. (1970) have also 
shown that ice nuclei may be transported long distances 
from their sources. This demonstrates the complexity of 
interactions between aerosol sources, sinks and transport 
processes. 

Soot, a tracer of combustion-derived aerosols, has also 
been found at significant concentrations over many remote 
marine and continental areas (Heintzenberg, 1982; 
Andreae. 1983; Andreae et al., 1984; Clarke. 1989; Ogren 
and Charlson. 1983; Warren and Clarke, 1990; *Hansen et 
al.. 1990). Clarke and Charlson (1985) cited the presence 

of light-absorbing material in the mid-tropospheric aerosol 
at Mauna Loa, Hawaii, as evidence for the long-range 
transport of soot and other anthropogenic aerosols, which 
results in a pervasive anthropogenic haze in the Northern 
Hemisphere. The transport of carbon and sulphate aerosols 
from mid-latitude sources in Eurasia results in the 
formation of Arctic haze observed at high latitudes in 
winter (Stonehouse, 1986). 

Strong evidence for a large-scale increase in the 
atmospheric burden of anthropogenic aerosols can also be 
found in the record of atmospheric composition preserved 
in glacier ice cores. In the Greenland ice sheet, non-sea salt 
sulphate (and nitrate) show a pronounced increase (from 
about 20 to over 100 ng/g in the case of sulphate) over the 
past century (Figure 3.5; Mayewski et al., 1986, 1990). 
Similar data from Antarctica show no such increase 
(Legrand and Delmas, 1987). Lead found in snow layers of 
the Greenland ice sheet is a good tracer of anthropogenic 
aerosol and records a 200-fold increase in lead 
concentrations since the beginning of the industrial era. 
However, there has been a reduction by a factor of 7.5 over 
the last 20 years (Boutron et al., 1991) reflecting both the 
introduction of lead-free fuels and the rapid response of 
aerosol to emission controls. 

3.6 Stratospheric Aerosols 

3.6.1 Sources, Sinks and Lifetimes 
The stratospheric aerosol record reveals at least three 
components: episodic volcanic enhancements; polar 
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Figure 3.5: Concentration of sulphate in Greenland ice 
corresponding to the past 200 years (from Mayewski et al.. 
1990). The dotted and dashed curves show the anthropogenic 
SO, emissions worldwide and over the USA, respectively (from 
Andreae 1993). While the secular trend is of anthropogenic 
origin, the larger spikes result from natural (volcanic) emissions 
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stratospheric clouds (PSCs) and clouds just above the 
tropical tropopause. A background concentration of 
sulphuric acid droplets also appears to be present. At 
normal stratospheric temperatures, aerosols are most likely 
supercooled solution droplets of H2S04.H20, with an acid 
weight fraction of 55 to 80%. The primary source of 
stratospheric aerosols is volcanic eruptions that are strong 
enough to inject S0 2 (sometimes H2S) buoyantly into the 
stratosphere. After an eruption, and following conversion 
to H 2 S0 4 (gas) and subsequently to sulphuric acid 
aerosols, aerosol loading decreases with a half life of 6 to 9 
months, although this appears quite variable with altitude 
and latitude. The decay is most likely due to a combination 
of sedimentation, subsidence and exchange through 
tropopause folds. The net effect of this post-volcanic 
dispersion and natural cleansing is a greatly enhanced 
aerosol concentration in the upper troposphere after a 
major eruption, especially poleward of about 30° latitude. 
Except immediately after an eruption, stratospheric aerosol 
droplets tend to be concentrated into three distinct 
latitudinal bands, one over the equatorial region (between 
30°N and 30°S ) and the others over each high latitude region 
(50° to 90°N and S). Following a low latitude eruption, 
aerosol is dispersed into both hemispheres, whereas 
following a mid-to-high latitude eruption, aerosols tend to 
stay primarily in the hemisphere of the eruption. Potential 
sources of a background aerosol component include 
carbonyl sulphide from the oceans, low level S02 emissions 
from volcanoes, and various anthropogenic sources, 
including industrial and aircraft emissions. Measurements 
of aerosols in the upper troposphere and lower stratosphere 
using balloon sondes, commencing in 1960 (Hofmann, 
1991) suggest a 5%/year increase in non-sea-salt sulphate 
that might be attributed to jet aircraft emissions. If the 
concentrations increase with anticipated increases in air 
traffic they could have significant climatic implications, 
and furthermore water vapour from aircraft emissions may 
increase the numbers of atmospheric ice particles. 

Stratospheric aerosol loading in 1979 was 
approximately 0.5 Tg of sulphate, thought to be 
representative of background aerosol conditions. The 
present status of the aerosol is one of enhancement due to 
the June 1991 eruption of Mt. Pinatubo (15.1°N, 120.4°E), 
which produced on the order of 30 Tg of new aerosol in 
the stratosphere, about three times that of the 1982 
eruption of El Chichon. The Mt. Pinatubo perturbation 
appears to be the largest of the century, perhaps the largest 
since the 1883 eruption of Krakatoa. By early 1993, 
stratospheric loading had decreased to approximately 13 
Tg, about equal to the peak loading values after El 
Chichon, although the aerosol optical depth associated 
with the eruption of Mt. Pinatubo was comparable with 
that following El Chichon due to the differing aerosol 
distribution. 

3.6.2 Size Distributions, Compositions and Optical 
Depths 

Stratospheric aerosol sizes range from hundredths of a 
micrometre to several micrometres. Although there is 
some variability, especially just after a volcanic eruption, 
two log normal size distributions of spherical, 
submicrometre particles appears to be an apt description of 
the aerosol. Just after an eruption, the previously 
monomodal size distribution becomes bimodal, and some 
particles are non-spherical because of the addition of 
crustal material. While there arc relatively few 
measurements of the size distribution, the volcanically 
perturbed/climatically important aerosol is currently 
described as having a bimodal number distribution. The 
smaller mode has a geometric mean diameter by number of 
0.1 ^m and a concentration of 10 cm"3, and the larger mode 
is characterised by a mean diameter of 1 //m, and a 
concentration of 1 cm"3 (Hofmann, 1993, personal 
communication). Given this size distribution, the larger 
mode accounts for almost all of the mass as well as the 
optical effects. In terms of optical extinction, stratospheric 
aerosols of this sort demonstrate very little light absorption 
at solar wavelengths, with a scattering coefficient around 
1-2 x 10"s nr1 at 550 nm. For aerosol layers of several to 
perhaps 10 km depth, this results in optical depths of 0.1 to 
0.2, as indeed was observed in 1992 over much of the 
globe. This is a large excursion compared with < 0.01 for 
the volcanically unperturbed case. Figure 3.6 from Button 
and Christy (1992) shows the observed optical depth at 
Mauna Loa, Hawaii illustrating the magnitude and 
systematic decay following both the El Chichon (1982) 
and Mt. Pinatubo (1991) eruptions. As is indicated in 
Chapter 4, there is evidence of significant warming of the 
stratosphere following both eruptions. 

3.6.3 Interaction with the Troposphere 

Just as stratospheric aerosol is derived from substances 
transported upward through the troposphere, the sink for it 
is transport back into the troposphere via sedimentation, 
subsidence and exchange through tropopause folds and 
turbulence in the vicinity of jet streams. This flux of 
aerosol material, particularly sulphates, directly into the 
upper troposphere represents a substantial local source of 
aerosol. The above estimate for the Mt. Pinatubo aerosol of 
30 Tg SO\ , decaying with a half life of 6-9 months, can be 
compared to estimates of the current natural non-volcanic 
and anthropogenic global annual fluxes of 30 and 140 Tg 
of SO] , respectively. Thus, the extra flux of sulphate mass 
represents a short-lived addition to the tropospheric 
sulphate burden that is substantial on a global basis and 
may be a major contribution at locations remote from 
anthropogenic sources. On the other hand, the large 
particle size of most of the mass, increased substantially by 
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Figure 3.6: Variation of aerosol optical depth following the Mt. 
Pinatubo and El Chichon eruptions (from Button and Christy, 
1992), showing the removal of aerosol over several years 
following the eruptions. 

k in the solar wavelength range. The aerosol optical depth 
is the vertical integral of the aerosol extinction coefficient, 
°e (= °Sp

 + % ' where a is the aerosol light scattering 
coefficient and a is the aerosol light absorption 
coefficient). The single-scatter albedo is a measure of the 
relative importance of scattering and absorption by the 
particles, and is defined as Q = o/ae. The extinction co
efficient and its components are often approximated 
as being proportional to X.& where a is the Angstrom 
exponent. The amount of light scattered through some 
angle (j) from the incident beam is described by the angular 
scattering phase function (3((|)). Simple parametrizations of 
P(<|>) are the ratio of the hemispheric back scatter to the 
total scatter, R, or the asymmetry parameter which ranges 
from -1 (complete backscatter) to +1 (complete forward 
scatter). 

3.7.1 Spatial Scales 

To quantify the direct radiative forcing due to 
anthropogenic aerosol, it is necessary to define the optical 
properties on two spatial scales: 

the higher humidity of the troposphere makes these 
particles substantially less important per unit mass to 
optical effects than ordinary accumulation mode sulphate, 
by around a factor of five. As a result, this sulphate aerosol 
does not substantially add to the global mean negative 
radiative forcing of the tropospheric aerosol and its effects 
are limited mainly to the time when it is in the 
stratosphere. 

Of potentially larger importance are the local effects of 
this aerosol in the upper troposphere which normally has 
very low aerosol number and mass concentrations. The 
possibility exists that stratospheric aerosol particles 
injected at very low temperatures near the tropopause 
could act as nuclei of formation of cirrus cloud ice 
particles. More nuclei in the upper troposphere owing to 
volcanic eruptions and effects of aircraft would probably 
mean more but smaller cirrus particles, a higher solar 
albedo and, likely, decreased infrared absorption but this 
has not been quantified (see Chapter 2 for a discussion of 
the chemical effects on stratospheric ozone). In addition to 
aerosol from the stratosphere, the upper troposphere may 
be influenced significantly by particles and water vapour 
from high altitude commercial aircraft, although this has 
not been properly quantified. 

3.7 Optical Properties of Aerosols Determining the 
Direct Radiative Effect 

The simplest set of parameters describing the direct 
interaction of aerosol particles with solar radiation includes 
the aerosol optical depth (6), single-scatter albedo (Q), and 
asymmetry parameter (g), all as a function of wavelength, 

• local, microphysical properties, 
• column integrated properties. 

In-situ observations at the surface are potentially 
influenced strongly by source and removal processes at or 
near the surface, and measurements of the entire air 
column above are needed to evaluate the represent
ativeness of the surface-based observations. Aircraft 
observations play an important role here, but remote 
sensing of the aerosol from ground level also provides 
important information. Table 3.3 summarises the range of 
optical properties observed in the troposphere along with 
other relevant integral properties. While the values that are 
currently available can be, and have been, used to estimate 
the magnitude of radiative forcing by aerosol particles, 
uncertainties will remain without an integrated set of 
simultaneous observations of the optical, chemical, and 
microphysical properties of the particles in key locations. 

3.7.2 Local Optical Properties (Two Approaches) 

Two complementary approaches exist for determining the 
local optical properties that are needed for calculating 
radiative forcing: 

• Measure the key properties directly at representative 
locations and extrapolate to other locations (e.g.. 
Charlson et al., 1991); 
Measure the size distribution and the chemical 
composition, make certain assumptions regarding 
particle shape, morphology and distribution e 
properties with size, then calculate the optic; 
properties (e.g., Kiehl and Briegleb, 1993). 
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Table 3.3: Typical range of observed integral properties of lower tropospheric aerosols (optical properties for 
500-550 nm wavelength at low relative humidity). Entries indicate the range of observations. 

Parameter 

Optical depth, 8 

Single-scatter albedo, Q 

Back/total scatter, R 

Light scattering 
coefficient, asp (Mm"1) 

Light absorption 
coefficient, o (Mm') 

Submicrometre mass 
concentration (fig m'3) 

CCN number concentration, 
0.7-1% supersaturation (cm-3) 

Angstrom exponent, & 

Polluted continental air 
(non-urban) 

0.2-0.8 

0.8-0.95 

0.1-0.2 

50-300 

5-50 

5-50 

1,000-5000 

1-2 

Clean continental air 
(minimal anthro-pogenic 
perturbation) 

0.02-0.1 

0.9-0.95 

Not available 

5-30 

1-10 

1-10 

100-1,000 

1-2 

Clean marine air 
(negligible anthro-pogenic 
perturbation) 

0.05-0.1 

close to 1 

0.15 

5-20 

0.01-0.05 

1-5 

10 - 200 

1.5-2.1 

Note: Mm = 106 m 

For purposes of coupling radiative transfer models to 
chemical models (which calculate aerosol species mass 
concentrations) it is necessary to relate the scattering and 
absorption coefficients to measures of the aerosol 
concentration and composition. Three quantities are in 
common use to relate measurements of the scattering and 
absorption characteristics of an aerosol to its fine particle 
component (subscript / denotes fine particles, subscript / 
denotes chemical species). 

(i) the fine particle scattering coefficient, 

W"V (3.1) 

where m, is the mass concentration of fine particles 
(defined as having diameters less than 1 fan) and af is the 
scattering efficiency. Typically, a, s 3 m2g"' at relative 
humidities less than 40% but is dependent on the size 
distribution and molecular chemical composition. 

(ii) the absorption coefficient for visible light (usually 
dominated by elemental or black carbon , C(0)) 

(3.2) o«p" V c ( 0 ) 

where /wC(0\ is the mass of elemental or black carbon and 
aaC is its absorption efficiency. 

(iii) the scattering coefficient for all particles summed 

over all chemical species present in the aerosol, 

o , , "Z«,^ ,° ro ,^=Za, /n ,y . (3-3) 

Here, the assumption is made that o , and o are 
independent and that the scattering by different chemical 
species also are independent and additive. In all instances, 

a, and aaC are evaluated by simultaneous measurement of 
a , a , m, and the fine particle mass concentration of 
individual chemical species ;', mif. Very substantial 
amounts of data of this sort have already been acquired, 
but not on a global scale. Most data were acquired at the 
Earth's surface and few exist from airborne platforms. 

The alternative to direct measurement of the optical 
properties and scattering and absorption efficiencies is to 
calculate the optical properties from measured or assumed 
particle size distributions, compositions and 
concentrations. Results obtained using these approaches, 
however, are almost wholly dependent on assumptions, 
many of which are not based on observations. Nonetheless, 
it is necessary to show that both of the approaches yield 
the same answer in order to demonstrate internal 
consistency and to define the sensitivity of the measured or 
calculated optical properties to input quantities, whether 
they are measured or assumed. Blanchet (IVH9) has 
demonstrated this consistency for a limited number of 
cases. Much of the progress in estimating radiative forcing 
by anthropogenic aerosol has resulted from the use of both 
approaches simultaneously. 

It is necessary to recognise that all of the factors 
controlling the optical properties are functions of particle 
size and wavelength and therefore so are the optical 
properties themselves. Figure 3.7 is an example of the 
distribution over particle size of mass scattering efficiency 
at 500 nm. Having measured the size distribution and 
knowing the refractive index of the aerosol one can thus 
determine the distribution of scattering efficiency by 

I 
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particle size, the integral of which is the scattering 
efficiency used in radiative transfer calculations. 

3.7.2.1 Dependence of local integral optical properties on 
size and composition 

It is convenient to subdivide the aerosol properties by 
region, size class and by chemical species, insofar as that 
is possible, and also to compare calculated and measured 
properties. While very substantial amounts of data exist, 
primarily at polluted or industrial-region surface locations, 
there have been almost no efforts to measure 
simultaneously all of the quantities. Thus, it is not yet 
possible to examine the data sets for internal consistency. 
Also, because of a lack of standardisation, for example, of 
selection of particle-size ranges, it is difficult to compare 
data sets. 

White (1990) determined the contributions of individual 
compounds to a and a in various urban and non-urban 
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Figure 3.7: Aerosol volume size distribution and the calculated 
extinction, scattering and absorption cross sections per unit 
aerosol volume at a wavelength of 500 hm, calculated by Covert 
ct al. (1980), using Mie theory and an assumed refractive index 
of m = 1.5 - 0.02i. Note that the major contribution to aerosol 
scattering is not associated with the part of the size distribution 
contributing most to the aerosol mass loading. 

locations in the USA. Table 3.4 summarises the 
contributions of scattering by fine and coarse particles and 
absorption by particles to the aerosol component of the 
extinction coefficient. While relative humidity (RH) was 
not controlled or measured in those measurements, it is 
likely that a temperature increase of a few degrees 
occurred during the measurement, yielding RH values in 
the instruments that were less than ambient. Note that the 
single scattering albedo values are in the range 0.8 to 0.95 
in industrialised regions; the small amount of absorption is 
mainly attributed to soot. Table 3.4 generally supports the 
notion that scattering by fine particles dominates the 
aerosol contribution to extinction. It further suggests that 
scattering dominates over absorption, especially when the 
increased scattering at ambient RH is taken into account, 
and that the main effect of the combined aerosol is 
therefore cooling. 

As expected, the dominant chemical species in the 
industrialised eastern USA is sulphate which, along with 
"organic" material, comprises about 84% of the mass when 
the sulphate compound is assumed to be (NH4)2S04. The 
residual material includes fine soil dust, water, nitrates and 
other, unidentified, materials. Caution is needed in 
interpreting these data because the chemical analyses were 
not often complete. In the western USA, SO \~ accounts for 
a smaller fraction (about 35%) and organics and soil dust 
are relatively more important. White (1990) also used data 
from simultaneous observations of sulphur in a multiple 
regression analysis against measured light scattering at low 
relative humidity which gave a squared correlation 
coefficient of 0.948. This clearly implicates sulphates and 
organics as consistently dominant contributors to a , at 
least over the USA. 

While the similarity of chemical inputs and physical 
processes in other locations (e.g., Europe and Asia) and the 
high correlation coefficient suggest that these USA data 
may be applicable for models over the globe, there are 
currently few data from outside the USA against which to 
verify this idea. It is important to discover if source factors 
are sufficiently different in other locations or aloft to cause 
significant departures from White's (1990) results. Recent 
results reported by Nyeki et al. (1994) tend to support the 
wider application of White's results. 

Table 3.5 briefly summarises the present estimates of 
o , hemispheric backscatter fraction and fractional 
increase of a , due to hygroscopic growth to 80% RH. 
/(RH 80). 

3.7.3 Column Properties 

Integration of the local aerosol properties over altituii 
yields the key column properties used in radiative transl. 
models. The most important of these properties is tl 
aerosol optical depth. Global mean optical depth (Tah; 
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Table 3.4: Percentage contributions to aerosol extinction coefficient in rural areas of the Eastern and Western USA, 
from White (1990). 

Locale asp(fine) 

% 

91 

69 

asp (coarse) 

% 

3 

17 

°aP 

ae 
% 

6 

14 

Single scattering 

albedo of fine 
particles (RH < 40%) 

0.94 

0.86 

Eastern USA 

Western USA 

Notes: a Fine/coarse separation at diameter - 2.5 fan. 
b RH low, but not measured, 
c All data corrected to K <= 525 nm. 

Table 3.5: Observed integral optical properties of anthropogenic sulphate, organic carbon and soot and for the fine 
aerosol mass at 525 nm (adapted from Penner et al., 1994). See Section 3.7 for a definition of the terms used. 

Integral optical property so: -ORG Soot Fine aerosol mass 

c^mV 1 

R 

flm = 80%) 

5 (3.6-7) 

0 

0.15(0.12-0.19) 

1.7 (1.4 - 4.0) 

-

5 (3.0-7) 

0 

0.15(0.11-0.2) 

1.7(1.4-4.0) 

-

3 

10 (8-12) 

-

(0-1.7) 

-

3 (2-4) 

- (0 - 10) 

0.15(0.11 -0.2) 

1.7(0-4.0) 

1 -2 

Note: The indicated range (in brackets) represents the approximate standard deviation of the available data. For sulphate (SO^~), 
and organic carbon, C0RG, a is the effective scattering efficiency given as the cross section per unit mass of the indicated species. 
This is higher than the ratio of scattering to fine aerosol mass (last column), because gas-to-particle conversion of anthropogenic 
S02 combines sulphur with oxygen, hydrogen and/or ammonia to form an acidic and hygroscopic aerosol. The radiative effect of 
adding particulate sulphate mass to the atmosphere thus is a combination of scattering by the sulphate mass itself plus the additional 
mass of ammonia and/or water. Hegg el al. (1993) suggest that a value of 3 m2 g"1 is appropriate for sulphate alone, based on 
assumptions that all submicron mass scatters with equal efficiency and that the sulphate ionic mass concentration is independent of 
the mass of other aerosol substances. 

3.6) can be estimated using simple geochemical mass 
balances (e.g., Andreae, 1995). The largest contributions to 
the optical depth from natural sources are soil dust, 
sulphates and organic matter from volatile organic 
compounds. These values are calculated using best 
estimates in Table 3.1, the uncertainty associated with each 
parameter reflects the spread of fluxes shown in Table 3.1. 
Anthropogenic sulphate and material from biomass 
burning make similar contributions to the optical depth 
even though the source strengths and burdens are smaller 
than those of the natural aerosol. 

Large amounts of data exist on measured optical depths, 
some of which (having been largely acquired by the use of 
hand-held sun photometers) is of unknown or dubious 
quality. Figure 3.8, showing atmospheric optical depths 
over the USA, derived from turbidity measurements, 
clearly demonstrates the region of high anthropogenic 
aerosol content. Such observations can also show the 
impact of emission control measures at specific locations 
(Kaminski and Winkler, 1988). Satellite observation can 

provide information on the global distribution of upwelling 
radiation but the derivation of aerosol optical depth from 
such information is complex and requires many, unproven, 
assumptions. 

3.8 Causes of Uncertainty in Calculating Direct Forcing 
by Aerosols 

3.8.1 Local vs. Regional vs. Global Models and Effects 
Prior to about 1990, several disparate views prevailed as to 
the direct radiative effects of aerosol. Anthropogenic 
physical effects were viewed as local perturbations on a 
global background aerosol. Descriptions of the latter were 
given as temporally static (see for example Toon and 
Pollack, 1976; Coakley el ai, 1983). On the other hand, 
global chemical models, e.g., of the sulphur cycle, that 
included the secular trend of anthropogenic aerosol, did 
produce useful simulations of acidic precipitation but 
failed to include a coupling to aerosol physics or physical 
properties (see e.g., Rodhe and Isaksen, 1980). One effort 
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Table 3.6: Source strength, atmospheric burden and optical depth at 550 nm wavelength due to the various types of 
aerosols hydrated at 70 - 80% RH (after Andreae, 1994). 

Source 

Natural 

Primary 
Soil dust (mineral aerosol) 
Sea salt 
Volcanic dust 
Biological debris 

Secondary 
Sulphates from biogenic gases 
Sulphates from volcanic S0 2 

Organic matter from biogenic NMHC1 

Nitrates from NOx 

Total natural 

Anthropogenic 

Primary 
Industrial dust etc. 
Black carbon (soot and charcoal) 

Secondary 
Sulphates from S0 2 

Biomass burning (w/o black carbon) 
Nitrates from NOx 

Organic from anthropogenic NMHC1 

Total anthropogenic 
TOTAL 
Anthropogenic fraction 

Emissions 
Tg/yr 

1500 
1300 

33 
50 

90 
12 
55 
22 

3060 

100 
20 

140 
80 
36 
10 

390 
3450 
11% 

Lifetime 
days 

4 
1 
4 
4 

5 
5 
7 
4 

4 
6 

5 
8 
4 
7 

Column burden 
mg/m2 

32.2 
7.0 
0.7 
1.1 

2.4 
0.3 
2.1 
0.5 

46 

2.1 
0.6 

3.8 
3.4 
0.8 
0.4 

11.1 
57 
19% 

Mass extinction 
efficiency m2/g 

0.7 
0.4 
2.0 
2.0 

5.1 
5.1 
5.1 
2.0 

2.0 
10.0 

7.1 
8.0 
2.0 
8.0 

Optical depth 

0.023 
0.003 
0.001 
0.002 

0.014 
0.011 
0.001 
0.055 

0.004 
0.006 

0.019 
0.017 
0.002 
0.002 
0.050 
0.105 
48% 

NMHC: Non-methane hydrocarbons 

did include a rudimentary regional scale chemical model 
along with regional scale calculation of loss of solar 
irradiance (Ball and Robinson, 1982). Global two-
dimensional models treating aerosol formation from 
sulphate of anthropogenic origin, as well as the 
modification of cloud properties (Rodhe and Isaksen, 
1980: Rehkopf, 1984) showed a strong anthropogenic 
impact on fine particles. 

The introduction around 1990 of a three-dimensional 
global model of the sulphur cycle (Zimmermann, 1987; 
Langner and Rodhe, 1991) along with great improvements 
in the quantification of both natural and anthropogenic 
gaseous sulphate aerosol precursors made it possible to 
develop rudimentary models that coupled the geographical 
and altitudinal chemical fields to local, column, 
hemispheric and global radiative effects. For estimation of 
the direct forcing, the key variable for achieving this 
coupling is the specific scattering efficiency, a(S05") 
Table 3.5 shows values of the key parameters for different 
aerosol species and for all fine particles. 

3.8.2 Coupled Chemical/Radiative Transfer Models 

A hierarchy of models has evolved recently which includes 
the necessary coupling of chemical processes and 
properties with radiative effects. The simplest of these 
serves to illustrate and define the controlling variables. 
Local chemical concentrations and integral properties arc 
related to column integral properties over altitude, and then 
to the column burden of fine-particle S04" (e.g., derived 
from a chemical model, or integrated from a measured 
vertical profile of SO4 ). The scattering coefficient is 
treated similarly. In the first crude estimates (Charlson a 
al., 1990), the Northern Hemisphere mean burden of 
anthropogenic SO4 was estimated to be 6.6 x 10° g m";: 
from measured values of a(SOf) and/(RH), the Northern 
Hemisphere mean optical depth due to anthropogenic SO 
(°SOf) was estimated to be 0.066. 

To connect this optical depth estimate to radiativ 
forcing, a simple radiative transfer model was usee 
deliberately disregarding the influence of aerosol in clow 
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Figure 3.8: Annual average values of atmospheric optical depth 
over the USA. Redrawn from Flowers et al. (1969) and showing 
a pronounced maximum in the industrialised regions. 

areas. For the simplest case, the loss of solar irradiance 
from the ground, L, becomes 

6 - ( l - / t , , )R(26so r )~0 .8% (3.4) 

where Ac is the global average fractional cloud cover and 
R «• 0.15 is the measured fraction of o , in the backward 
hemisphere. The factor of two accounts for the average of 
the secant of zenith angle over the sunlit hemisphere. Thus, 
if solar irradiance incident upon the aerosol layer is 200 
Wm"2, a hypothetical loss to space of 1.6 Wm~2 would 
exist (Charlson et al, 1990). This value is rather high for a 
variety of reasons and values based on more detailed 
model calculations are described in Chapter 4. 

Much more sophisticated models have evolved; 
however, all of them depend on a geochemical mass 
balance model for the column burden of sulphate, SsOf 
Some of the models still disregard microphysical 
considerations and base the values of a, R and Q on 
measurements (Charlson et al., 1991). Others take a 
different approach and calculate the optical properties from 
assumed size distributions (Kiehl and Briegleb, 1993). The 
two approaches give significant differences in the value for 
the direct forcing. All of these models fail to account for 
correlations that influence the forcing, such as that 
between BgQ2- and cloud cover. Current, more 
sophisticated models, some of which are still in the 
developmental stage, can address such correlations with 
varying degrees of realism. 

3.8.3 Causes of Uncertainty in Calculating the Direct 
Forcing by Anthropogenic Aerosol 

It is necessary to recognise that besides the problem of 
correlations among controlling variables, there are both 
chemical and physical factors that contribute uncertainty to 
the estimates of forcing by anthropogenic aerosol. Again, 
using anthropogenic sulphate as an example (because it is 

better understood than other types of aerosol) the 
geographically averaged mean forcing can be used to 
identify the key variables (Charlson et al.. 1992) using a 
combination of a simple radiative transfer equation and a 
chemical box-model describing material balance: 

Af^ . -0.5/y:(l-/l,.)( l-/y2/)«(so,)/(RW) 

x Oso/soj rsoj/4 (3.5) 

AFR is the areal mean short-wave radiative forcing due 
to the aerosol in Wm"2. 

-JFJ. is the global mean top of the atmosphere radiative 
flux in Wm"2. 

Ac is the fractional cloud cover. 
T is the fraction of incident light transmitted by the 

atmosphere above the aerosol. 
Rs is the albedo of the underlying surface. 
P is the upward fraction of the radiation scattered by 

the aerosol, calculated from an aerosol model 
or measured values of hemispheric backscatter 
ratio, R. 

a(so-,") ' s l n c scattering efficiency of fine-particle sulphate 
at a reference low (e.g., 30%) relative humidity, 
m2g'. 

f(RH) accounts for the relative increase in scattering due 
to relative humidity above the reference value. 

Qso is the source strength of anthropogenic SO, in 

gs/yr-
y s o> is the fractional yield of emitted SO-, that reacts to 

produce sulphate aerosol. 
TSO=- is the sulphate lifetime in the atmosphere in yrs. 
A is the area of the geographical region under 

consideration in nr. 

This equation represents the simplest way of estimating 
uncertainty; it neglects, for example, direct radiative 
forcing in regions containing cloud. Table 3.7 lists the 
uncertainties in quantities used in the example rudimentary 
model calculations (the uncertainty factor is used here to 
define the upper and lower limits of the range by 
multiplication/division of the most probable value). For 
anthropogenic SO f the total resultant uncertainty factor is 
estimated to be 2.2, not including consideration of spatial 
or temporal correlations. Thus the overall uncertainty is as 
yet not fully defined. The uncertainty factor for aerosol 
from biomass burning has been estimated by Penner et al. 
(1994), using similar techniques, as 2.7. 

In contrast to greenhouse gases, atmospheric aerosol 
particles are relatively short-lived in the atmosphere. This 
property, together with the highly non-uniform 
geographical distribution of sources, results in a highly 
non-uniform geographical distribution of anthropogenic 
aerosols, which results in very different geographical 
patterns of radiative forcing by aerosols and greenhouse 
gases (see Chapter 4). Likewise, the aerosol radiative 
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Table 3.7: Evaluation of uncertainties of global mean direct radiative forcing due to anthropogenic sulphate. 

Quantity 

Uncertainty factor 

1-& 

1.1 

T 

1.15 

1-*, 

1.05 

R 

1.3 

«(so3) 

1.4 

# " ) 

1.2 

Osoz 

1.15 

)sor 

1.5 

tscf 

1.4 

AFR 

2.2 

Note: Total uncertainty factor evaluated as f, = exp [ 2(log f;)2 ]1/2 = 2.2. 

forcing is largely a short-wave forcing dependent on 
sunlight and therefore exhibits different diurnal and 
seasonal patterns from long-wave greenhouse gas forcing. 
The pattern is described in more detail in Chapter 4 and 
raises the question as to whether global mean forcing 
which has proved useful when comparing the radiative 
forcing of different greenhouse gases is equally useful in 
describing the direct forcing due to anthropogenic aerosol. 

3.9 Influence of Anthropogenic Aerosol on Clouds 
(Indirect Effect) 

In addition to the direct aerosol radiative forcing effect, 
aerosol particles modify the properties of clouds which are 
known to be a significant component in the climate system 
and hence there exists a potential indirect aerosol effect. 
While the physical basis for such an effect is well 
established, attempts to quantify the effect are at present 
limited. It is demonstrated in this section that: 

• The change in cloud droplet concentration is related 
to aerosol particle concentration and mass in a non
linear manner which is also dependent on cloud type 
and the chemical composition and age of the aerosol. 

• Natural aerosol sources have a substantial impact on 
clouds and some of these sources are sensitive to 
climate, so allowing a climate feedback. 
The sensitivity of ice clouds to aerosol has not been 
quantified. 

• The impact of aerosol on cloud cover and lifetime 
has been demonstrated although the climatic impact 
cannot be assessed at present. 

3.9.1 Cloud Formation 

In clouds, condensation occurs on particles which act as 
cloud condensation nuclei (CCN). The critical 
supersaturation at which a particle will act as a nucleus for 
drop formation depends on the size and chemical 
composition of the particle. As the air is cooled and the 
supersaturation increases, more nuclei are activated until 
there are sufficient droplets to achieve a balance between 
water which is condensed, and that made available by 
cooling. Subsequent cooling then results in increased 
droplet sizes, although the concentration remains more or 

less constant. Since the peak supersaturation in clouds 
seldom exceeds 0.05%, at which only aerosol particles 
with dry diameters larger than around 0.1 jxm become 
activated, it is the concentration of aerosol particles larger 
than this radius that is important for the determination of 
the cloud microphysical properties. 

The fact that increasing aerosol particle concentrations 
can affect the microphysical and radiative properties of 
clouds is seen by the formation of ship tracks in extensive 
sheets of layer cloud (e.g., Radke et al, 1989, King et al., 
1993). The increased aerosol loadings due to the passage 
of the ship give rise to increases in the droplet 
concentration and to reduced droplet sizes, as seen in 
Figure 3.9. The relation between droplet concentration and 
aerosol concentration is complex, since it depends on the 
updrafts in the clouds, the degree of mixing between the 
cloud and its environment and the ability of the aerosol 
particles to act as CCN (for a more complete review, see 
Fouquart and Isaka, 1992). Initial cloud droplet 
concentration is determined by the CCN contained in the 
air prior to cloud formation and by the vertical velocity of 
the air; this process is well understood and confirmed by 
observations (Hudson and Rogers, 1986; Leaitch et al., 
1986). Further evolution of cloud droplet spectra depends 
on mixing and entrainment processes in the cloud layer. 
Observations (Austin et al., 1985; Cooper, 1989; 
Brenguier,1990) show that some CCN contained in the 
entrained air can become activated, leading to complex 
droplet spectra. Since cloud reflectance is most sensitive to 
the droplet population near cloud top, mixing processes 
considerably degrade the ability of simple models to 
predict the influence of changes in aerosol concentration or 
cloud optical properties. 

As a result of many observational studies (e.g., Leaitch 
et al., 1986; Leaitch and Isaac, 1994; Martin et al., 1994 
and Raga and Jonas, 1993), empirical relationships have 
been derived between droplet concentration (and hence 
size) and aerosol number concentration below cloud base. 
These results show a correlation between aerosol particle 
number concentration and the cloud droplet concentration. 
although the form of the relationship is dependent on cloud 
type. Typically, an order of magnitude increase in the 
aerosol number concentration (in the diameter range 0.! -
3.0 jam) results in a factor of 2 to 5 increase in drop i 
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Figure 3.9: Observations of the changes in microphysical 
properties of stratocumulus clouds on a level flight through cloud 
in which ship tracks are present (from Radke et ai, 1989). The 
ship tracks contain high aerosol particle and cloud droplet 
concentrations leading to increased cloud water content. 

concentration; it implies a decrease in the droplet radius at 

cloud top of 1.0 - 2.0/mi, depending on cloud thickness. 

3.9.2 Cloud Concentration Nuclei (CCN) Population and 
Aerosol Sources 

Aerosol particles which have the potential to act as CCN 

are produced by a variety of processes, some of which are 

subject to anthropogenic influence. The relation between 

the CCN activity spectrum and the aerosol mass loading is 

complex since, as aerosol ages, more of the mass resides in 

particles which can act as CCN at low supersaturations. 

3.9.2.1 Sulphates and Nitrates 

Although the oxidation of precursor gases is a minor 

source of total aerosol mass, the resulting particles can be 

very effective as CCN because they are hygroscopic and 

their small size enables them to be transported up to cloud 

height in large numbers. This is particularly the case for 

aerosols derived from S 0 2 and NOx emissions or from 

natural DMS emissions. Positive correlations between 

CCN and sulphate have been observed: the scatter in the 

data however shows that other factors influence this 

relationship (Nguyen et al., 1983). 

It may be inferred from the measurements of Hudson 

(1991) that growth of CCN is rapid in the case of 

anthropogenic CCN, but slower for natural CCN. Model 

calculations show that the time needed to transform DMS 

into CCN active at 0.2-0.3% supersaturation can be 1-7 

days, depending on the oxidation mechanism assumed (Lin 

and Chameides, 1993; Raes, 1993). This difference is 

important since the time would be either smaller or larger 

than the time-scales of synoptic meteorological processes. 

Charlson et al. (1987) postulated a potential feedback 

mechanism since the DMS source might be temperature or 

radiation sensitive. Certain links of this mechanism have 

received observational support (Ayers and Gras, 1991; 

Hegg et al., 1991) and support from calculations (Raes, 

1993) showing a positive correlation between CCN and 

DMS emissions. Satellite observations by Durkee et al. 

(1991) show plumes of aerosol extending downwind from 

urban pollution sources and also from regions which 

would be expected to act as source regions for DMS. The 

analysis highlighted aerosol smaller than about 0.5 fim; if 

such aerosol is composed of sulphate particles, it would be 

expected that these plumes would be regions of high CCN 

concentration. The multi-year observational programme at 

Cape Grim has yielded a data set showing clear seasonal 

correlations between DMS, sub-micrometer sulphate 

aerosol, CCN and cloud optical depth (Ayers et al., 1991, 

Ayers and Gras, 1991, Boers et al., 1994). Nitrates 

produced by gaseous reactions are highly soluble in water 

and hence would be expected also to act as good CCN. 
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CCN may also be enhanced by the presence of gas phase 
nitric acid in heavily polluted air (Kulmala et al., 1993). 

3.9.2.2 Organics 

The type of organic aerosols produced by combustion are 
related to the composition of the fuel consumed. 
Hydrophilic properties of the combustion aerosol depend 
on the relative oxygen content of the fuel, which may be 
hydrogen rich fossil fuel or oxygen enriched terrestrial 
biofuels including fossil sources. Smoke particles 
produced from combustion of woody materials contain 
polar organic compounds (Simoneit et al., 1993) and are 
effective CCN. Hudson et al. (1991) show that while most 
of the particles in smoke produced by burning vegetation 
act as CCN, only 1-2% of the particles produced by 
burning jet fuel were active under identical conditions. 
This probably is a result of the former containing soluble 
material which improves the effectiveness of the particle to 
act as a CCN. Novakov and Penner (1993) have shown 
that organic condensates, some from biomass burning, can 
also play a role in the CCN budget, and may be at least as 
important as sulphate aerosols in some regions; Rogers et 
al. (1991) also suggest that biomass burning is a major 
source of CCN. 

J.P.2J Soof 

Soot produced by biomass burning will contain 
hydrophobic and hydrophilic components and its ability to 
form CCN will depend on the fuel consumed. However, 
the incorporation of soot into cloud droplets may reduce 
the albedo (Kaufman and Nakajima, 1993) owing to its 
strong absorbing properties although the small number of 
measurements made to date do not indicate a significant 
contribution by soot to short-wave absorption by clouds 
(Heintzenberg, 1988; Twohy et al., 1989; Charlson and 
Heintzenberg, 1995). 

3.9.2.4 Mineral Dust 

Mineral dust aerosol is usually formed in the coarse mode 
and such particles are generally insoluble. They are 
therefore less effective as CCN than many of the soluble 
particles. However, mixed particles formed from mineral 
dust with a soluble coating resulting from gas-particle 
conversion processes may be very effective as CCN. At 
the present time the importance of such particles as CCN is 
not known. 

3.9.2.5 Sea Salt 

Aerosol particles, composed largely of sodium chloride, 
are produced by the evaporation of droplets formed at the 

surface by bubble bursting or during the formation of spray 
droplets under strong wind conditions. Latham and Smith 
(1990) suggest that, due to the dependence of the activity 
spectrum of the sea salt aerosol on the wind speed, a 
potential climate feedback exists, although the relative 
importance of sea salt aerosol and sulphate from DMS in 
the marine atmosphere has not been fully quantified. 

3.9.3 Cloud Radiative Properties 

The effect of clouds on radiative transfer is dependent on 
the distribution of water between liquid and ice as well as 
on the cloud particle size distribution and shape. It is 
through its effect on these parameters that aerosol may 
indirectly influence radiative transfer. 

3.9.3.1 Water Clouds 

For visible wavelengths, scattering dominates the radiative 
transfer and, for the same water content, an increase in 
droplet concentration and reduction in the mean droplet 
size leads to an increased reflectivity, as shown in Figure 
3.10. For a cloud layer with a typical thickness of 100-200 
m, the change from a maritime to a continental droplet 
population will increase the reflectivity from less than 60% 
to more than 70%. Charlson et al. (1987) suggested that a 
30% increase in the droplet concentration in marine 
stratocumulus could increase the planetary solar albedo by 
around 0.02. For such clouds having optical thicknesses in 
the range 5 to 50, characteristic of much low level stratus 
and stratocumulus cloud, the changes in albedo are only 
weakly dependent on cloud optical thickness and the solar 
zenith angle (Fouquart et al., 1990). 

At infrared wavelengths, the main effect of water cloud 
is to absorb and emit radiation, scattering is generally 
unimportant. Since absorption and emission are dependent 
on the liquid water content and only weakly on the droplet 
size distribution, at least for cloud droplet radii less than 
about 10 jum, the effects of changes in the spectrum due to 
changes in CCN are small, except where the changes lead 
to an increase in cloud water content or lifetime. However. 
Kaufman and Nakajima (1993) have demonstrated that the 
interaction of aerosols from biomass burning with clouds 
may result in a large increase in absorption due to the 
presence of particles containing carbon. 

3.9.3.2 Ice Clouds 

As the formation of water clouds depends on the presence 
of CCN, so the formation of ice clouds often depends on 
the presence of particles which act as ice nuclei. In the 
absence of such nuclei, clouds would exist in the form <>; 
supercooled water at temperatures warmer than about 
-40°C. The presence of ice significantly modifies t i : 
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Figure 3.10: Calculated reflectance of horizontally uniform 
cloud layers of thickness 500 and 50 m, each with a water content 
of 1 g m"3, as a function of assumed droplet concentration (from 
Bohren, 1987). 

precipitation growth processes, often leading to more rapid 
growth of large particles. 

Atmospheric aerosol particles may also be important in 
determining the radiative properties of cirrus. Unlike low 
level water clouds, the temperature difference between ice 
clouds and the surface is large, so they have a significant 
greenhouse effect which is sensitive to ice crystal 
concentration. The presence of small crystals, observed by 
Wielicki et al. (1990), and others, will also be sensitive to 
ice nucleus concentration; such particles have a significant 
effect on the albedo of cirrus. Quantification of these 
effects awaits further research. 

Sassen et al. (1989) have reported the occurrence of 
very thin "sub-visible" cirrus with optical thicknesses less 
than 0.03 which have a measurable effect on the long
wave radiation budget. Other observations have also 
indicated that such clouds are composed of small ice 
particles. The occurrence and properties of such clouds 
will be particularly sensitive to aerosol in the upper 
troposphere resulting from volcanic eruptions as well as 
tropospheric sources such as aircraft emissions. 

3.9.4 The Indirect Effect of Anthropogenic CCN on 
Cloud Albedo 

The global radiative forcing due to the effect of 
anthropogenic aerosols on cloud albedo has not yet been 
calculated in a rigorous way. Estimates are based on the 
notion that anthropogenic emissions lead to an increase in 
the aerosol number concentration, and eventually to an 
increase in cloud droplet number concentrations. For a 
constant liquid water content, an increase in cloud droplets 
reduces their mean radius and results in an increase of the 
cloud albedo (Twomey, 1977). Grassl (1988) suggested 
that this could be more important than the direct aerosol 
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effect. This phenomenon is readily demonstrated by the 
impact of ship emissions on the reflectivity of overlying 
clouds (see Figure 3.9 and Coakley ct al., 1987). Applying 
this to marine stratiform clouds, which cover 25% of the 
Earth, Charlson et al. (1987) calculated that an increase of 
30% in the droplet population would yield a global forcing 
of about -1.7 Wm"2. Similar estimates have been obtained 
from sensitivity studies with general circulation models 
(Slingo, 1990). A study by Han et al. (1994), based on 
satellite data, showed that mean cloud droplet radii in the 
Northern Hemisphere are 0.8 //m smaller over land and 0.4 
fim smaller over the ocean than in the Southern 
Hemisphere. If these differences were due only to excess 
anthropogenic aerosols, and applying this again to marine 
stratiform clouds, it would correspond to an increase in the 
number concentration of around 15% and a forcing of -0.8 
Wm"2 in the Northern Hemisphere. Calculations by Jones 
et al. (1994) using a general circulation model suggest that 
the effect of anthropogenic aerosol is to reduce the 
effective droplet radius in low level clouds in the Northern 
Hemisphere by more than 2 fim compared with the 
Southern Hemisphere, and over continental regions by 
more than 1 fim compared with the Northern Hemisphere 
ocean regions. 

The estimates above suggest that the climate system 
could react significantly to changes in global CCN or 
cloud droplet number concentrations of several tens of 
percent. There is abundant evidence that industrial 
emissions and biomass burning increase CCN and cloud 
droplet concentrations by up to several orders of 
magnitude (Leaitch et al., 1986, Pucschel et al., 1986, 
Kaufmann and Nakajima, 1993), suggesting that the 
indirect effect might indeed be very important. However, 
questions remain concerning the geographical extent of 
these aerosol increases and how they might eventually 
contribute to the global burden. Although it is possible to 
calculate the change in aerosol mass during long-range 
transport, it is still difficult to do the same for the aerosol 
and CCN number concentration; coagulation and 
coalescence in clouds will reduce the aerosol number 
concentration but growth within cloud increases the 
number of CCN at lower supersaturations for subsequent 
clouds. The lifetime of CCN number concentration is 
therefore expected to be shorter than that of the associated 
aerosol mass, which would limit the geographical extent of 
the anthropogenic indirect effect. 

The different dynamics of aerosol mass and aerosol 
number concentration is the main reason why both the 
direct and indirect effect cannot be related in a linear way 
to the source strength of pollutants. For a constant aerosol 
mass, changes in the size distribution of the aerosol can 
still result in changes in the optical and activation 
properties of the aerosol. This dependence on the size 
distribution is critical when determining the number of 
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CCN, since a single aerosol particle will either be activated 
or not. The dependence is somewhat less critical when 
determining the scattering coefficient since a single 
particle always scatters a range of wavelengths. Dealing 
with aerosol dynamics in global circulation models is one 
of the major difficulties which prevents an ab initio 
calculation of the radiative forcing by aerosols and 
involves the use of incomplete and unverified physical 
models. 

The measurements reveal that the CCN-sulphate mass 
relationship is sub-linear, so that a doubling in the sulphate 
mass does not double the population of CCN. Two factors 
that may reduce the indirect effect as the aerosol 
concentration is increased are: 

i) the availability of water vapour which, at high CCN 
concentrations, limits the fraction of CCN that is 
activated to cloud droplets, 

ii) the saturation in the cloud reflectivity for increasing 
cloud droplet concentrations (see Figure 3.10). 

The indirect effect is expected to be largest for 
emissions into unpolluted air (Twomey, 1991) while the 
direct effect is expected to keep increasing with increased 
emissions. 

3.9.5 Precipitation Formation and Cloud Lifetime 

The growth of cloud particles to form precipitation-sized 
particles is a complex and poorly quantified process. The 
speed of growth depends on the size spectrum of the cloud 
drops and is slower if the cloud is composed of large 
numbers of relatively small droplets. Consistent with this, 
precipitation is often observed to fall from low level 
maritime clouds with a water content of less than 0.1 g m"3, 
whereas precipitation is seldom observed from continental 
clouds with water contents below 0.3 g m"3 (e.g., Hobbs 
and Rangno, 1985). 

The role of ice nuclei in the precipitation process is even 
less clear than that of CCN. Although there is evidence 
that the initiation of the ice phase depends on the presence 
of such particles (Vali, 1985), secondary processes are also 
important. These secondary processes are sensitive to the 
drop size distribution (Mossop, 1978) and hence 
potentially sensitive to CCN concentrations. Albrecht 
(1989) and Liou and Ou (1989) pointed out that since 
increasing aerosol concentration would lead to reduced 
droplet sizes, it would also lead, if the liquid water content 
remained constant, to reduced precipitation efficiency and 
increased cloud lifetime. It is of note that the ship track 
observations of Radkc et al. (1989) show drizzle formation 
is inhibited by the presence of high concentrations of 
aerosol. Fravalo et al. (1981) and Turton and Nicholls 
(1987) showed that the diurnal variation of marine 
stratocumulus was dependent on the liquid water content 

and that changes in water content could have a significant 
effect on the diurnal variation of the solar radiation 
reaching the surface. 

Another possibility is that surface-active materials (e.g., 
polar organic molecules) might change the evaporation 
rates of droplets, thereby changing the longevity of 
droplets themselves. This presumably could lead to 
changes in the lifetime of clouds and thus the cloud cover. 

The effects of increases in aerosol concentration on 
cloud lifetime are not confined to water clouds. Mitchell 
and Carter (1993) have calculated the effect of changes in 
the CCN population on the microphysical development of 
mixed phase clouds. It was shown that, in a non-steady 
state situation, an increase in the concentration of CCN 
typical of those observed in polluted areas could reduce the 
snowfall rate by almost 25%. Under steady state 
conditions, the precipitation rate must balance the 
condensation rate, but an increase in CCN resulted in a 
50% increase in the cloud liquid water content. The 
climatic impact of increased particle concentration and 
increased lifetime of high level cirrus clouds could be of 
opposite sign to similar changes in low-level clouds. 

Existing measurements of global cloud properties do not 
have sufficient accuracy to determine long-term change: 
thus the global significance of aerosol effects on clouds 
has been conjectural. It has been shown however that 
widespread observations of a reduction in the diurnal cycle 
of surface air temperature over land (Karl et al., 1993) 
implies an increase in low level cloud cover since 1950. 
largely confined to land areas (Hansen et al, 1994) which 
agrees with observations (Henderson-Sellars, 1992). 
Although the observations and their analysis do not 
identify a specific cause for the change, the restriction of 
cloud cover changes to land areas suggests that it may he 
related to increased anthropogenic aerosol concentrations. 

3.10 Future Trends 

3.10.1 Industrialisation 
Table 3.1 shows that approximately 10% of the mass of the 
aerosol entering the atmosphere is of anthropogenic origin 
and that much of this is due to industrial sources, although 
changes in agricultural practice, including extensive 
biomass burning, are also significant sources. However, in 
some regions, the mass of anthropogenic aerosol 
dominates over natural aerosol. Increasing industrialisation 
could therefore lead to increases in aerosol loadings. 
although improved technology (electrostatic precipitators 
to remove solid particles and flue gas scrubbers to remo\ e 
the gases which create aerosol through gas-particle 
conversion) has the potential to reduce the strength oi 
some industrial sources. Due to the relatively short lifetime 
of aerosol particles in the atmosphere (even of tho-
injected into the stratosphere) the effects of changes i« 
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source strengths will be seen fairly quickly. In this respect, 
the effects of aerosol are very unlike those of most 
anthropogenic greenhouse gases. 

Future changes in the radiative forcing by aerosol 
particles are most likely to result from changes in the 
industrial sulphur dioxide emissions and, to a smaller 
degree, in the pattern of biomass burning. Changes in the 
natural emissions of aerosols and aerosol precursors 
caused, for example, by changes in climate may also occur 
(see e.g., IPCC, 1990). The current trends in anthropogenic 
sulphur dioxide emissions are downwards in Europe and 
North America: between 1980 and 1990 the emissions in 
these regions decreased by 28% and 15% respectively 
(Schang et al., 1994; NAPAP, 1990). On the other hand, 
emissions in China, India and several other Asian countries 
are increasing rapidly (Foell and Green, 1990). 

World Energy Council Scenarios (WEC, 1993) (Table 
3.8) suggest that over the period 1990-2020 sulphur 
emissions will decrease by at least 50% over North 
America and Western Europe while increasing by more 
than 200% over Africa and the East Asia region. 
Schematic projections into the future of anthropogenic 
sulphur dioxide emissions have also been made by 
Galloway (1989). 

In various scenarios formulated in the 1992 IPCC report 
(IPCC, 1992) the global sulphur dioxide emissions 
associated with fossil fuel combustion range from 76 Tg 
S/yr in 1990 to 82-141 TgS/yr in 2025 and 55-232 TgS/yr 
in the year 2100. More recent estimates of sulphur 
emissions (e.g., Muller, 1992; Spiro et al., 1992) suggest a 
slightly lower figure for 1990 emissions with a best 
estimate of about 70 TgS/yr. The projected values for 2025 
in the IPCC(1992) scenarios are quite high compared with 
Table 3.8. A factor influencing the emissions is likely to be 

concern over local environmental effects such as acid 
deposition. Although these figures relate to emissions, the 
short lifetime of aerosols suggests that the changes in 
emissions will give proportionate changes in atmospheric 
aerosol burdens. 

3.10.2 Feedbacks 

There are several processes by which aerosol 
concentrations are related to climate, hence providing the 
potential for climate feedback effects, although no strong 
feedback mechanisms have been conclusively 
demonstrated. Of the natural sources, those of marine 
aerosol and mineral dust would he expected to depend on 
local meteorological conditions and on climate-sensitive 
agricultural practices. The strengths of natural sources of 
several of the precursor gases are also dependent on 
meteorological conditions (e.g., stability, radiative flux and 
soil moisture) as well as on the local agricultural practice, 
while the major sink, precipitation scavenging, is 
dependent on rainfall patterns. These processes provide a 
further potential feedback mechanism, although over land 
the aerosol formed by gas-particle conversion comprises a 
small fraction of the total loading. The importance of these 
feedback processes has not yet been quantified. 

Some feedback processes are also possible with 
anthropogenic aerosol sources. Significant climate change 
could result in a redistribution of power and transport 
requirements as well as the location of industrial sources of 
aerosol. 

3.11 Likely Developments 

Although the general principles of the processes by which 

Table 3.8: Present and projected annual emissions of sulphur (Ml) from World Energy Council (WEC, 1993). Present 
figures relate to 1990 while maximum and minimum projections are shown for 2020, according to different control 
scenarios. 

Region 1990 2020 (min) 

3.0 

5.7 

2.2 

0.9 

2.3 

4.4 

3.6 

15.1 

5.7 

42.9 

2020 (max) 

6.2 

13.5 

4.6 

2.6 

9.5 

9.6 

10.8 

26.2 

17.8 

100.8 

North America 

Latin America 

Western Europe 

Central and Eastern Europe 

CIS 

Middle East and North Africa 

Sub-Saharan Africa 

Pacific 

South Asia 

World 

12.1 

3.2 

10.4 

3.9 

12.4 

2.2 

1.9 

15.1 

3.4 

64.6 
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aerosols affect climate are generally well established, there 
are many uncertainties involved in quantifying the effects, 
and many difficulties in the development of 
parametrizations for use by numerical models of climate. 
The problems of characterising the anthropogenic aerosol 
content by size and chemical composition, and the spatial 
and temporal variability of aerosol properties, are crucial 
to the development of improved estimates of direct 
radiative forcing. Further work is also needed to relate the 
physical properties of different types of aerosol particle to 
their radiative properties. The major problems in the 
estimation of the indirect radiative forcing concern the 
relationship between aerosol particle concentrations and 
cloud droplet or ice crystal populations and the impact of 
microphysical changes on the optical properties of clouds 
which often have considerable spatial and temporal 
variability. Developments over the next few years will help 
to resolve some of the outstanding problems through the 
combined use of in-situ observations, satellite 
measurements and numerical models. 

3.11.1 Local Measurements 

It is presently possible to make local measurements, in 
clear air, of the aerosol size distribution in the size range 
10"3 to 10 fim, together with the total number of particles, 
although there are problems measuring the concentration 
of interstitial aerosol particles in clouds. It is also possible 
to measure the mean particle composition within several 
particle size ranges and the total mass of aerosol. The 
development of improved techniques for size-resolved 
chemical analysis will clarify the relation between aerosol 
size distribution and source strengths. Ground based and 
satellite remote sensing is essential to relate the detailed 
local measurements to aerosol forcing on a regional or 
global scale and many developments are likely in the 
availability and scope of such measurements over the next 
few years. 

Detailed information on the height dependence of 
aerosol backscatter, absorption coefficient and optical 
depth can only be obtained using aircraft, although most of 
the necessary instrumentation is available. Aircraft 
observations are also necessary to clarify the way in which 
aerosol optical properties vary with humidity as the 
hygroscopic elements of the particles grow. Studies are 
already planned to make detailed measurements at a 
variety of locations where the aerosols are believed to have 
different origins and characteristics. One experiment is 
currently under way over the ocean near Tasmania, where 
anthropogenic influences are small, and another will be 
undertaken in the North Atlantic, where, depending on the 
air trajectory, both polluted and relatively clean conditions 
may be encountered. Clearly, such detailed observations 
are only feasible at a limited number of sites and it will be 

necessary to support these with observations which may be 
more limited in scope but global in coverage, if the global 
impact of aerosols is to be better quantified. 

Chemical characterisation of the climatically important 
aerosol types (sulphates, organics, anthropogenic soil dust 
and soot) is necessary both to allow the development of 
quantitative connections to aerosol or aerosol-precursor 
sources and to provide critical information on which to 
base estimates of particle refractive index. It is necessary 
to utilise appropriate sampling methods that allow the size 
dependence of composition and physical properties to be 
determined and to provide standardisation and 
intercalibration of measurement methods. The 
development of specialised techniques for molecular 
speciation of organics should occur over the next few 
years. 

3.11.2 Ground-based and Satellite Monitoring 

Long-term monitoring of aerosol profiles, for example the 
balloon-borne measurement programme at Laramie, 
Wyoming (Hofmann, 1993) and the CN/CCN monitoring 
programme at Cape Grim, Tasmania (Gras, 1994) have 
helped to quantify the local trends in aerosol. However it is 
necessary to measure the global and regional trends in the 
aerosol characteristics if their changing impact on the 
Earth's radiation budget is to be determined. 

Long-term monitoring of the global distribution of 
aerosols in the boundary layer is being developed by the 
WMO Global Atmosphere Watch and this network should 
provide geographical and seasonal distributions of 
aerosols. Instrumentation at some of these sites will also 
provide information on aerosol optical properties and on 
CCN as well as on the chemical composition of the 
aerosols. These sites will also provide calibration and 
verification of remote sensing techniques. 

Satellite remote sensing which enables aerosol size and 
loading to be estimated, is essential if the global impact of 
aerosols is to be properly assessed. Only satellite 
monitoring can achieve the global coverage and '.he 
necessary spatial resolution to measure such 
inhomogeneous fields as aerosols. However, remote 
sensing of aerosol properties poses many problems. Penner 
et al. (1994) identify a number of satellite instruments 
which will be flown within the next ten years and offer the 
possibility of improved measurements of aerosol physical 
properties on the global scale. The development of 
instruments which provide polarisation information will 
enable considerable advances to be made. However, it is 
essential that such measurements be combined with 
aerosol chemical measurements for which remote sensing 
is not presently feasible. 



Aerosols 157 

3.11.3 Modelling 

The integration of local measurements with global fields of 

aerosol properties requires the use of aerosol models which 

can then be used to estimate the contribution of different 

aerosols to the net aerosol forcing. Such models should 

include the var ie ty of aerosol sources and removal 

p rocesses . Presen t mode l s rely on many empir ical 

relationships and pay little attention to the variety of 

aerosol types. However, the developments outlined above 

should, over the next few years, provide the observational 

support necessary for the development of improved 

models. 
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SUMMARY 
The concept of radiative forcing 

• Global-mean radiative forcing is a valuable concept 
for giving at least a first-order estimate of the 
potential climatic importance of various forcing 
mechanisms. However, there could be limits to its 
utility because the relationship between global-mean 
radiative forcing and global-mean surface 
temperature change may not be as simple as 
previously thought. For example, its general 
applicability has recently been questioned in the 
cases of forcing due to ozone and tropospheric 
aerosols, where changes in concentration are highly 
variable horizontally and/or vertically. 

Greenhouse gases 

• The direct global-mean radiative forcing due to 
changes in concentrations of the greenhouse gases 
(carbon dioxide (C02), methane (CH4), nitrous oxide 
(N20) and the halocarbons) since pre-industrial 
times is 2.4 Wm"2 and is believed to be accurate to 
within 15%. This value is essentially unchanged 
from previous IPCC assessments. 

• The global-mean radiative forcing due to increases in 
tropospheric ozone since pre-industrial times is 
positive and is estimated to be a few tenths of a Wm2. 
Since the late 1970s, decreases in stratospheric 
ozone have led to a global-mean radiative forcing 
estimated to be about -0.1 Wm"2. The accuracy of 
these estimates is presently limited by incomplete 
knowledge of the temporal, horizontal and vertical 
changes in ozone. 

Tropospheric aerosols 

• The direct global-mean radiative forcing due to 
increases in sulphate aerosol amounts since pre-
industrial times is negative and may lie in the range 
-0.25 to -0.9 W m 2 , but there are substantial 
uncertainties due to the lack of detailed knowledge 
of the amount of sulphate aerosols and their radiative 
properties. The effect of aerosols emitted as a result 

of biomass burning has received much less attention 
and is even more uncertain; the direct global-mean 
radiative forcing since pre-industrial times may lie in 
the range -0.05 to -0.6 Wm 2 . Soot carbon in 
tropospheric aerosols has the potential to reduce the 
magnitude of the aerosol forcing; however global 
estimates are not yet available. 

• Estimates exist for the indirect effect of aerosols on 
cloud droplet sizes. The radiative forcing is believed 
to be negative and may be of a similar magnitude to 
the direct radiative forcing due to aerosol changes 
but the uncertainty is much larger. The possible 
effects of aerosols on cloud liquid water content and 
cloud cover are just beginning to be investigated. 

Volcanic aerosols 

• The volcanic eruption of Mt. Pinatubo in June 1991 
resulted in a large enhancement to the stratospheric 
aerosol layer; this caused a transient but large global-
mean negative forcing that peaked at about 4 Wm"2 

and exceeded 2 Wm"2 for about one year. Calculated 
radiative forcings are broadly consistent with values 
deduced from satellite observations. 

• General Circulation Model (GCM) simulations of 
the effect of the Mt. Pinatubo eruption on surface 
and lower stratospheric temperatures show 
encouraging agreement with observations. This 
suggests that the GCM's temperature response to a 
transient large-scale radiative forcing of a large 
magnitude is reasonable. 

Solar variability 

• Extension of the current understanding of the 
relationship between observed changes in solar 
output and other indicators of solar variability 
suggests that long-term increases in solar irradiance 
since the 17th century Maunder Minimum might 
have been climatically significant. A global-mean 
radiative forcing of a few tenths of a Wm'2 since 
1850 has been suggested, but uncertainties are large. 
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Problem in combining global-mean radiative forcing 
from different mechanisms 

• An estimate of the net global mean radiative forcing 
due to all human activity is not presented because the 
usefulness of combining estimates of global-mean 
radiative forcing of differing signs, and resulting 
from different spatial patterns, is not currently 

understood. For example, if, by coincidence, the 
global-mean radiative forcing were to be zero, due to 
the cancellation of positive and negative forcings 
from different mechanisms, this cannot be taken to 
imply the absence of regional-scale or possibly even 
global climate change. 
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4.1 Introduction 

This chapter considers recent advances in our knowledge 
of the factors which, by perturbing the planetary radiation 
budget, might result in climate change. Such a perturbation 
is referred to here as "radiative forcing" - some authors 
use the term "climate forcing" for the same concept. 

The concept of radiative forcing (e.g., IPCC 1990 and 
1992; and see Sections 4.1.1 and 4.8) is based on earlier 
climate model calculations which show that there is an 
approximately linear relationship between the global-mean 
radiative forcing at the tropopause and the equilibrium 
global mean surface temperature change. Importantly, 
model calculations have shown that, for a number of 
forcing mechanisms, the relationship is relatively 
unaffected by the nature of the forcing (e.g., whether it be 
due to a change in greenhouse gas concentration or solar 
output), provided it is appropriately defined (see Section 
4.1.1). If the global mean radiative forcing is given by AF 
(Wm~2) and the global mean surface temperature response 
is ATS (in K) then 

Ars = ^AF (4.1) 

where X is a climate sensitivity parameter. A. is determined 
by a number of processes such as water vapour feedback, 
cloud feedbacks and ice-albedo feedback and its computed 
value is found to vary greatly amongst different GCMs 
(over a range of at least 0.3 to 1.4 K/(Wm"2)), mostly 
because of uncertainties in the calculation of cloud 
feedbacks (see e.g., IPCC 1990 and 1992). While 
knowledge of the climate feedbacks is of crucial 
importance for climate prediction, consideration of recent 
work in these areas is beyond the scope of this chapter, but 
will be discussed in more detail in the next full IPCC 
assessment in 1995. 

Section 4.2 to 4.6 will concentrate on forcing due to 
changes in: 

(a) greenhouse gas concentrations, including ozone; 
(b) aerosols, both in the troposphere (mainly as a result 

of human activity) and in the stratosphere (mainly as 
a result of volcanic activity); 

(c) solar output. 

In the cases of forcing due to changes in lower 
stratospheric ozone and volcanic aerosols, changes in 
surface and lower stratospheric temperatures add useful 
supplementary information; since these responses are not 
considered elsewhere in this report, they will be briefly 
considered in this chapter. Section 4.7 provides an overall 
summary of our knowledge of radiative forcing. 

The radiative forcing concept encapsulated in 
Equation (4.1) has served the climate community well over 
the past two decades. Recently its general applicability has 
been questioned for forcing due to changes in both ozone 
and sulphate aerosols where changes in concentration are 

highly variable horizontally and/or vertically. Section 4.8 
reviews studies regarding this topic which are, as yet, too 
preliminary to allow firm conclusions to be drawn. 
However, they do suggest that the climate sensitivity (k in 
Equation (4.1)) may be significantly different for the 
forcing due to spatially inhomogenous changes in 
tropospheric aerosols and in ozone than it is for the well-
mixed greenhouse gases. In particular, the work suggests 
that the degree of cancellation, in the global mean, 
between the positive greenhouse forcing and the negative 
tropospheric aerosol forcing may be a poor guide to 
eventual climate response. For example, if, by coincidence, 
the global-mean radiative forcing were to be zero, due to 
an exact cancellation of positive and negative forcings 
with different spatial characteristics, this could not be 
taken to imply the absence of regional-scale or possibly 
even global climate change. We continue to compare 
global mean radiative forcings in this chapter, but we do so 
with caution. The resolution of this issue will be an 
important topic for future IPCC reports. 

It should also be noted that if a climate change 
mechanism leads to altered conditions in the stratosphere, 
the dynamics of the troposphere can also be affected (e.g., 
Rind el al., 1990, 1992); thus there is the potential for 
surface/tropospheric climate change to he induced by 
mechanisms other than by directly perturbing the radiation 
budget. 

Despite these possible problems, global-mean radiative 
forcing remains a useful concept for comparing the 
potential climatic effects of changes in different 
greenhouse gases, with the possible exception of ozone. It 
is also a useful single number for comparing different 
estimates of tropospheric aerosol forcing or ozone forcing. 

4.1.1 Definitions of Radiative Forcing 

In IPCC (1990) and IPCC (1992) a specific definition of 
radiative forcing was adopted: 

The radiative forcing of the surface-troposphere 
system (due to a change, for example, in greenhouse 
gas concentration) is the change in net irradiance (in 
Wm"2) at the tropopause AFTER allowing for 
stratospheric temperatures to re-adjust to radiative 
equilibrium, but with surface and tropospheric 
temperatures held fixed at their unperturbed values. 

This follows earlier work (e.g., Ramanathan el al., 1985, 
Hansen el al., 1981 and references therein). The 
tropopause is chosen because, in simple models at least, it 
is considered that in a global and annual mean sense the 
surface and troposphere are so closely coupled that they 
behave as a single thermodynamic system. The adjustment 
of stratospheric temperatures could he considered as a 
feedback; however, it is counted as part of the forcing 
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because the timescale of the adjustment is a few months, 
compared with the decadal time-scale required for the 
surface-atmosphere system to adjust to the forcing, due to 
the large thermal inertia of the oceans. One additional 
feature of allowing for stratospheric adjustment is that the 
change in the net irradiance is then the same at the 
tropopause as at the top of the atmosphere; this is not the 
case when stratospheric temperatures are unadjusted (see 
Hansen et ai, 1981). 

The utility of radiative forcing will be the subject of 
Section 4.8, but it is useful here to illustrate the potential 
importance of the adjustment process using 1-dimensional 
radiative-convective model results reported by Rind and 
Lacis (1993) (see Table 4.1). 

The surface temperature response to an imposed 
radiative forcing, AT0, is the so-called no-feedback case, in 
which clouds, water vapour and surface albedo are held 
fixed. For this case, the equivalent form of Equation (4.1) 

where XQ is the climate sensitivity in the absence of 
feedbacks and AF is the adjusted forcing and is the same as 
that in Equation (4.1). This form will now be shown to be 
more useful than an alternative approach using the 
instantaneous forcing such that: 

Ar, = \Af \ 

where the subscript "i" refers to the instantaneous forcing. 
Table 4.1 shows values of AF;, AF, \ and A.Q for a 

number of different forcing mechanisms. The difference 
between Xs and A.Q shows the strength and sign of the 
adjustment process. The sign of the adjustment process 

depends on whether the change in forcing leads to a 
heating or a cooling of the stratosphere with a consequent 
increase or decrease in the thermal infrared emission from 
the lower stratosphere to the troposphere. For a doubling 
of C02, the stratosphere cools so that the adjusted forcing 
is about 6% less than the instantaneous. For an increase in 
CFC-11 from 0 to 1 ppbv the lower stratosphere warms 
and this makes the adjusted forcing 7% higher than the 
instantaneous. For changes in stratospheric ozone, the sign 
of X0 reverses between using instantaneous and adjusted 
forcing. For other forcing mechanisms, such as changes in 
methane, or solar output, the adjustment process is less 
important. 

The most important conclusion from Table 4.1 is that k 
calculated using adjusted forcing is much less dependent 
on the forcing mechanism than that computed using the 
instantaneous forcing. 

Cess et al. (1985) also reported similar experiments 
using a 1-dimensional radiative-convective model, which 
had no stratosphere; these showed that forcing due to 
changes in solar output, C0 2 and tropospheric aerosols 
result in a similar climate sensitivity, although heavily-
absorbing soot aerosols were found to have a markedly 
different sensitivity. 

In preparing this review some difficulty has been 
experienced in intercomparing work performed by 
different authors because some have applied the term 
"radiative forcing" to the instantaneous change in 
tropopause irradiance, not allowing for any change in 
stratospheric temperature. In other publications it is not 
clear which definition of radiative forcing has been 
adopted. The forcing should be calculated as a global mean 
using appropriate temperature, humidity and cloud 

Table 4.1: Surface temperature changes using a 1-D radiative-convective model (assuming no feedbacks) for a range of 
forcing mechanisms, together with the radiative forcing at the tropopause (AF) and the climate sensitivity parameter 
(KJ. The subscript "o" refers to the no-feedback case. The subscript "i" refers to the instantaneous forcing with no 
feedbacks. These results are from Rind and Lacis (1993) and Lacis (pers. comm.). (Note that surface temperature 
changes would be about 1 to 4 times larger if climate feedbacks were included - see IPCC (1992)). The changes in 
radiative properties used here are meant to be illustrative and do not necessarily represent actual or projected changes. 

Forcing Mechanism 

CO, 300-600ppmv 

CH4 0.28-0.56ppmv 

N:O0.16-0.32ppmv 

CFC-110-1 ppbv 

CFC-12 0-1 ppbv 

0 , 50% reduction at all altitudes 

Solar Const +2% at all wavelengths 

Stratospheric Aerosol T = 0.15 

(K) 

1.31 

0.16 

0.27 

0.07 

0.08 

-0.38 

1.35 

-0.99 

AF; 

4.63 

0.53 

0.96 

0.21 

0.26 

0.26 

4.48 

-3.42 

(Win'2) 

AF 

4.35 

0.52 

0.92 

0.22 

0.28 

-1.23 

4.58 

-3.3 

h 

0.28 

0.30 

0.29 

0.31 

0.32 

-1.47 

0.30 

0.29 

K/(Wnr2) 
K 

0.30 

0.30 

0.30 

0.30 

0.30 

0.31 

0.30 

0.30 
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conditions - again, it is not always clear, in published 
estimates, what conditions are being used for calculations. 

Since the adjustment process is generally most 
important for changes in greenhouse gases, we suggest 
that, in future, the greenhouse gas radiative forcing be 
referred to as either: 

(i) instantaneous radiative forcing if no change in 
stratospheric temperature is accounted for, or 

(ii) adjusted radiative forcing if the stratospheric 
temperature has been allowed to re-adjust to the 
instantaneous forcing. 

Assumptions concerning the vertical profiles of 
temperature and all radiatively active constituents 
(including cloudiness) should be stated. 

4.2 Greenhouse Gases 

Our understanding of the enhanced greenhouse effect is 
dependent on two broad areas. First we need to understand 
the fundamental radiative properties ("spectroscopy") of 
the gases involved. Next, these spectroscopic data need to 
be included in radiative transfer models to calculate the 
radiative forcing due to changes in gas concentration, for a 
given atmospheric profile of temperature, water vapour 
and other trace gases, and cloudiness. 

In this section the discussion will concentrate on the 
radiative forcing of greenhouse gases as a result of direct 
emissions of that gas. This is referred to as the direct 
greenhouse forcing. Greenhouse gas concentrations can 
change not only as a result of emissions of that gas, but 
when emissions of other gases lead to chemical reactions 
which alter the concentration of that gas; this is termed the 
indirect greenhouse forcing. Changes in ozone appear to 
be the most important indirect effect; these will be 
considered in Section 4.3. 

4.2.1 Spectroscopy 

In the thermal infrared (approximately 4-500 /<m) 
molecules absorb and emit radiation by changing the 
energy with which they vibrate and/or rotate; the 
wavelengths of the vibration/rotation transitions occur over 
narrow spectral intervals. Laboratory and theoretical 
studies are required to determine the wavelengths, 
strengths and widths of these transitions; in the case of 
heavy molecules, such as the halocarbons, the individual 
transitions are so closely-packed, that they are generally 
not resolved in laboratory observations. 

The main databases of spectral parameters of 
atmospheric gases are subject to periodic update; the two 
main catalogues, HITRAN (Rothman et a!., 1992) and 
GEISA (Husson et al., 1992) have both been substantially 
revised since IPCC (1992). These revisions are based on 

improvements to both laboratory measurements and 
theoretical techniques. Of the gases of most direct 
importance to radiative forcing, ozone and methane have 
undergone the most substantial revision, and many 
previously neglected weak spectral lines have been added. 
A detailed assessment of the effect of these revisions has 
not yet been reported; however, Fomin et al. (1993) report 
that the net irradiance at the tropopause, evaluated for a 
mid-latitude clear-sky atmosphere, changes by less than 
1% between using the 1986 and 1992 versions of 
HITRAN. It seems unlikely that the effect of these 
revisions on radiative forcing will be greater than 5% but 
there is a need to assess both the effect of the changes, and 
the potential impact of remaining uncertainties. 

Continuum absorption, especially by water vapour, is 
also of importance in calculating radiative forcing. In spite 
of recent progress in describing the effect, further 
theoretical and laboratory investigations are required to 
resolve remaining uncertainties. 

Further work on the infrared absorption cross-sections 
of halocarbons has been reported; this is particularly 
important for some of the HCFCs (hydrochlorofluoro-
carbons) and MFCs (hydrofluorocarbons) as some of the 
data used in IPCC (1990) were from a single source. 
Comparisons of strengths of many CFCs (chloro-
fluorocarbons) and HCFC-22 are presented in McDaniel et 
al. (1991), Cappellani and Restelli (1992) and Clerbaux et 
al. (1993). For newer HCFCs, MFCs and periluorocarbons, 
measurements are more limited; these are tabulated in 
WMO(1994). 

As examples, for HCFC-123, HCFC-141b, and HFC-
142b, the spread of results is more than 25% of the mean 
cross-section; for HFC-134a the spread is about 10%. 
Detailed descriptions, including temperatures and 
pressures of the measurements, are not available for all the 
datasets, so it is difficult to comment on the discrepancies; 
only Cappellani and Restelli (1992) and Clerbaux et al. 
(1993) have published cross-sections for a number of 
HFC/HCFCs over a range of temperatures. 

4.2.2 Calculating the Radiative Forcing 

In Section 4.7.2 updated calculations of radiative forcing 
due to changes in greenhouse gas concentration will be 
presented; in this section the basis on which these 
calculations are made will be assessed. 

A whole hierarchy of different radiative transfer 
schemes are available to compute the radiative forcing, 
ranging from line-by-line models through to so-called 
wide-band models (Ellingson et al., 1991). In addition, the 
results from such models can he represented by relatively 
simple empirical formulae, such as those presented in 
IPCC (1990) and Shi (1992), to allow rapid, and 
reasonably accurate, computation of forcing. 
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Many details of the radiation schemes (such as methods 
of handling clouds, spectral overlap of gases, treatment of 
water vapour continuum) affect the radiative forcing and 
are not handled in the same way by all schemes (see 
Ellingson et al., 1991). 

The ultimate test of such models is their ability to 
reproduce observed irradiances given the observed state of 
the atmosphere. Until recently, the quality of observations 
was generally inadequate to assess the models; now high 
quality experimental data (see e.g., Ellingson et al., 1992) 
are becoming available and should provide valuable 
checks on the realism of radiative models. 

The radiative forcing due to changes in concentrations 
of CO,, CH4, N20, CFC-11, CFC-12 presented in IPCC 
(1990) have been re-assessed by Kratz et al. (1993) and 
Shi and Fan (1992), although neither set of authors 
accounted for stratospheric adjustment. The historical 
forcing computed for the period 1765-1990 is found to 
agree with the expressions in IPCC (1990) to within 10% 
for all gases except for the direct greenhouse forcing due 
to methane (Table 4.1 indicates that adjustment is not an 
issue for methane). Kratz et al. (1993), Shi and Fan (1992) 
and Lelieveld et al. (1993) report forcing values of up to 
20% greater than that given in IPCC (1990). The 
recommended value for the radiative forcing due to 
methane may need to be revised in the near future, but 
additional work will be necessary before we can make a 
precise recommendation. There appears to be no pressing 
reason to alter the expressions for the other gases. Table 
4.2 lists the radiative forcing strength of these gases, 
relative to CO,, for small perturbations from present-day 
conditions; the empirical formulae in Table 2.2 of IPCC 
(1990) should be used for larger perturbations. It must be 
emphasised that the relative weakness of the radiative 
forcing due to changes in C02, on a per molecule or per 
unit mass basis, is more than compensated for by the large 
increase in its atmospheric concentration, since pre-
industrial times, relative to that of other gases. As 

discussed in Section 4.7.2, CO, makes by far the largest 
individual contribution to the greenhouse gas radiative 
forcing over that period. 

Despite the general agreement between the earlier IPCC 
reports and more recent calculations, a similar degree of 
agreement is not found for radiative transfer calculations 
performed in GCMs used for climate prediction. Cess et al. 
(1993) report an intercomparison of instantaneous clear-
sky radiative forcing due to a doubling of C0 2 from 15 
different GCMs. The results deviated by as much as 20% 
from reference line-by-line calculations; some of the 
difference was due to the neglect of some minor absorption 
bands, and in particular those near 10 jum. The size of the 
deviation should not be taken to indicate the uncertainty in 
calculating the C 0 2 forcing; it is more indicative of 
weakness in the radiative transfer schemes used in some 
GCMs. 

New estimates of radiative forcing for a whole range of 
other minor species have been reported recently. These 
include the MFCs, HCFCs and perfluorinated molecules. 
Molecules which are created by the destruction of 
halocarbons have the potential to cause a radiative forcing, 
but their lifetimes are believed to be too short for them to 
be of importance (see Section 5.2.5 and WMO, 1994). 

HCFCs and HFCs 

The radiative forcing due to these gases was reported in 
IPCC (1990) and taken from Fisher et al. (1990); more 
recent calculations include those of Shi (1992), Briihl 
(pers. comm.) and Clerbaux et al. (1993). In general, the 
results from these sources differ because different radiation 
schemes and spectroscopic data were used, and different 
assumptions were made about vertical profiles of 
temperatures, clouds, overlapping species and the 
inclusion of stratospheric adjustment. When results are 
presented as ratios of forcing to other gases (e.g., to CFC-
11), the absolute forcing of the reference gas should be. 
but has not always been, stated. 

Table 4.2: Adjusted radiative forcing per unit mass and per unit molecule increase in atmospheric concentration, 
relative to C02 • The table shows direct forcing only, for small perturbations around present day conditions. For larger 
changes use expressions in Table 2.2 of IPCC (1990). 

Gas AF for per unit 
mass relative to 

CO, 

AF for per unit 
molecule relative to 

CO, 

CO, 

CH4 

N,0 

CFC-11 

CFC-12 

1 

58 

206 

3,970 

5,750 

1 

21 

206 

12,400 

15,800 
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The IPCC (1990) values for this class of gases were 
instantaneous forcing. The adjusted forcing can be up to 
10% greater than the instantaneous forcing (see WMO, 
1994). 

A more detailed comparison of the radiative forcing due 
to HFCs and HCFCs is presented in WMO (1994). The 
variation of the relative forcings from different sources 
show little consistency. The same spectral data in different 
radiation schemes do not always give the same relative 
forcings amongst the HFCs and HCFCs; and schemes 
using different spectral data do not always show the 
differences that would be anticipated from the values used 
for cross-sections. The results from Briihl (pers. comm.) 
and Clerbaux et al. (1993) generally show no systematic 
difference compared with IPCC (1990). There are only two 
gases, HFC-125 and HFC-152a, for which there is a 
consistent and large deviation from IPCC (1990) and new 
values are recommended here. For all other gases IPCC 
(1990) values are retained, and these are estimated to be 
accurate to within about 25% although more work is 
necessary to establish this. 

Table 4.3 presents values for a wide variety of gases and 
from a variety of sources. There is a considerable reliance 
on unpublished material which is regrettable but 
unavoidable at present. 

Since the list of such molecules is increasing, it is useful 
to divide it into groups on the basis of current use and 
anticipated production. The categories used here 
(A.McCulloch, pers. comm.) are: 

(i) in production now, and likely to be widely used; 
(ii) in production now, for specialised end use; 
(iii) under consideration for specialised end use. 

Perfluorocarbons 

The radiative effects of CF4 and C9Ffi have undergone 
renewed interest, although values have been reported by 
earlier studies (e.g., Wang et al., 1980; Ramanathan et al., 
1985; Hansen et al., 1989). These gases possess such a 
high degree of symmetry that most of their absorption 
occurs in a very narrow spectral region and detailed 
assessment probably requires use of the cross-sections in a 
line-by-line code (Isaksen et al., 1992). For C1Fft accurate 
measurements of the cross-section have only recently 
become available The best estimate for both gases (Isaksen 
etal. (1992)) is given in Table 4.3. The value for C6F,4 is 
an average from Roehl et al. (1994) and Ko (pers. comm.). 
The average value for SF6 from Ko et al. (1993) and 
Stordal et al. (1993) is also given in the table; Ko et al. 
(1993) indicate that there is a 10-20% spread in available 
cross-section data for this molecule. 

Stratospheric water vapour 

The radiative effects of changes in tropospheric water 

vapour concentrations are classed as a climate feedback 
and were discussed in IPCC (1992), and will be further 
discussed in the next full IPCC assessment in 1995. 
Increases in stratospheric water vapour might also result 
from a climate feedback, but the interest here is that they 
are expected to increase as a result of an increased rate of 
methane oxidation as methane concentrations rise. In IPCC 
(1990), the direct effect of methane was increased by 30% 
to account for the stratospheric water vapour increases 
whilst WMO (1991) reports a range of 22-38%,. However, 
these numbers have been disputed. Lelieveld et al. (1993) 
and Wuebbles (pers. comm.) compute the indirect forcing 
to be about 5% of the direct methane effect, whilst 
Hauglustaine et al. (1994) find it to be about 1%. Rind and 
Lacis (1993), on the other hand, calculate the effect to 
reach 25% by the year 2100 (there is a typographical error 
in the paper indicating the value is 50%) whilst the effect 
is much less for earlier years. There appears to be a 
growing consensus around a smaller value and we propose 
that the radiative forcing of stratospheric water vapour 
changes due to methane changes be taken to be of order of 
5% of the methane radiative forcing. There are no 
available observations with which to constrain model 
estimates of decadal time-scale changes in stratospheric 
water vapour; the accuracy of models depends on their 
ability to describe methane and water vapour in the lower 
stratosphere. 

4.3 Radiative Forcing due to Changes in Ozone 

4.3.1 Introduction 
Chapter 2 discussed the evidence for changes in both 
tropospheric and stratospheric ozone as a result of human 
activity. In this section the consequences of these changes 
on radiative forcing are discussed. The possible links 
between changes in solar output and changes in ozone will 
be discussed in Section 4.5. 

4.3.2 Radiative Forcing due to Changes in Stratospheric 
Ozone 

The principal features outlined in IPCC (1992) and WMO 
(1991) concerning the net radiative forcing of the surface-
troposphere system due to ozone depletion in the lower 
stratosphere were: 

(i) the distinction between the solar component which 
acts to heat the surface-troposphere system and the 
long-wave component which tends to cool it; 

(ii) the difference between the instantaneous forcing 
(referred to as "Mode A" in WMO, 1991) and the 
forcing calculated using adjusted stratospheric 
temperatures (referred to as "Mode B" in WMO, 
1991); the consequent cooling of" the lower 
stratosphere enhances the long-wave radiative effects 
to give a net negative forcing. 
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THE GREENHOUSE EFFECT OF INCREASED CONCENTRATIONS OF CARBON DIOXIDE 

It is sometimes stated that, because there is so much C0 2 already in the atmosphere, it is '"saturated" and extra C0 2 

can have no additional greenhouse effect. The purpose of this box is to present a simplified explanation as to why 
this is a misconception. 

When gases are present in small concentrations (the halocarbons are examples) the radiative effect of a gas is 
almost linear in concentration; doubling the concentration of, for example, CFC-11 will approximately double its 
greenhouse effect. This is not the case for greenhouse gases present in larger concentrations, for well-understood 
reasons (see e.g., Goody and Yung, 1989). Doubling the concentration of C0 2 from its present day concentrations 
leads to a 10-20% increase in the total greenhouse effect due to C0 2 - this factor is well-understood and has been 
included in climate models for several decades. 

Figure 4.1 illustrates aspects of the increased greenhouse effect of C0 2 using a detailed radiative transfer model 
(see footnote below for details). Figure 4.1a shows the spectral variation in the net infrared irradiance ("flux") at the 
tropopause in Wm^/cm"1. The shape of the curve is dictated by two factors. First, the Planck function determines 
the maximum amount of energy that can be emitted at a given wavelength and temperature. At typical atmospheric 
temperatures, the maximum lies between 10 and 15 /im; at wavelengths shorter than 5 /urn little can be emitted. The 
second factor is the absorbing properties of the atmosphere, which is dictated by the presence of greenhouse gases 
(of which water vapour is the most important, followed by C02) and clouds. 

If the troposphere were transparent to infrared radiation, then the irradiance reaching the tropopause would be the 
same as that leaving the surface. However greenhouse gases and clouds absorb the radiation emitted by the surface 
over a range of wavelengths; they emit energy in all directions, but since the temperature generally decreases with 
altitude in the troposphere, less on average is emitted upwards than is absorbed from below, so less reaches the 
tropopause. The downward radiation from the stratosphere into the troposphere is also an important factor. 

C02 , like many other gases, absorbs and emits radiation by changing the energy at which it vibrates and rotates. 
The wavelengths of C0 2 absorption are grouped into bands (see e.g., Goody and Yung, 1989) with a strong 
absorption band centred near 15 fim (Figure 4.1b). The centre of the 15 /an absorption band is so strong that the 
radiation reaching the tropopause comes from very close to the tropopause and, more importantly, the C0 2 in the 
stratosphere emits as much downwards as the troposphere emits upwards - the net irradiance is thus very close to 
zero (see Figure 4.1a - note: the feature at about 10 /urn is mainly due to ozone). 

Figure 4.1c shows the modelled effect of an instantaneous change in C0 2 on the net irradiance at the tropopause. 
(The change in concentration between 1980 and 1990 is chosen for the purposes of illustration.) All other factors, 
such as cloudiness and temperature are held fixed. This plot indicates significant changes in irradiance. At the 
centre of the 15 /um band, the increase in C0 2 concentration has almost no effect - the C0 2 absorption is indeed 
saturated at these wavelengths. Away from the band centre C0 2 is less strongly absorbing so that an increase in 
CO-, concentration does have an effect. The net irradiance at the tropopause decreases - this corresponds to positive 
radiative forcing that would tend to warm the climate system. As more and more C0 2 is added to the atmosphere, 
more of its spectrum will become saturated - but there will always be regions of the spectrum which remain 
unsaturated and capable of enhancing the greenhouse effect if C02 concentrations are increased. An example is 
the 10 /.im band system. As shown in Figure 4.1b, it is about 1 million times weaker than the peak of the 15 jum 
band but its contribution to the irradiance change in the lower frame is much higher than might be anticipated; as 
COT concentrations increase, the 10 //m band would increase in its importance relative to the 
15 /iim band. 

The saturation effect is partly responsible for the fact that CFC molecules are about 10,000 times more effective 
at enhancing the greenhouse effect than molecules of C02 . However, for every extra CFC molecule in the 
atmosphere since pre-industrial times, there are around 70,000 more C0 2 molecules - thus, the relative weakness of 
CO-, per molecule is more than compensated by the large absolute increase in the number of C02 molecules in the 
atmosphere. 
Note: 

The radiative transfer calculations were performed using the standard narrow band code of Shine (1991) which 
has a spectral resolution of 10 cm"1. The atmosphere used is a Northern Hemisphere mean for January, including 
the effects of clouds, water vapour, ozone, carbon dioxide and a number of other gases, although the above 
argument is not sensitive to the details. The spectrum in the middle frame is the sum of the linestrengths in each of 
the 10 cm"1 intervals at a temperature of 250 K, using the HITRAN database (Rothman et al., 1992); the units are 
cm"'/(kgm"-). In the lower frame, the irradiance change is the instantaneous radiative forcing. 
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Figure 4.1: An illustration that additional amounts of CO, in the atmosphere do enhance the greenhouse effect - the details of the 
calculations are given in the footnote to the box. (a) Net infrared irradiance (Wm'-Vcm"1) at the tropopause from a standard radiative 
transfer code using typical atmospheric conditions; (b) Representation of the strength of the spectral lines of C02 in the thermal 
infrared; note the logarithmic scale, (c) Change in net irradiance at the tropopause (in Wm'-Vcm"1) on increasing the CO, concentration 
from its 1980 to 1990 levels, whilst holding all other parameters fixed. Note that the change in irradiance at the wavelength of 
maximum absorption, as shown in (b), is essentially zero, while the most marked effects on the irradiance are at wavelengths at which 
C02 is less strongly absorbing. 

These features have been supported by several model 

studies (Ramaswamy et al., 1992; Wang et al., 1993; 

Shine, 1993; Kami and Frolkis, 1992), as well as by an 

intercomparison exercise (Shine et al., 1995; WMO, 

1994). An expanded discussion of recent developments in 

this area can be found in WMO (1994). 

Accurate knowledge of the magnitude of the ozone loss 

in the lower stratosphere in different regions is important 

in evaluating the global radiative forcing. While IPCC 

(1992) reported the forcings due to ozone loss in the mid-

to-high latitudes, the SAGE observations (McCormick et 

al., 1992) suggest a depletion in the tropical regions as 

well. Thus, the low-latitude regions could also experience 

a negative radiative forcing due to the local stratospheric 

ozone loss (Schwarzkopf and Ramaswamy, 1993), but 

there is little supporting evidence for such changes from 

other measurements (WMO, 1994). 

The radiative forcing is strongly governed by the shape 

of the vertical profile of the ozone change, particularly in 

the vicinity of the tropopause (Wang et al., 1980; Lads et 

al., 1990). While it is unambiguously clear that a loss of 

ozone in the lower stratosphere will lead to a negative 

radiative forcing of the surface-troposphere system, the 

precise value is dependent on the assumed shape of the 

ozone change with altitude. In the absence of reliable data 

near the tropopause, the different assumptions made in 

model computations of the forcing can lead to a significant 

difference in the es t imates (Wang el al., 1993; 

Schwarzkopf and Ramaswamy, 1993). 

Wang et al. (1993) report instances where the loss of 

stratospheric ozone results in a warming rather than a 

cooling of the surface-troposphere system; this can be 

explained by the fact that the position of the tropopause in 

these calculations is such that some of the ozone-sonde 
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Table 4.3: Radiative forcing due to halocarbons per unit mass and per molecule increase in atmospheric concentration, 

relative to CFC-11. The table shows direct forcings only. The absolute radiative forcing due to CFC-11 is taken from 

IPCC (1990) and is 0.22 dX Wm'2 where dX is the perturbation to the volume mixing ratio of CFC-11 inppbv. 

Gas Af per 
unit mass 
relative to 
CFC-11 

1.00 
1.45 
0.93 
1.18 
1.04 
0.41 
0.23 

1.37 
0.73 
1.12 
1.04 
1.06 

0.72 
0.88 
1.03 
1.03 
1.02 
0.72 
0.87 

1.59 
1.08 
0.85 
0.95 

1.06 
0.95 
0.86 

0.69 
1.36 
0.77 
1.00 
0.75 

AF per unit 
molecule 
relative to 
CFC-11 

1.00 
1.27 
1.27 
1.47 
1.17 
0.46 
0.22 

0.86 
0.62 
0.82 
0.77 
0.40 

0.80 
0.87 
0.90 
0.63 
0.49 
1.07 
1.29 

0.81 
0.80 
0.52 
1.17 

1.17 
0.93 
1.58 

0.44 
1.37 
1.05 
1.46 
1.84 

Source 

IPCC (1990) 
IPCC (1990) 
IPCC (1990) 
IPCC (1990) 
IPCC (1990) 
IPCC (1990) 
IPCC (1990) 

IPCC (1990) 
IPCC (1990) 
IPCC (1990) 
IPCC (1990) 
Fisher (pers.comm.) 

IPCC (1990) 
IPCC (1990) 
Granier (pers. comm.) 
IPCC (1990) 
Granier (pers. comm.) 
Granier (pers. comm.) 
Granier (pers. comm.) 

Fisher (pers. comm.) 
Fisher (pers. comm.) 
Clerbaux and Colin (1994) 
Mean of Briihl and Fisher 
(pers. comm.) 
Fisher (pers. comm.) 
Fisher (pers..comm.) 
Fisher (pers. comm.) 

Isaksen etal. (1992) 
IsakseneW. (1992) 
Roehl et al. (1994) 
Fisher (pers.comm.) 
Mean of Roehl et al. 1994 

CFCs and other chlorinated species 
CFC-11 CFCI3 
CFC-12 
CFC-113 
CFC-114 
CFC-115 
*Carbon tetrachloride CCL 
Methyl chloroform 

HFC/HCFCs in production now, and likely to be widely used 
HCFC-22 
HCFC-141b 
HCFC-142b 
HFC-134a 
*HFC-32 

HFC/HCFCs. in production now, for specialised end use 
HCFC-123 
HCFC-124 
*HFC-125 
HFC-143a 
*HFC-152a 
*HCFC-225ca 
*HCFC-225cb 

HFC/HCFCs under consideration, for specialised end use 
*HFC-23+ CHF, 
* HFC-134 
* HFC-143 
*HFC-227 

*HFC-236 
*HFC-245 
*HFC43-10mee 

CF2C12 

CF2C1CFC12 

CF2C1CF2C1 
CF3CF2C1 

CH3CC13 

CHF2C1 
CH3CFC12 

CH3CF2C1 
CF3CH2F 
CH2F2 

CF3CHC12 

CF3CHFC1 
CF3CHF2 

CH3CF3 

CHF2CH3 

CF3CF2CHCI2 

CC1F2CF2CHC1F 

CHF2CHF2 

CH2FCHF2 

CF3CHFCF3 

CF3CH2CF3 

CHF2CF2CFH2 

C5H2F10 

Fully fluorinated substances 
*CF4 

'CzF* 
* % 
*cC,F„ 

*SF6 

Other species 
CFC-13 

CHCl, 
CH,C12 

CF3Br (Halon 1301) 
CF3I 

perfluorocyclobutane 

CCIFs 

2.75 

1.37 

2.92 

1.04 

0.090 
0.23 
1.19 
1.20 

0.078 
0.14 
1.29 
1.71 

and Ko (pers comm.) 
Mean of Ko etal. (1993) 
and Stordal e; a/. (1993) 

Mean of Briihl and Fisher 
(pers comm.) 
Fisher (pers. comm.) 
Fisher (pers. comm.) 
IPCC (1990) 
Pinnock (pers. comm.) 

Also emitted as a by-product of other halocarbon production. 
Indicates value amended from IPCC (1990), or gas not previously listed: the mass factor for CC14 has altered due to a 
typographical error in IPCC (1990). 
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observed increases in ozone are attributed to the lower 
stratosphere. Hauglustaine et al. (J994) also find that the 
decrease in stratospheric ozone causes a warming of the 
surface-troposphere system. They used a 2-D chemical-
dynamical-radiative model to simulate changes in the 
concentration of a number of gases including ozone since 
pre-industrial times. The sign of their stratospheric ozone 
effect appears to be because, in the Northern Hemisphere 
at least, their model simulates less ozone depletion in the 
lower stratosphere than is indicated by recent observations; 
if ozone loss occurs in the upper stratosphere it can cause a 
positive radiative forcing (see Lacis et al., 1990). 

The overall effect of observed stratospheric ozone 
depletion on radiative forcing has not been significantly 
updated since WMO (1991) which reported an adjusted 
radiative forcing of about -0.1 Wm"2 between 1980 and 
1990. Hansen et al. (1993a) compute a global mean 
adjusted forcing of -0.2±0.1 Wm"2 between 1970 and 
1990. Such values represent a small but not neglibible 
offset to the total greenhouse forcing from changes in C09, 
CH4, N 20 and the CFCs which resulted in a forcing of 
about 0.45 Wm"2 between 1980 and 1990. 

Model-dependent factors may also be significant for the 
accuracy of the computed forcing. An intercomparison 
exercise (Shine et al., 1995; WMO, 1994), with tightly 
specified conditions, found that, although all the 
participating models produced a negative forcing, there 
was a substantial spread (more than a factor of two). Most 
of this spread results from differences in calculations at 
solar wavelengths; the spread seems due more to the 
approximations used by the different groups rather than an 
inherent uncertainty in modelling solar radiation in the 
atmosphere. 

4.3.3 Significance of the Forcing due to Stratospheric 
Ozone Loss 

The weight of evidence suggests that heterogeneous 
chemical reactions involving the decay products of 
halocarbons are the main cause of the observed global 
ozone depletion (WMO, 1994). Since several of these 
compounds, particularly the CFCs, exert a (direct) positive 
effect, the (indirect) negative radiative forcing due to the 
chemically-induced ozone losses has the potential to 
substantially reduce the overall contribution of the 
halocarbons, particularly over the past decade. 

Daniel et al. (1994) have partitioned the total direct and 
the total indirect forcing among the various halocarbons. 
The indirect effect is strongly dependent upon the 
effectiveness of each halocarbon for ozone destruction. 
Each bromine atom released in the stratosphere is 
estimated to contribute more to the indirect effect than 
each chlorine atom. About 50% of the 1980-1990 indirect 
forcing of about -0.1 Wm"2 is attributed to the CFCs; since 

the CFCs dominate the direct positive forcing due to all 
halocarbons (estimated to be about 0.1 Wm"2), their net 
effect is about 50% of the direct effect because of ozone 
loss. Carbon tetrachloride and methyl chloroform each 
contribute 20% to the indirect forcing, while 
bromocarbons contribute 10%; since these species 
contribute little to the direct effect, their net effect is likely 
to be negative. This analysis suggests that the net 
halocarbon forcing was probably quite strong and positive 
in the 1960s and 1970s (i.e., before the period of marked 
ozone losses), but that the rate of increase in forcing since 
then has probably decreased owing to the indirect 
component attributable to ozone depletion. 

As with all radiative forcings, there is a significant 
question concerning the degree to which positive and 
negative forcings of a different nature (such as the CFC 
and ozone forcings) can be directly intercompared. 

4.3.4 Temperature Changes in the Lower Stratosphere 
Models 

Fixed dynamical heating (FDH) and radiative-convective 
models compute significant temperature decreases in the 
lower stratosphere as a result of the stratospheric ozone 
changes of the past decade (WMO, 1991; Miller et al., 
1992; Shine, 1993; Kami and Frolkis, 1992; Ramaswamy 
and Bowen, 1994). It is this temperature change that 
determines, to a substantial extent, the negative forcing 
due to the ozone losses (IPCC, 1992; WMO, 1991). 

McCormack and Hood (1994) calculate the temperature 
decreases using an FDH model employing the ozone 
changes deduced from the the Solar Backscattered Ultra 
Violet instrument on the Nimbus-7 satellite for the period 
1979-1991; the temperature changes are comparable to or 
slightly less than the decadal change inferred from satellite 
and radiosonde data in regions where the observed trends 
are statistically significant. 

GCM studies with imposed ozone losses in the lower 
stratosphere also obtain a temperature decrease in this 
region. Hansen et al. (1993a) obtain a cooling in the lower 
stratosphere that is consistent with the global mean decadal 
trend (-().4°C) inferred from radiosonde observations. 
Another GCM study (Ramaswamy, pers. comm.) finds a 
similar cooling of the lower stratosphere and shows that 
the FDH temperature changes exhibit a qualitatively 
similar zonal pattern as the GCM results. A three-
dimensional chcmical-radiative-dynamical investigation of 
the climatic effects due to the Antarctic ozone losses 
(Mahlman et al., 1994), in which the transport of ozone 
and the ozone losses are handled explicitly, reveals a 
decrease of temperature in the Southern Hemisphere lower 
stratosphere that is consistent with the observed trends. An 
important aspect of such GCM experiments is that the 
dynamical response results in temperature changes at 
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latitudes at which no significant ozone change is imposed, 
e.g., in the tropics. 

Observations 

There is a considerable literature reporting observational 
evidence of a cooling of the lower stratosphere which is 
discussed in more detail in WMO, 1994. The detection of 
long-term trends in lower stratospheric temperatures is 
made difficult because of the episodic and frequent 
volcanic eruptions which cause a major perturbation to 
those temperatures (see Section 4.4.2.4) as well as other 
sources of natural variability. An additional problem 
concerns the quality of available radiosonde data (Gaffen, 
1994; Parker and Cox, 1994). Changes in instrumentation, 
ascent times and reporting practices introduce a number of 
time varying biases which have not yet been properly 
characterised; they indicate the need for some caution 
when using data primarily intended for weather forecasting 
in climate trend analysis. 

Based on all available radiosonde reports for the period 
December, 1963 to November, 1988, Oort and Liu (1993) 
infer a trend in the global lower stratospheric (100-50 
mbar) temperature of -0.4±0.12°C/decade; the cooling trend 
is apparent during all seasons. Latitudinal profiles of the 
estimated trends show that the cooling of the lower 
stratosphere has occurred everywhere, but that the strongest 
temperature decreases (-l°C/decade) have occurred in the 
Southern Hemisphere high latitudes, strongly suggesting an 
association with the Antarctic "ozone hole". These results 
are in generally good agreement with earlier estimates by 
Angell (1988) using a subset of 63 sonde stations and 
corroborate the findings in Miller et al. (1992). Labitzke's 
(pers. comm.) analysis of Northern Hemisphere sonde data 
indicates an annual mean trend of -0.2 to -0.4°C/decade 
between 1965 and 1992 at most latitudes between 30 and 
80 mbar, although the trend varies greatly from month to 
month. In addition there is an indication that the trend 
during springtime is more negative over the period 1979 to 
1993 than over the period 1965 to 1992. 

Channel 4 of the Microwave Sounder Unit (MSU) on 
the NOAA polar-orbiting satellites has been used to 
monitor trends in lower stratospheric temperature (between 
about 120 and 40 mbar) since 1979. Christy and Drouilhet 
(1994) report a trend of -0.26°C/decade for the period 
January, 1979 to November, 1992, but comment that, 
because of the effects of the volcanoes, its significance is 
hard to assess. For the period 1979 to 1991, Randel and 
Cobb (1994), using MSU data, infer a significant cooling 
of the lower stratosphere over the Northern Hemisphere 
mid-latitudes in winter and spring (with a peak exceeding 
-1.5°C/decadc) and over Antarctica in the Southern 
Hemisphere spring (peak exceeding -2.5°C/decade) 
(Figure 4.2); the overall space-time patterns are similar to 
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those determined for ozone trends except in southern mid-
to high latitudes in winter. The Northern Hemisphere 
trends derived from MSU data are in good agreement with 
the sonde analysis from the Free University of Berlin 
(McCormack and Hood, 1994; Labitzke, pers. comm.) 

In summary, the available analyses indicate that the lower 
stratosphere has, on a global-mean basis, cooled by about 
0.25-0.4°C/decade in recent decades although more work on 
the quality of the archived data sets is clearly warranted. 

Ozone trend (DU/year) 

M A M J J A S O N 
Month 

Temperature trend (°C/year) 

J F M A M J J A S O N D 
Month 

Figure 4.2: Latitude-time sections of zonal mean total ozone (in 
Dobson Units (DU)/year) and lower stratospheric zonal mean 
temperature trends (in °C/yr) for the period from 1979 to 1991 
from Randel and Cobb (1994). The ozone data are from the Total 
Ozone Mapping Spectrometer (TOMS). The temperature data arc 
from Channel 4 of the Microwave Sounding Unit (see text for 
details). Stippling denotes regions where the statistical fits are not 
different from zero at the 2 sigma level. The hatched areas on th. 
upper plot indicate polar night, where TOMS does not measure. 
The bold lines on the lower plot also indicate the edge of the 
polar night. 
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Inferences 

The cooling of the lower stratosphere, either from the 
long-term records or those over the past decade, is too 
strong to be attributable to increases in the well-mixed 
greenhouse gases (mainly C02) alone (Miller et al., 1992; 
Hansen et al., 1993a; Shine, 1993; Ramaswamy and 
Bowen, 1994). In contrast, models employing the observed 
ozone losses yield a global temperature decrease that 
is broadly consistent with observations. This 
strongly suggests that, among the trace gases, stratospheric 
ozone change is the dominant contributor to the observed 
cooling trends. However, the potential competing effects 
due to as yet unknown changes in other radiative 
constituents (e.g., ice clouds, water vapour, tropospheric 
aerosols and tropospheric ozone: Hansen et al., 1993a; 
Ramaswamy and Bowen, 1994) makes it difficult to 
rigorously quantify the precise contribution by ozone to 
the temperature trends. 

It is encouraging that both the FDH models and 
the GCMs yield a lower stratospheric cooling that is 
consistent with the magnitude inferred from observations. 
Precise agreement should not be expected as, in all the 
model studies, the lower stratospheric temperature 
changes are subject to uncertainties related to the assumed 
vertical and horizontal distribution of the ozone change, 
and there is uncertainty in the observed temperature 
trends. 

43.5 Sensitivity of Surface-Troposphere Climate 

Hansen et al. (1993c) have used a GCM to evaluate the 
relative effects due to the well-mixed greenhouse gases 
and ozone upon the surface temperature. A sequence of 
model runs with the 1970-1990 increases in the well-
mixed greenhouse gases only is compared with a sequence 
including observed ozone changes; the members of each 
sequence differ only in their initial conditions. It is 
estimated that the 1970-1990 modelled surface warming 
(0.35°C) is reduced by 15% due to the ozone changes. 
Although there is a considerable spread among the 
different GCM realisations in the sequence of experiments 
performed, the results indicate that the cooling induced by 
ozone loss has the potential to reduce the warming effect 
obtained due to the halocarbon increases over the time 
period considered. Despite the fact that only one GCM 
study has been performed to study the surface temperature 
response, the results are consistent with expectations from 
the radiative forcing and the simple relation usually 
assumed for the forcing-response relationship. However, 
as discussed in Section 4.8, the forcing-response 
relationship (i.e., the climate sensitivity) may be sensitive 
to the altitude at which the ozone perturbation is 
introduced in the model. 

4.3.6 Radiative Forcing due to Changes in Tropospheric 
Ozone 

As discussed in Chapter 2 there is observational and model 
evidence for an increase in tropospheric ozone since pre-
industrial times at least in some areas; this is believed to be 
due to anthropogenic emissions of hydrocarbons, oxides of 
nitrogen and carbon monoxide. An increase in 
tropospheric ozone leads to a positive forcing that would 
tend to warm the surface-troposphere system and has been 
the subject of several recent studies (e.g., Lacis et at., 
1990; WMO, 1991; Wang et al.. 1993; Schwarzkopf and 
Ramaswamy, 1993; Hauglustaine et al., 1994). Wang et 
al.\ (1993) study using ozonesonde observations indicates 
that tropospheric ozone changes have the potential to yield 
a substantial local forcing comparable to the effect of all 
other greenhouse gases. Hauglustaine et al. (1994) use a 
2-D radiative-dynamical-chemical model to estimate that 
changes in tropospheric ozone since pre-industrial times 
have contributed a global mean forcing of 0.55 Win"2 

over that period, with the dominant contribution in 
the mid-latitudes of the Northern Hemisphere. Their 
computed tropospheric ozone change is in reasonable 
agreement with other similar studies (WMO, 1994) and is 
not inconsistent with the few available long-term surface 
observations; global upper tropospheric ozone changes, 
which are an important component of the forcing, 
are however not well quantified by observations. 
Fishman (1991), using observed trends, estimates that 
between 1965 and 1985 a 1% per year trend in tropos
pheric ozone applied over the entire Northern Hemisphere 
implies an approximate global mean forcing of 0.15 
Wm"2, or about 20% of the effect of well-mixed green
house gases; however since this study uses evidence from a 
few northern mid-latitude sites, the extrapolation of ozone 
changes to the whole hemisphere may not he valid. 

Marenco el al. (1994) have used observations from 
France in the late 19th century together with recent 
observations of the meridional distribution of tropospheric 
ozone to estimate a global-mean forcing since pre-
industrial times of 0.6 Wm"2. They used the simple 
expression for tropospheric ozone forcing (0.02 Wm"2 

/ppbv change in tropospheric ozone) used in IPCC (1990); 
this expression is reasonable for first-order estimates when 
the ozone change is distributed throughout the troposphere 
(WMO, 1991; IPCC, 1992). 

Given that there have been so few detailed studies of 
the global or hemispheric radiative forcing due 
to tropospheric ozone, and there is considerable reliance 
on chemical models in inferring the change in ozone on 
large scales, it is difficult to characterise a range for 
the forcing. Nevertheless, the available modelling results 
and observational information indicate a positive forcing, 
since pre-industrial times, of the order of a few tenths 
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of a Win'2; this would make tropospheric ozone changes 
of comparable significance to changes of methane over 
the same period. The increases in tropospheric ozone will 
be highly regional in nature and so will the positive 
radiative forcing associated with them. Indeed, since the 
sources of the precursors of ozone are similar to those of 
sulphate aerosols in the troposphere, the regional pattern of 
forcing may be similar in size, but of opposite sign, to the 
radiative forcing associated with the aerosols (see Section 
4.4.1). 

In an intercomparison exercise (Shine et al., 1995), 
similar to that for the stratospheric ozone loss, a specific 
tropospheric ozone increase profile was also prescribed. 
All the participating models obtain a positive forcing due 
to increasing tropospheric ozone; again, however, there is 
a spread in the forcing - in this case, by about 50%, 
indicating a non-negligible difference in the radiative 
treatments in the various models. 

4.3.7 Radiative Forcing due to Total Atmospheric Ozone 
Change 

While it is clear that a tropospheric ozone increase alone 
would lead to a positive radiative forcing and that this 
would be opposite to the effect due to the lower 
stratospheric losses, the sign of the net effect is uncertain 
(WMO, 1985; Lacis et al, 1990; Kami and Frolkis, 1992; 
Schwarzkopf and Ramaswamy, 1993; Wang et al, 1993). 
Based on the global-mean estimates above, it seems likely 
that radiative forcing due to changes in tropospheric ozone 
has dominated since pre-industrial times. Over the past 
decade or so, stratospheric ozone loss is likely to have 
dominated the forcing as the stratospheric losses are more 
marked than the tropospheric changes over the same 
period. 

4.3.8 Outstanding Issues 

Radiative forcing due to a specified ozone change, as a 
function of the ozone altitude, is qualitatively well 
understood. Nevertheless, as revealed by the 
intercomparison exercise, approximate radiative methods 
appear to differ in their estimates; it is important that 
such differences be understood. However, the prin
cipal limitation inhibiting an accurate estimate of 
the global ozone forcing is the lack of knowledge of 
the precise vertical profile of change with latitude and 
season. 

In contrast to the well-mixed greenhouse gases, ozone 
change causes a more complicated radiative forcing -
neither the ozone profile nor its change are uniform in the 
horizontal and vertical. The spatial patterns of the radiative 
forcing differ for changes in ozone and the well-mixed 
gases. In addition, even the apportionment between the 

surface and the troposphere is different for ozone relative 
to the well-mixed greenhouse gases (WMO, 1985; 1991). 
Ozone forcings have not been used for systematic climate 
studies analogous to those carried out for the well-mixed 
greenhouse gases. It remains to be determined the degree 
to which the irradiance change at the tropopause is a 
reasonable indicator of the surface temperature response in 
the case of ozone changes. 

As discussed in WMO (1991) and WMO (1994), there 
is evidence that heterogeneous chemistry on sulphate 
aerosol leads to enhanced ozone loss. The observations of 
unusually low ozone in the northern mid-latitudes during 
the winter of 1992-93 and spring of 1993 (see Chapter 2) 
suggest a possible link with aerosols produced as a result 
of the Mt. Pinatubo eruption. Such a volcanic eruption-
ozone link would imply an enhancement of the transient 
negative radiative forcing owing to the presence of 
unusually large volcanic sulphate aerosol concentrations 
(see Section 4.4.2). 

Additional complications in the determination of the 
ozone forcing are uncertainties in the feedbacks related to 
chemical processes. One example of this is the 
stratospheric ozone loss-OH-methane lifetime connection. 
A decrease of stratospheric ozone could lead to an increase 
of UV radiation in the troposphere, thereby affecting 
tropospheric photochemical processes and providing a 
potential feedback via changes in tropospheric ozone and 
OH (e.g., Madronich and Granier, 1992, 1994). For 
example, methane lifetimes could decrease leading to 
lower concentrations than would be expected in the 
absence of stratospheric ozone depletion. A lower 
stratospheric cooling due to the ozone loss can affect, for 
example, the water vapour mixing ratios there, with the 
potential to alter heterogeneous chemical reactions. Also. 
consequent changes in methane in the troposphere could 
be accompanied by changes in stratospheric water vapour 
which, in turn, would affect the radiation balance. The 
radiative forcing calculations so far have mostly employed 
observed ozone changes. It is extremely desirable to have 
interactive climate-chemistry-transport model 
investigations that simulate correctly the observed ozone 
changes and account for the chemical feedbacks in 
computing the forcing. 

Aircraft emissions have the potential to alter upper 
tropospheric/lower stratospheric ozone (see Chapter 2). 
The tentative conclusion of WMO (1994) is that the 
radiative forcing associated with the ozone change is 
similar in size to that resulting from the emissions of 
COT from aircraft: aircraft are responsible for about }'"/ 
of the fossil fuel emissions of C02 . The increase in hisih 
altitude cloudiness, via contrails, and changes in water 
vapour at the same levels, might have a climate conse
quence but we know of no evidence to support a substantia e 
effect. 
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4.4 Effects of Tropospheric and Stratospheric Aerosols 

4.4.1 Tropospheric Aerosols 
Aerosols in the troposphere produced by anthropogenic 
activities have the potential to change the globally 
averaged temperature of the Earth. Aerosols may increase 
the albedo both directly, by back-scattering incoming solar 
radiation, and indirectly, by increasing the concentrations 
of cloud condensation nuclei and therefore cloud droplets, 
which would also result in more back-scattered solar 
radiation. The latter is also suspected to induce further 
effects through the decrease of precipitation, thus affecting 
cloud lifetime and, in turn, cloud cover. On the other hand, 
carbonaceous particles are strong absorbers at solar 
wavelengths; over regions of high surface albedos and in 
cloudy areas they can substantially decrease the amount of 
radiation reflected to space. Globally, this latter effect is 
expected to be small and aerosols should increase the 
planetary albedo; however the influence of aerosol 
absorption is only beginning to receive attention and 
further research is needed. 

Desert dust is also an important component of the 
atmospheric aerosol load; the degree to which its 
distribution has been affected by human activity is not 
known. 

Three important distinctions must be made between 
tropospheric aerosol forcing and greenhouse forcing. 
Firstly, estimates of the forcing due to tropospheric 
aerosols are based on modelled, rather than observed, 
distributions of the aerosols and their optical properties; 
for most of the greenhouse gases, the concentration 
changes are from observations. Secondly, the lifetime of 
tropospheric aerosols is a few weeks, while for most 
greenhouse gases the lifetimes range from decades 
to centuries. Hence most of the aerosols in the troposphere 
at the present time are the result of emissions during the 
past few weeks; the enhanced greenhouse gas 
concentrations are the accumulated effect of releases 
over the past 10 to 100 years. As pointed out in IPCC 
(1992), this means that the concentration of tropospheric 
aerosols will respond far more rapidly to changes in 
emissions than will the concentrations of greenhouse 
gases. Thirdly, the aerosol forcing is more heterogeneous 
in space and time. Thus, global-mean forcing might not 
reflect its climatic importance as will be discussed in 
Section 4.8. For tropospheric aerosols there is little 
difference between the instantaneous and adjusted 
radiative forcing; most values in the literature are 
instantaneous forcings. 

Although the bulk of sulphate emissions occur in the 
Northern Hemisphere this does not mean that the Southern 
Hemisphere might not be significantly affected. Firstly, as 
discussed in Section 4.4.1.2, the generally cleaner 
conditions in the Southern Hemisphere make cloud 
properties more susceptible to increased sulphate 
concentrations; secondly, as discussed in Section 4.8.3, 

climate model studies indicate that a radiative forcing 
applied mainly in the Northern Hemisphere can have a 
significant effect in the Southern Hemisphere. 

4.4.1.1 The direct aerosol effect 

Since IPCC (1992) there has been increasing interest in the 
role of tropospheric aerosols resulting from industrial 
activity and biomass burning. Chapter 3 considers the 
various aspects of characterising aerosols for estimating 
their impact on radiative forcing; in this section we 
concentrate on the most recent estimates of the aerosol 
radiative forcing. In the discussion of radiative forcing, the 
approach in Chapter 3 was a zero-dimensional box model 
which highlighted some of the causes of uncertainty. Here 
we consider a more comprehensive approach. 

An accurate assessment of the effect of tropospheric 
aerosols on the radiation balance requires knowledge of: 
(i) their spatial and temporal distribution and 

(ii) their radiative properties. 

Sulphate aerosols 

The first estimate of the spatial distribution of the radiative 
forcing due to sulphate aerosols was discussed in IPCC 
(1992). It was calculated with a simple aerosol radiative 
transfer model (Charlson et ah, 1991, 1992) applied to the 
spatial and temporal distribution of sulphate aerosols 
calculated over the globe obtained from an idealised 3-D 
chemical-dynamical model (Langner and Rodhe, 1991). 
Large negative forcings of -2 to -4 Wm"2 were found over 
the eastern USA, central Europe and China, with a 
Northern Hemispheric averaged sulphate forcing of-1.1 
Wm"2 (-0.6 Wm"2 for the global-mean forcing) since pre-
industrial times. The major sources of uncertainly in these 
calculations are related to the two factors listed above, i.e., 
sulphate distribution and optical properties. 

A more sophisticated radiative transfer calculation has 
been performed by Kiehl and Briegleb (1993) on the same 
sulphate distribution (Figure 4.3). They also calculated the 
spatial and temporal distribution of the instantaneous 
greenhouse forcing (Figure 4.4) using the pre-industrial to 
1990 trace gas changes from IPCC (1990). They then 
compared the aerosol direct forcing to the greenhouse 
forcing to assess the relative role of the aerosol's negative 
forcing to that of the positive greenhouse forcing. 

Kiehl and Briegleb (1993) employed temperature and 
moisture distributions from ECMWF analyses, cloud data 
from a GCM which were adjusted using observational 
data, climatological o/one data and a realistic distribution 
of surface albedo. The sulphate optical properties were 
based on assuming a log-normal size distribution and 
employing H,S04 refractive index data (calculations were 
also carried out for ammonium sulphate indices of 
refraction). Although the spatial distribution (Figure 4.3) 
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of the anthropogenic aerosol forcing was found to be 
similar to that obtained by Charlson et al. (1991), the 
magnitude of the forcing is roughly a factor of two 
smaller: the Northern Hemisphere averaged forcing is 
-0.43 Wm"2 and the global-mean forcing is -0.3 Wm'2 

since pre-industrial times. The source of the difference 
between these two studies was mostly attributed to 
differences in the optical properties of the aerosols that 
were used in the simulations (asymmetry parameters and 
spectral dependence of the aerosol extinction: the 
asymmetry parameter is a measure of the amount of 
radiation scattered in the forward direction relative to the 
backward direction). 

The radiative forcing due to sulphate aerosols 
plus greenhouse gases, derived by Kiehl and 
Briegleb (1993) indicated that over the eastern USA, 
central Europe and eastern China (see Figure 4.5) the 
negative forcing by the aerosols offsets a significant 
amount of the positive greenhouse forcing. Note that for 
the global average, the instantaneous greenhouse forcing 
calculated by Kiehl and Briegleb is +2.1 Wm"2 compared 
to a -0.3 Wm"2 for aerosol forcing. It must be emphasised 
that the geographical pattern of forcing shown in Figure 
4.5 must not be taken to indicate the geographical pattern 
of climate response because the atmospheric circulation 
leads to a non-local response to a localised forcing (see 
Section 4.8). 

Hansen et al. (1993a), using the same sulphate 
distribution, but allowing for some aerosol absorption, 
obtained a global mean forcing of -0.25 Wm"2. 

A global-mean forcing by anthropogenic sulphate 
aerosols of -0.9 Wm"2 has been obtained by Taylor and 
Penner (1994) with a coupled sulphur chemistry and 
climate model. The chemical model used was similar to, 
but independent of, the model used by Langner and Rodhe. 
It is important to note that the global-mean forcing could 
range as low as -0.6 Wm"2 if the dependence of aerosol 
extinction on relative humidity was accounted for in the 
manner of Kiehl and Briegleb. The remainder of the 
difference was partly attributed to larger sulphate 
concentrations in the Taylor and Penner study, leading to 
larger aerosol optical thickness, and to a larger seasonal 
variation of sulphate amounts. 

The very large sensitivity of the results of these 
simulations to the prescription of the aerosol's optical 
properties clearly indicates that improvements in 
calculating the direct sulphate aerosol forcing require more 
observational data on the chemical and physical properties 
of the aerosol as well as more refined sulphate distribution 
calculations. 

Biomass burning 

As noted in Chapter 3 the aerosols produced by the 
combustion of biomass account for a significant part of the 
most radiatively active aerosols of the accumulation mode 
(0.1 to 1 jum). The global-mean direct aerosol forcing due 
to biomass burning has been estimated to be -0.8 Wm"2 

(Penner et al., 1992). This estimate is based upon simple 
box model calculations and, according to Penner (pers. 

Anthropogenic sulphate aerosol forcing 
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Figure 4.3: Geographic distribution of annual mean direct radiative forcing (Wm"2) from anthropogenic sulphate aerosols (after Kich 
and Briegleb, 1993). The calculations use the sulphate distribution calculated by Langner and Rodhe (1991). The contour interval is 0 
Wm"2 and values below -lWm2 are shaded. 
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Figure 4.4: Geographic distribution of annual-mean instantaneous greenhouse forcing, pre-industrial to present, (Wm"2) from CO.,, 
CH4, N20, CFC-11 and CFC-12 (after Kiehl and Brieglcb, 1993). The gases are uniformly mixed throughout the atmosphere; the 
spatial variability in the forcing results from a combination of variations in temperature, humidity and cloudiness. The effects of 
stratospheric and tropospheric ozone changes, and a number of CFCs, are not included. The contour interval is 0.5 Wm"2. 

comm.), it would be reduced by roughly a factor of 2 if it 
were made with a 3-D model. A further reduction of a 
factor of 2 applies if the period of reference is fixed to 
1850 since significant changes in biomass burning are 
thought to have occurred prior to 1850 (Andreae, 1994). 
This gives a global and annual mean forcing of -0.2 Wm"2 

since pre-industrial times. The calculations of Hansen et 
al. (1993a) give about half this value (-0.12 Wm"2) for the 
same period of reference. According to Chapter 3, these 
values could be in error by nearly a factor of 3, giving a 
possible range of -0.05 to -0.6 Wm2 since pre-industrial 
times, and is in addition to the negative forcing due to 
sulphate aerosol. 

The spatial distribution of aerosols from biomass origin 
is also heterogeneous and mostly localised in the 
continental tropical areas; in addition, it is strongly 
seasonal. As for the sulphate aerosols, their climatic 
influence might not be assessed correctly by using a single 
global-mean radiative forcing. 

The contribution of elemental carbon in aerosols 
produced from biomass burning can significantly modify 
their optical characteristics by increasing the absorption 
efficiency; however, at present, there are no global 
estimates of the forcing due to elemental carbon or organic 
based aerosols produced by biomass burning. 

The question of the global climatic response to large 
localised soot injections has been considered with the 
burning oil wells in Kuwait during the Gulf War in early 
1991. The response seems to have been small outside the 
neighbouring region. A series of model simulations by 

Bakan et al. (1991) concluded that the reason for that was 
the relatively low initial height of the soot injection; 
however, a simulation performed with a fourfold increase 
of the soot emission led to a large global response. 

4.4.1.2 Indirect effect of anthropogenic aerosols on cloud 
albedo 

The global energy balance is very sensitive to cloud 
albedo, particularly for marine stratus clouds which cover 
about 25% of the Earth. Cloud albedo is itself calculated to 
be sensitive to changes in cloud droplet number 
concentration. This droplet number depends, in a 
complicated manner, on the concentration of cloud 
condensation nuclei (CCN) which, in turn, depends on 
aerosol concentration. Through this indirect effect, the 
radiative forcing caused by anthropogenic aerosol might be 
further increased. This concerns both sulphate aerosols and 
aerosols from biomass burning. The problem, however, is 
extremely complex and many related key issues such as 
the influence of cloud entrainment and mixing processes 
remain mostly unknown. This matter is made more 
challenging because the ability of an aerosol particle to act 
as a CCN under the low supersaturations found in clouds 
depends both on its size and its chemical composition. 
Two features of the latter are important: the water-soluble 
fraction and the presence of substances (e.g., organic 
species) that influence surface tension. Thus substantial 
chemical understanding is also needed before the 
CCN/cloud albedo/climate problem can he considered as 
well posed. 
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Net (sulphate aerosol + greenhouse gas) forcing 
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Figure 4.5: Geographic distribution of the annual-mean instantaneous radiative forcing (Wm"2) since pre-industrial times due to 
changes in both greenhouse gases and sulphate aerosols (direct effects only) - the field is the sum of those shown in Figures 4.3 and 4.4 
(after Kiehl and Briegleb, 1993). Note that the global-mean forcing is positive (1.8 Wm2) but there are small regions where the 
negative forcing due to sulphate aerosols is greater than the positive greenhouse forcing, so that the local sum is negative. The contour 
interval is 0.5 Wm"2 and values below zero are shaded. 

Although the link between CCN concentration and 
cloud droplet size distributions is not firmly established, 
direct observations of the impact of CCN on cloud albedos 
have already been reported in Coakley et al. (1987) which 
showed the impact of aerosols concentrations on cloud 
reflectances in ship stack exhausts. Kim and Cess (1993) 
used monthly averaged Earth Radiation Budget 
Experiment (ERBE) observations to compare the 
variations with longitude of the cloud albedos of two 
strongly polluted ocean areas of the Northern Hemisphere 
(North Atlantic and North Pacific) to those of remote clean 
areas of the Southern Hemisphere (Indian Ocean and 
South Pacific). They found some evidence of a decrease of 
the cloud albedos with distance from the continent in the 
Northern Hemisphere whereas observations in the 
Southern Hemisphere showed no similar variation. 
However, a direct link with aerosols was not established 
by that paper, so the results are, at most, only suggestive of 
an aerosol-cloud albedo link. 

Satellite observations have also been used to estimate 
the effect of smoke aerosols on the properties of clouds 
over the Brazilian Amazon Basin (Kaufman and Nakajima, 
1993). This analysis was based on several tens of 
thousands of bright clouds. It concluded that a large 
reduction in drop size (from 15 to 9 /.im) occurred when 
smoke was present but it also showed that the reflectances 
of those clouds indeed decreased, probably due to the 
increased absorption by graphitic carbon. For those 

particular clouds, the indirect effect of aerosols would be a 
positive forcing. These observations exemplify the 
important influence of the chemical composition of 
aerosols, in particular that of carbonaceous components. 
Indeed, the multiple scattering that occurs in dense clouds 
considerably amplifies the effect of even a small portion of 
absorbing particles. The influence of aerosols on cloud 
absorption is a complicating factor that needs to be 
considered (Stephens and Tsay, 1990; Chylek and Hallett. 
1992) before a realistic estimate of aerosol forcing can be 
made. 

Model Simulations 

Jones et al. (1994), using fields from the United Kingdom 
Meteorological Office Unified Forecast/Climate Model. 
calculated the indirect radiative forcing of sulphate 
aerosols due to a modification of cloud droplet size. The 
cloud radiative properties were calculated from the cloud 
liquid water content and effective radius. In thai 
calculation, the effective radius was related to aerosol 
concentrations using an empirical relationship based on 
observational data collected for a variety of meteorological 
conditions (Martin et al., 1994) and the distribution of 
column sulphate aerosol loading was derived by Languor 
and Rodhe (1991). The indirect effect at the top of the 
atmosphere was found to be about -1.3 Wm"2 in the global 
annual mean since pre-industrial times. The Norther, 
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Hemisphere forcing is found to be 1.6 times greater than 
that in the Southern Hemisphere; this is small compared to 
the factor of 3 difference in the direct aerosol forcing 
calculated by Kiehl and Briegleb (1993) using the same 
sulphate distribution. The reason is that the lower the pre-
industrial concentration of CCN, the more susceptible the 
cloud albedo, and hence forcing, is to an increase in 
sulphate concentration; this acts to amplify the effect of 
aerosol increases on the forcing in regions such as the 
southern oceans. For a similar reason, Jones et al. (1994) 
point out that the forcing per unit mass of sulphate will 
have been greater earlier in the century when cloud albedo 
was more susceptible to changes in CCN. 

The estimates of Jones et al. (1994) can be compared 
with previous estimates based on simpler models. 
Kaufman and Chou (1993) found a forcing of -0.45 Wnr2 

and Charlson et al. (1992) estimated -1 Wnv2. 
These preliminary estimates of the radiative forcing due 

to the indirect effect of aerosols were based on calculations 
of the variations of cloud reflectances associated with 
variations in droplet size, the cloud liquid water content 
remaining constant. Observations (Radke et al., 1989) 
suggest, however, that cloud liquid water may vary in 
relation to droplet number. Clouds with smaller droplets 
tend to retain their liquid water through inhibition of the 
formation of drizzle. As a consequence, for constant 
external conditions (turbulent surface fluxes, entrainment, 
sea surface temperature, incident solar energy, etc.), clouds 
with smaller droplets would tend to have liquid water 
concentrations that are larger than those of similar clouds 
with larger droplets. The resulting effect of these 
mechanisms should be to enhance the space and time 
averaged albedo of the areas of strong sulphate aerosol 
concentration. 

In recent model simulations, attempts have been made to 
account for these complex interactions between radiation, 
cloud microphysics (e.g., cloud droplet size) and 
precipitation. GCM simulations appear to exhibit a large 
sensitivity to these microphysical processes: a simulation 
performed with the LMD GCM using fixed sea surface 
temperatures (Boucher et al., 1994a, 1994b) investigated 
the effect that an increase in cloud droplet concentration 
would have on cloud properties by imposing a fourfold 
increase, for illustrative purposes. The consequent changes 
in cloud liquid water content and cloud cover led to a 
decrease in absorbed solar radiation which was 
approximately the same size as the decrease due to 
changes in cloud albedos resulting from variations in 
droplet size. Hence changes in cloud amount and liquid 
water content could lead to a significant enhancement of 
the indirect effect of aerosols. 

These model calculations confirm that through various 

mechanisms the aerosol indirect effect might make a very 
important contribution to radiative forcing. However, 
many questions remain open, such as that of the role of 
absorbing particles; in addition, the observations on which 
these simulations are based are still scarce, the evidence is 
tenuous and further observational confirmations are clearly 
needed. In addition, the representation of clouds in GCMs 
is still one of the major sources of uncertainty in climate 
modelling, the indirect aerosol effect adding to that 
uncertainty. As a consequence we can have little 
confidence in the reliability of available estimates. 

4.4.1.3 Summary of anthropogenic aerosol effects 

Although it might appear very likely that anthropogenic 
aerosols (including those resulting from biomass burning) 
do influence the radiative balance of the planet by back-
scattering incoming solar radiation, the exact value of this 
effect cannot be calculated with confidence at this time 
due to inadequate knowledge of their sources, properties 
and geographical distribution. This uncertainty will 
persist until new observational data can he collected on 
a global scale with the required accuracy (Hansen et al., 
1993b). 

The advisability and utility of comparing global-mean 
forcing of anthropogenic aerosols with that due to 
greenhouse forcing is questionable because the two types 
of forcing are fundamentally different in nature. The 
inhomogeneity of the geographical and temporal 
distribution of aerosol forcing might lead to a climatic 
response different from that resulting from a more 
geographically uniform forcing, even with the same 
global-mean forcing (see Section 4.8). 

Current estimates place the value of the global-mean 
forcing since pre-industrial times due to direct effects of 
anthropogenic sulphate aerosols in the range -0.25 to -0.9 
Wm"2. Inclusion of other aerosols from biomass burning 
could cause an additional forcing of-0.05 to -0.6 Wm"2. 

Although some observations have confirmed that, at 
least in some cases, changes in CCN concentration 
resulting from aerosol concentration enhancements do 
have a significant impact on cloud albedos, many 
questions arise that remain essentially unanswered. Under 
these conditions any estimate is very uncertain. The 
presently available estimates have shown that the indirect 
effect of aerosols might be of similar size to the direct 
effect, but observations have also shown that the influence 
of absorbing particles could lead to a decrease in cloud 
albedos in some circumstances. To permit even initial 
assessment of the magnitude of the various mechanisms 
involved in this effect, innovative and exploratory work is 
required. 
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4.4.2 Radiative Forcing due to Stratospheric Aerosol 

4.4.2.1 Introduction 
The stratospheric aerosol layer is of importance for the 
radiation budget of the stratosphere and for the surface-
troposphere system. An enhancement of sulphate particle 
concentrations is observed following volcanic eruptions 
which inject sulphur-containing gases into the stratosphere 
that are then converted to aerosols (see Chapter 3). Large 
concentrations of these aerosols following volcanic 
eruptions perturb the climate by: 

(a) warming the lower stratosphere through the 
enhanced absorption of solar and long-wave 
radiation; 

(b) reducing the net radiation available to the surface-
troposphere system (i.e., a negative surface-
troposphere radiative forcing). 

However, owing to the short residence times of these 
aerosols in the stratosphere (with an e-folding time of 1-2 
years), the radiative forcing produced by a single volcanic 
eruption lasts for only a few years. The spatial and the 
temporal distribution of the forcing is governed by aerosol 
microphysics and large-scale dynamical processes. The 
1991 eruption of Mt. Pinatubo in the Philippines stands out 
as probably the major volcanic perturbation of this century 
(Sato etal., 1993). 

There is a possibility that the background stratospheric 
aerosol amount has increased as a result of human activity 
(Hofmann, 1990). However, even if all the aerosol in the 
stratosphere just prior to the Mt. Pinatubo eruption was 
due to human activity, which is very unlikely, the radiative 
forcing would be less than -0.2 Wm"2, if the 1990 value of 
the optical depth given by Sato et al. (1993) is used. 

4.4.2.2 Stratospheric aerosol radiative effects 

Model Computations 
The radiative forcing due to stratospheric aerosols is 
mainly determined by the optical depth and the area-
weighted mean (or effective) radius (Lacis et al., 1992). 
The surface-troposphere forcing is less sensitive to other 
characteristics such as the aerosol composition and the 
altitude. For particle effective radii below 2 /urn, which is 
the regime that is normally observed, there is a globally 
averaged cooling; above this size, the infrared radiative 
effects would dominate and there would be a globally 
averaged warming of the surface-troposphere system. The 
sensitivity of the radiative forcing is estimated to be about 
-2.5 to -3 Wm"2 for a midvisible optical depth of 0.1 (Lacis 
et al.. 1992; Russell et al., 1993). The forcing is spatially 
inhomogeneous and evolves temporally as well, consistent 
with the microphysical mechanisms governing the aerosol 
formation and sinks, and the global scale transport of 
volcanic gases and aerosols. 

In a model investigation of the aerosol produced by the 
eruption of Mt. Pinatubo, Hansen et al. (1992) considered a 
global mean midvisible optical depth that has a value of 
about 0.15 ten months after the eruption, decaying 
exponentially after that with a one-year time constant. The 
corresponding global-mean forcing is estimated to have had 
a maximum value of about -4 Wm"2, and a value of about -
1 Wm"2 until about two years following the eruption. The 
volcanic aerosol forcing over the first two years after the 
eruption is comparable with the greenhouse gas forcing 
over the past century and is substantially greater than 
greenhouse forcing over the past decade (-0.4 Wm"2). 
However, the effect of the aerosols from a single eruption is 
felt for only a short duration unlike the greenhouse gases 
which have longer lifetimes. For such a transient forcing 
only a small fraction of the possible equilibrium 
temperature change (Equation (4.1)) can be realised 
because of the thermal inertia of the climate system. 

Kinne et al. (1992) estimate a heating of the tropical 
lower stratosphere of about 0.3 K/day due to the Mt. 
Pinatubo aerosols. This heating anomaly resulted in: 

a) an increase in the local temperature; 
b) an additional mean upward motion for the aerosol 

cloud leading to adiabatic cooling; 
c) reductions in ozone concentrations as a consequence 

of the enhanced upward motions. 

Each of these processes operated on a different time-
scale; maximum lower stratospheric temperatures were 
observed after -90 days; maximum ozone losses of about 
1.5 ppmv occurred after 140 days. 

Observations 

Numerous observations and/or inferred information 
concerning the Mt. Pinatubo aerosols have been 
documented (e.g., GRL (1992) and see Chapter 3). The 
optical depth estimates during the first year ranged from 
-0.1-0.3 and varied with location. The most optically thick 
portions of the cloud resided between 20-25 km, and were 
confined to the 10°S-30°N zone during the early period 
(McCormick et al., 1992). Within 2-3 months, high 
stratospheric optical depths were observed to at least 70°N: 
the aerosol loading in the Southern Hemisphere was also 
enhanced. The aerosol loading has now decayed to near 
pre-emption levels. 

Directly observed narrow and broad band total solar 
irradiance effects attributable to the eruption of Ml. 
Pinatubo have been reported by both surface-based and 
satellite observations (Valero and Pilewskie, 1992; Button 
and Christy, 1992; Button et al., 1994; Minnis et al., 199?: 
Saunders, 1993). The observations during the first t\\>> 
years generally agree closely with the theoretically 
expected reductions in the solar radiation at the surface, a-. 



Radiative Forcing IH7 

estimated from optical depth measurements. The 
reductions range from <5 to 20 Wm~2 in the diurnal 
mean depending on the associated aerosol optical depth. 
Figure 4.6 shows the anomaly in low latitude net 
irradiance at the top of the atmosphere, as measured by the 
ERBE (Minnis et a/., 1993; updated by Minnis, 1994). The 
observations indicate a decrease of about 5 Wm2 in the 
absorbed solar radiation in the period following the 
eruption. 

The satellite observations of Minnis et at. suggest the 
possibility of significant cloud modification and hence the 
presence of an indirect aerosol radiative forcing due to the 
volcanic aerosols. Polarisation lidar observations by 
Sassen (1992) in the Northern mid-latitudes following the 
Mt. Pinatubo eruption indicate that the aerosols could have 
affected the microphysical and optical characteristics of 
cirrus clouds in the upper troposphere. A model study 
(Jensen and Toon, 1992) also suggests that the aerosols 
have a potential for the formation of cirrus clouds, with the 
extent of the effect depending on the aerosol composition 
and size distribution. While cirrus clouds so affected could 
make an important contribution to radiative forcing, global 
estimates of such indirect forcing are not possible at 
present. 

4.4.2 J Observations ami simulations of climatic effects 
Surface-troposphere 
The time-series of anomalies from satellite observations 
reveals that there was a nearly global, but non-uniform, 
tropospheric cooling following the eruption of Mt. 
Pinatubo (Button and Christy, 1992). This has been shown 
to be coincident with the observed reduction in solar 
radiation reaching the troposphere. The summer 1992 
cooling was greatest in the continental interiors (Hansen et 
w/., 1993a). 

Hansen et al. (1992) have conducted a GCM 
investigation of the climatic impact due to the Mt. 
Pinatubo aerosols, using their calculations of forcing 
discussed in Section 4.4.2.2. The model predicts a global 
cooling that represents a dramatic but temporary break in 
the warm conditions of recent years. The cooling 
maximised about fifteen months after the eruption time. 
There is good agreement between the model predictions 
and the observations (see Figure 4.7b and c). The model-
computed surface cooling ranges from 0.4 to 0.6°C while 
the observed cooling estimates in 1992 (~a year after the 
eruption) range from 0.3 to 0.5°C (Hansen et al., 1993a). 

Graf et al. (1993) have used a global aerosol 
microphysics-transport model to obtain the aerosol 
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Figure 4.6: Time series of smoothed wide field of view Earth Radiation Budget Experiment long-wave (LW), short-wave (SW) and 
net(LW-SW) irradiance anomalies (in Wm"2) between 40°N and 4()°S relative to the 5 year (1985-1989) monthly mean (alter Minnis et 
al., 1993, updated by Minnis, 1994). The deviation starting in mid-1991 is mainly due to the Mt. Pinatubo eruption - the net anomaly 
in August (about -4 Wm"2) is almost three times higher than the standard deviation computed between 1985 and 1989. 
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Figure 4.7: Observed and modelled (from the G1SS GCM) 
monthly mean temperature changes over the period of the Mt. 
Pinatubo eruption (updated from Hansen et al., 1993a). The 
eruption is indicated by the vertical dashed line, (a) Stratospheric 
temperatures are from satellite observations and show the 30 mb 
zonal mean temperature at 10°S and are supplied by M.Gelman, 
NOAA; the model results are the 10-70 mb layer at 8 to 16°S. 
The zero is the mean for 1978 to 1992. (b) Tropospheric 
temperatures are from satellite observations and are supplied by 
J. Christy. Univ of Alabama; the observations and model results 
are essentially global. The zero is given by the mean for the 12 
months preceding the eruption, (c) Surface temperatures are 
derived from meteorological stations; the observations and model 
results are essentially global. The zero is given by the mean for 
the 12 months preceding the eruption. Note that the model results 
use a simple prediction of the way the optical thickness of the 
volcanic cloud varied with time, made soon after the eruption, 
rather than detailed observations of the evolution of the cloud. 

distribution under volcanically perturbed conditions; this is 
used to compute the radiative forcing. In turn, the forcing 
is employed in a GCM to study the response of the climate 
system. There is a significant warming of the aerosol-
containing layers in the tropics and the mid-latitudes, 
consistent with observations. The warming increases the 
equator-to-pole temperature gradient in the upper 
troposphere and lower stratosphere. There is also an 
increase in the polar night jet in the Northern Hemisphere, 
with strong zonal winds that extend down into the 
troposphere. 

By removing the influence of El Nino - Southern 
Oscillation events, Robock and Mao (1994) have identified 
the patterns of climate response to large volcanoes on a 
regional and seasonal basis. The cooling lasts 
approximately 2 years, with the Northern Hemisphere 
response being larger, and with an amplitude of 
approximately 0.1 to 0.2°C averaged over the 6 largest 
eruptions of the past century. A particularly interesting 
pattern is the warming over the Northern Hemisphere 
continents in the winter following tropical eruptions and in 
the second winter following high latitude eruptions. This 
pattern is found both in observations (Robock and Mao, 
1992) and in GCM simulations (Graf et al., 1993). The 
radiative forcing from major eruptions (including Mt. 
Pinatubo) is believed to alter atmospheric circulation 
patterns, so as to increase the transfer of heat from the 
oceans to Northern Hemisphere continents during the 
winter following the eruption. 

Stratosphere 
A number of studies have reported warming of the lower 
stratosphere following the eruption of Mt. Pinatubo 
(Labitzke and McCormick, 1992; Angell, 1993; Hansen et 
al., 1993a; Spencer and Christy, 1993; Christy and 
Drouilhet, 1994). Recent observations are discussed in 
more detail in WMO (1994). 

Angell (1993) finds that the warming of the lower 
stratosphere following the eruption of both Agung 
(in 1963) and El Chichon (in 1982) was greatest in 
the equatorial zone and least in the polar zones. The 
warming following the El Chichon eruption was slightly 
greater than that following the Agung eruption everywhere 
except the south polar zone. Preliminary analysis indicated 
that, in the northern extratropics and the tropics, the 
warming following the Mt. Pinatubo eruption was 
comparable to the warming that followed Agung and 11 
Chichon which is consistent with an analysis of radiosonde 
data by Labitzke (see WMO, 1994). However, in southern 
temperate and polar zones, the warming following Mt. 
Pinatubo is considerably greater, perhaps due to a 
contribution from the eruption of Cerro Hudson in Chile. 
Globally, the warming following the Mt. Pinatubo eruption 
was greater than that after the El Chichon and Aguiu: 
eruptions. 
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Lower stratospheric temperature data deduced from 
Channel 4 of MSU (see Section 4.3.4) show that the 
eruption of Mt. Pinatubo gave a slightly greater global 
mean warming (about 1.1°C) than El Chichon (about 
0.7°C) compared to the immediate pre-eruption 
temperatures (Christy and Drouilhet, 1994). 

Both MSU and radiosondes are in general agreement 
that the post-eruption warming is similar in the Northern 
Hemisphere for both El Chichon and Mt. Pinatubo. The 
greater warming in the Southern Hemisphere following 
Mt. Pinatubo is consistent in both the MSU and radiosonde 
analyses. 

Hansen et al. (1993a) show that the tropical warming in 
the lower stratosphere associated with Mt. Pinatubo is well 
simulated by the GISS GCM with an imposed idealised 
volcanic aerosol cloud (see Figure 4.7a). 

4.4.2.4 Summary 

By far the most encouraging development in the study 
of volcanic aerosol impacts has been the opportunity 
to compare model computations of radiative forcings 
with observations taken following the eruptions of El 
Chichon and Mt. Pinatubo, particularly the latter. The 
computed forcings appear to be in reasonable agreement with 
inferences from observations. Further, GCM simulations, 
especially based on the Mt. Pinatubo eruption, appear to 
yield transient global mean temperature responses that are 
reasonably consistent with observations, both for the lower 
stratosphere and the surface. In this regard, the Mt. Pinatubo 
eruption, being of a large magnitude, has afforded a test of 
the ability of current GCMs to simulate the climate system's 
response to a large transient external radiative perturbation. 
The preliminary work so far provides fair optimism for the 
credibility of the models on short time-scales. However, 
considerably more work in comparing model simulations 
with observations remains to be done, especially evaluating 
the degree of agreement in the spatial and the seasonal 
responses, and in extending these findings to forcing with 
longer time-scales. 

Since the stratospheric aerosol forcing is a transient one, 
its climatic effect on the decadal scale requires a 
knowledge of the duration of the forcing. A key issue in 
this regard is the necessity of knowing the spatial and 
temporal evolution in the aerosol optical depth and size 
characteristics; this requires a continuous monitoring of the 
stratosphere. The aerosol microphysical processes and the 
potential for indirect effects through cirrus cloud 
modifications also need to be studied. 

The radiative forcing from Mt. Pinatubo-type volcanic 
eruptions is large but transitory. The magnitude of the 
negative forcing during the first two years (> 1 Wm"2) 
following the eruption easily overwhelms the decadal 
increments in the greenhouse gas forcing (-0.4 Wm"2). 

The transient cooling tendency at the surface induced by 
such a negative forcing has the potential to dominate the 
global surface temperature record for a few years. 

4.5 Solar Variability 

Since the Sun provides the energy which drives the climate 
system, variations in solar output are obviously a potential 
mechanism for driving climate change. Quantification of 
that role is made difficult because reliable observations of 
the solar irradiance have only been made from satellites 
since the late 1970s. These observations can be used to 
estimate changes in solar output on longer time-scales by 
making use of relationships with other indicators of solar 
variability which are more easily observed from the 
surface. Records for some of these indicators extend back 
to the 17th century. However, these relationships are based 
on an incomplete understanding of solar physics, so there 
are substantial uncertainties in the estimated change in 
solar output. 

In addition, there are a number of studies which have 
shown significant correlations between indicators of solar 
variability and changes in climate. The reality of any 
connection is often controversial, especially when there is 
no obvious physical mechanism that can provide a 
quantitative explanation. 

4.5.1 Observations of Variability in Solar Irradiance 
since 1978 

Since the late 1970s, the variations of both the integrated 
and spectrally resolved solar irradiance have been 
precisely measured from a number of different space-borne 
instruments. These have demonstrated that the total solar 
irradiance (sometimes less accurately known as the solar 
constant) is certainly not strictly constant, having varied by 
about 0.1% during solar cycle 21 (1979 to 1990) (Hickey 
el «/., 1988; Willson and Hudson, 1988; Lee el al., 1987). 

The radiative forcing due to changing solar output is 
obtained by multiplying the change in total solar irradiance 
by a factor of (I - planetary albedo)/4 or 0.175; the factor 
of 4 is associated with the fact that the Earth's surface area 
is four times the cross-sectional area of the Earth as seen 
from the Sun whilst the factor (1 - planetary albedo) 
ensures that only solar radiation actually absorbed by the 
Earth-atmosphere system is accounted for. With this 
scaling a 0.1% change in total solar irradiance would be 
equivalent to a radiative forcing of 0.24 Wm"2 if all the 
change at the top of the atmosphere was experienced at the 
tropopause. In this section all changes quoted in Wm"2 are 
instantaneous radiative forcings rather than changes in 
total solar irradiance itself. 

While the radiative forcing associated with a change of 
0.1% in total solar irradiance is a significant fraction of 
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that believed to be induced by changes in greenhouse gas 
concentration over about the period of a decade, there are 
several factors that are believed to make this comparison 
an overestimate of the true role of the Sun upon recent 
climate. First, the thermal inertia of the ocean-atmosphere 
system leads to lag times between radiative forcing and 
climate response that are much longer than a decade. 
Therefore the steady accumulation of greenhouse gases in 
the atmosphere over many decades can ultimately cause a 
climatic impact far greater than the cyclic solar changes 
(which average to a net of near zero over 11 years or so). 
The realised surface temperature change associated with 
the most recent 11-year solar cycle forcing is estimated to 
be in the order of 0.02-0.06°C (Hoffert et al., 1988; Foukal 
and Lean, 1990; Lee et al., 1993), much smaller than the 
corresponding equilibrium response of about 0.2°C to a 
sustained forcing due to a 0.1% change in solar output. 

A second factor that affects the interpretation of 
observed changes in solar irradiance is the fact that the 
spectral variation of the change plays a key role in 
determining where the incoming energy is absorbed. 
Ultraviolet radiation at wavelengths shorter than about 0.3 
,am is absorbed nearly entirely above the tropopause, and is 
estimated to represent about 20% of the change in the 
Sun's total output over an 11-year cycle; the region 
between 0.3 and 0.4 fim makes up an additional 13% 
whose penetration to the troposphere is more limited than 
that at longer wavelengths (Lean, 1991; Lean et al., 
1992a). Thus the direct forcing of the troposphere by solar 
irradiance changes at the wavelengths that effectively 
penetrate there is less than 80% of the total spectrally 
integrated change in the solar irradiance (Lean, 1991). 

However, the possibility of feedbacks that could modify 
the propagation of UV radiation changes to the tropopause 
should also be considered. Haigh (1994) made the 
important point that enhancements in the irradiance at 
wavelengths less than 0.25 ^m could lead to ozone 
increases in the lower stratosphere that would act to shield 
the troposphere from extraterrestrial irradiance changes. At 
winter high latitudes less solar radiation could reach the 
troposphere during periods of high solar activity. 

4.5.2 Inferences of Variability in Solar Irradiance on 
Longer Time-scales 

It is possible that solar changes over longer time-scales 
may have been larger than those since 1978, and therefore 
more important for understanding climate forcing on time-
scales of centuries or more. 

One approach to inferring historical changes in solar 
output assumes that the Sun's brightening can be attributed 
to the irradiance effect of photospheric structures called 
faculae, which, like dark sunspots, are regions of enhanced 
magnetic activity (Lean, 1991). Foukal and Lean (1990) 

estimated solar cycle irradiance variations since 1874, 
based on an empirical analysis of the relationship between 
sunspot number (as a surrogate for faculae) and directly 
observed total irradiance (corrected for sunspot blocking) 
since 1979, coupled with historical measurements of 
sunspot number. Their results suggest that the mean total 
irradiance has been rising steadily since about 1945, with 
the largest peaks so far in about 1980 and 1990. The long-
term change since 1874 was of the order 0.05% (about 0.1 
Wm"2). The method of Lean and co-workers suggests a 
solar output decrease of about 0.24% (about 0.6 Wm2) 
during the Maunder Minimum (mainly in the 17th century) 
as compared to contemporary values (Lean et al., 1992b). 
The larger variability was speculated to arise from changes 
in background solar emission in addition to changes 
associated with the 11-year cycle alone as determined by 
Foukal and Lean (1990). 

A different approach to inferring variability in solar 
output was presented by Nesme-Ribes and Mangeney 
(1992) and Nesme-Ribes et al. (1993), who consider 
evidence for changes in the solar convection pattern and in 
the solar diameter within the framework of the solar 
dynamo model. They include detailed historical 
observations of the motion of sunspots, which allow 
inference of the solar surface rotation rate. This in turn can 
be related to the solar meridional circulation pattern and to 
a corresponding change in kinetic energy and total solar 
irradiance. They inferred a variation of the solar irradiance 
during the Maunder Minimum of about 0.5% (about 1 
Wm"2). If this interpretation is correct, it very likely 
implies a smaller role for changes in solar irradiance 
during the past century, when the Sun has apparently been 
much more active (e.g., Foukal and Lean, 1990). 

Hoyt and Schatten (1993) estimated the changes in solar 
irradiance over the past several centuries using five 
different surrogates for solar activity. They derive a 
possible forcing of around 0.4 Wm"2 between 1850 and the 
present day. This is considerably smaller than the 
estimated greenhouse forcing of more than 2 Wm"2, but 
such solar changes may have made a non-negligible 
contribution to climate change earlier this century. 

Lockwood et al. (1992) compared the brightness 
fluctuations of the Sun with eight years of observations of 
33 Sun-like stars. They concluded that the Sun is in an 
unusually steady phase compared to similar stars, and 
suggest that the extrapolation of current measurements of 
solar brightness to previous epochs based on contemporary 
solar indicators could be risky. Lockwood et al. (1992) 
emphasise the fact that future solar-induced climate 
fluctuations could exceed those of the historical past. 
However, Foukal (1994) points out that our understanding 
of the Sun's magnetic activity is inconsistent with any 
change in solar output greater than those that have been 
inferred for the past few centuries. 
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4.5.3. Correlations between Climate and Solar 
Variability 

Suggestive correlative evidence for an enhanced role of the 
Sun in forcing climate has been presented by many 
authors, including Labitzke and Van Loon (1993, and 
references therein), Reid (1991), Friis-Christensen and 
Lassen (1991) and Tinsley and Heelis (1993). In these 
studies, the correlations between solar indices such as 
sunspots and solar cycle length, and observed 
characteristics of the atmosphere (e.g., temperature at 
particular locations, global average sea surface 
temperature, etc.) are examined. Some authors have 
questioned the usefulness of solar-cycle correlation 
studies, noting that undersampling and/or aliasing of other 
periodic atmospheric phenomena could lead to spurious 
results (e.g., Teitlebaum and Bauer, 1990; Salby and Shea, 
1991; Dunkerton and Baldwin, 1992). A combination of, 
for example, biannual and quasi-biennial oscillations could 
induce 10- to 12-year periodicities and hence lead to 
correlations similar to those observed, but unrelated to 
solar forcing (Dunkerton and Baldwin, 1992). In addition, 
internal variability of the climate system, or other 
mechanisms such as changes in ocean circulation, could 
lead to 10- to 12-year oscillations over short records which 
could be misinterpreted as solar signals. 

Labitzke and Van Loon (1993) noted remarkably high 
correlations between stratospheric temperatures and solar 
indices (such as solar emissions at a wavelength of 10.7 
cm), as well as an apparent propagation of such 
correlations in the form of planetary-scale temperature 
patterns throughout the troposphere (with amplitudes 
exceeding 1°C in some cases). Kodera (1993) showed, by 
examining running correlations, that undersampling is not 
the origin of the Labitzke/Van Loon oscillation. However, 
it is clear that the large changes in temperature noted by 
Labitzke and Van Loon (1993) and others are inconsistent 
with observed changes in the radiative forcing associated 
with the well-documented total solar irradiance 
fluctuations of at least the past decade (and very probably 
the past century). Observations also show that the 
ultraviolet region of the spectrum is subject to much larger 
fluctuations over the 11-year solar cycle, i.e., 5-10% at 0.2 
fim, and 2-6% at 0.21-0.25 jum, decreasing to less than 1% 
by 0.29 /urn (Rottman, 1988; Cebula et al., 1992; Lean et 
al, 1992a). These wavelengths are all absorbed well above 
the tropopause. If this forcing resulted only in local 
stratospheric temperature changes, then there would be 
little direct impact upon surface climate. Nevertheless, the 
likely stratospheric dynamical responses to this forcing and 
the physical mechanisms that could transmit and possibly 
amplify their effects in the troposphere need also to be 
considered. 

Recent model assessments of the effects of observed 
ultraviolet flux variations over the 11-year solar cycle 

predict relatively minor perturbations of the order of 1% 
for total ozone, 1°C for stratospheric temperatures, and less 
than 1 ms"1 for stratospheric zonal wind (Huang and 
Brasseur, 1993; Wuebbles et al., 1991). Observational 
evidence for the solar forcing of the middle atmosphere is 
not straightforward because of the short record (from 1 to 
3 cycles), so that no relationship can be considered well-
established statistically. Recent analysis of stratospheric 
ozone, wind and temperature data by Hood et al. (1993) 
and Randel and Cobb (1994) suggest solar-related changes 
in all of these parameters that are qualitatively consistent 
with model predictions but quantitatively much larger than 
expected (e.g., the 23±9 ms"1 zonal wind oscillation noted 
by Hood et al., 1993). Particularly noteworthy is the work 
of Kodera and co-workers (e.g., Kodera et al., 1990; 
Kodera, 1991) suggesting a strong solar-cycle dependence 
of the strength of the upper stratospheric polar night jet. 
Kodera et al. (1990) noted that changes in the position and 
strength of the zonal winds near the stratopause in 
December appeared to influence the tropospheric 
westerlies observed in the following February, perhaps via 
wave-mean flow interactions. Such changes are 
qualitatively consistent with the findings of Labitzke and 
Van Loon (1993), which require a mechanism capable of 
changing the climatology of the stratosphere and 
troposphere throughout the winter season dependent upon 
solar activity. 

Kodera et al. (1991) presented a GCM study of the 
modulation of the stratospheric circulation during the 
Northern Hemisphere winter by the quasi-biennial 
oscillation (QBO) and by solar activity. By imposing a 
40% modulation of the ultraviolet heating, they obtained 
an oscillation quite similar to that observed by Labitzke 
and Van Loon (1993), but noted that this forcing far 
exceeds that justifiable by solar observations. Further, 
Hamilton (1990) examined historical records of surface 
temperature and pressure dating back to the late 1800s. 
Combining these data with a wide range of plausible time-
series for QBO phase, he showed that no reproduction of 
Van Loon and Labitzke's (1988) solar correlation results 
of these quantities was possible during the period from 
1875 to 1936, provided that the QBO phases then followed 
the same pattern as in modern observations. Thus it 
appears that these oscillations, if real, remain inconsistent 
with contemporary observations of solar output and 
theoretical models of atmospheric dynamics. 

Friis-Christensen and Lassen (1991) found a high 
correlation between solar cycle length and Northern 
Hemisphere land temperatures. Hoyt and Schatten (1993) 
used solar cycle length as one of their parameters in 
deducing a quantitative variation in solar output over 
recent centuries. They also find a good correlation between 
solar output and Northern Hemisphere surface 
temperatures over the past century. However their results 
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imply that a 0.14% increase in solar output (equivalent to a 
forcing of 0.34 Wnr2) causes a surface warming of 0.5°C; 
this is a high climate sensitivity which, if applied to the 4 
Wm"2 forcing associated with doubling the concentration 
of C02, would result in a warming of about 6°C. Thus the 
hypothesis that variability in solar irradiance explains the 
observed surface temperature variations over the past 
century is inconsistent with our current understanding of 
climate sensitivity and would require a dramatically 
different forcing-response relationship for solar forcing 
than for other forcing mechanisms; there is no known 
physical mechanism and no modelling evidence to support 
such a difference. 

4.5.4 Summary 

The characterisation of variability in solar irradiance is one 
element in efforts to understand climate change. In roughly 
descending order of scientific confidence: 

(i) Observations since the late 1970s indicate that the 
change in radiative forcing between the maximum 
and minimum of the 11-year solar cycle is about 
0.24 Wm"2. Although this is a substantial fraction of, 
for example, the decadal increment of radiative 
forcing due to greenhouse gases, the fact that it is 
cyclic means that such changes in solar irradiance 
are likely to play only a negligible role in surface-
troposphere climate variations. 

(ii) Extension of current understanding of the 
relationship between observed solar irradiance 
change and other indicators of solar variability 
indicates that long-term increase in solar irradiance 
since the 17th century might have been climatically 
significant. A radiative forcing of about 0.3 Wm"2 

since 1850 has been suggested, but uncertainties are 
large. 

(iii) Observations of Sun-like stars suggest that solar 
variability could be larger in the future, but current 
understanding of the Sun indicates that this 
variability might not exceed the changes inferred for 
the Sun during the past few centuries. 

(iv) Studies using limited records indicate correlations of 
winds and temperatures with the solar cycle. 
However, their interpretation remains controversial 
on statistical grounds. No physical mechanism has 
been proposed that is quantitatively consistent with 
the relationships implied by the correlations. 

4.6 Other Forcings 

IPCC (1990) briefly discussed two other possible radiative 
forcing mechanisms - due to changes in surface albedo 
and "Milankovitch" variations in the Earth's orbital 
parameters. It was concluded that, for the global-mean, the 

likely forcings were negligible compared to the effects of 
other mechanisms on the century time-scale; there appears 
to be no need to change this conclusion. 

If, in future, the emphasis shifts from global and annual 
mean forcings to the need to know the forcing at more 
regional levels (see Section 4.8) then there may be a need 
for re-assessment. 

The annual and hemispheric mean radiative forcing due 
to orbital changes are negligible on the century time-scale. 
However, Smits et al. (1993) show that between 1765 and 
1990 the Northern Hemispheric mean incident solar 
radiation has increased by 1 Wm"2 in April and decreased 
by 1 Wm"2 in September; to convert to a forcing change 
these values should be multiplied by about 0.7 to account 
for the planetary albedo. 

An exploratory calculation of the effect of changes in 
surface albedo might assume that 20% of the tropical rain 
forest has been lost over a 30 year period (Henderson-
Sellers and Gornitz, 1984) with the surface albedo 
changing from 0.13 to 0.16. Assuming the changes in 
planetary albedo to be about one-third of the surface 
albedo change (due to effects of clouds and atmospheric 
gases) then for a diurnal-mean incident solar radiation of 
400 Wm"2, the 30 year radiative forcing actually over the 
tropical forests would be about -0.8 Wm"2. Locally this 
could be a significant fraction of, but the opposite sign to, 
the greenhouse forcing over the same period (+1.2 to 1.5 
Wm"2) but it must be emphasised that this surface albedo 
effect would occur only over 7% of the globe. However, 
the assumed change in surface albedo has not yet been 
confirmed by recent global satellite surveys (e.g., Whitlock 
et al., 1994); the surface albedo fields from such surveys 
do not yet agree in either absolute value or spatial gradient. 
A complete reassessment would need to consider other 
possible changes in surface albedo. 

4.7 Estimates of Total Forcing 

Two general approaches can be used to estimate past 
forcing. One is simply to compare the best estimates of 
each forcing mechanism, an approach used in IPCC (1990) 
and updated below. A second method attempts to combine 
forcing estimates with observed temperature changes and 
simple climate models; the degree of agreement between 
modelled and observed temperatures is then taken as some 
constraint on the sizes of forcings. Recent work in this area 
is reviewed in Section 4.7.3. 

4.7.1 Relative Confidence in Estimates of Radiative 
Forcing 

The method by which the radiative forcing is currently 
estimated varies from mechanism to mechanism; there is 
an associated variation in our level of confidence in the 
estimates. The basis of the forcing estimates has been 
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discussed in the appropriate sub-sections but it is useful to 
summarise the overall picture. 

Direct greenhouse forcing: Radiative forcing due to 
changes in concentrations of gases such as CCs, CH4, N20 
and the CFCs is calculated using radiative transfer models 
and accurate direct observations of changes in 
concentrations over the past few decades; changes in 
concentration since the pre-industrial period are also 
believed to be reasonably well characterised. Some work 
remains to be done on the spectroscopic properties of these 
molecules and on the observational verification of the 
radiative transfer methods used to calculate the forcing. 
Although it is difficult to quantify rigorously, the 
uncertainty in the total anthropogenic greenhouse forcing 
is probably about ±15%. Confidence in the estimates is 
relatively high. 

Stratospheric ozone and water vapour: Many of the 
estimates of the forcing due to changes in stratospheric 
ozone are based on observed trends over the past decade. 
Outside of the Antarctic springtime, the natural variability 
of ozone is so large that confidence in the cause of the 
trends is less than that associated with the "direct" 
greenhouse gases. The vertical distribution of the trend is 
not well established. For stratospheric water vapour, 
observations to date are inadequate for trend detection, and 
forcing estimates rely entirely on models. Confidence in 
the estimates is low. 

Tropospheric aerosols and ozone: For both these 
potential forcing mechanisms, calculations rely mainly on 
model estimated changes in concentrations with some 
constraints provided by limited observations; the models 
require knowledge of emissions of precursors and their 
distribution and the chemical transformations that generate 
and destroy the aerosols and ozone, as well as the 
advective processes; confidence in our current ability to 
model these processes is not high (see Chapters 2 and 3). 
There are additional significant uncertainties in the optical 
properties of the aerosols. Confidence in forcing 
calculations is low. The forcings due to aerosols and 
tropospheric ozone changes are of opposite sign, but might 
be of a similar magnitude and may have similar spatial 
patterns. Two points of importance are that firstly, our 
confidence in the estimates of both tropospheric ozone 
forcing and aerosol forcing is low, and secondly, the two 
processes are related, as the combustion processes leading to 
the production of aerosols or their precursors also 
generally lead to the production of ozone precursors. It 
may therefore be desirable to consider their combined effect. 

Confidence in the radiative forcing due to the impact of 
aerosols on clouds is very low. This is mainly due: 

(i) to the difficulties in relating changes in cloud 
properties to changes in aerosol concentrations and 
the lack of observational evidence of trends in cloud 
properties; 

(ii) the added impact of carbonaceous material on the 
radiative properties of clouds; 

(iii) the difficulties in representing clouds in atmospheric 
models. 

Volcanic aerosols in the stratosphere: The eruptions 
of Mt. Pinatubo, and to a lesser extent El Chichon, caused 
large but transient impacts on surface and top-of-the-
atmosphere radiation; the changes in irradiance have been 
amenable to direct observation. The radiative forcing 
resulting from Mt. Pinatubo is arguably the best 
characterised radiative forcing. Confidence in the forcing 
due to earlier eruptions decreases as there is progressively 
less knowledge of the strength and nature of individual 
eruptions. Confidence for eruptions 100 years ago is quite 
low. Confidence in the effect of volcanic aerosols on, for 
example, forcing due to changes in cirrus cloud properties 
or stratospheric ozone is very low. 

Solar variations: Direct satellite-based observations of 
the variation in solar output only extend back until 1978. 
Although the measurements are of high precision and 
stability, the radiative forcing at the tropopause is much 
less clear because of factors such as wavelength variations 
in the change in incoming solar energy and solar-driven 
changes in stratospheric ozone. Variations in forcing prior 
to 1978 have a very low confidence as they rely on indirect 
techniques which depend on an incomplete understanding 
of solar physics and/or the assertion that variations since 
1978 are representative of variations on much longer time-
scales. 

4.7.2 Best Estimates of Forcings since Pre-industrial 
Times 

Global-mean forcings are discussed here, but an important 
caveat is necessary. Even if the global-mean 
forcing/response relationship discussed in Sections 4.1.1 
and 4.8 is correct, the degree of cancellation of global-
mean temperature change due to opposing forcing 
mechanisms may not he a good guide to the cancellation 
on more regional scales. This applies to both the 
tropospheric aerosol forcing and the forcing due to 
changes in ozone. While forcings over smaller 
geographical areas could be quoted, this is not felt to be 
helpful: local forcing may bear little resemblance to local 
response because heat is transported by the atmosphere 
and ocean. 

Greenhouse Forcing: Recent estimates of the direct 
forcing due to greenhouse gas changes since about 1850 
are reasonably consistent. Although slightly different 
periods arc chosen and different trace gas concentration 
changes may be used, estimates are 2.3 Wm~2 (IPCC, 
1990), 2.1 Wnr2 (Hansen el at., 1993a), 2.A Wnr2 

(Hauglustaine el al., 1994), 2.1 Wirf2 (Kiehl and Briegleb, 
1993) and 2.3 Wnr2 (Shi and Fan, 1992). The first three of 
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these are adjusted forcings, the latter two are instantaneous 
forcings. 

Using the revised pre-industrial to 1992 changes in trace 
gas concentrations listed in Table 2.1 and the forcing-
concentration relationships from IPCC (1990) (Table 2.2) 
and from Table 4.3, an adjusted radiative forcing of 2.45 
Wm"2 is calculated and is estimated to be accurate to 
within ±15%. By gas this is: 1.56 Wm"2 for C02 ; 0.47 
Wm"2 for CH4; 0.14 Wm"2 for N-,0; 0.06 Wm"2 for CFC-
11 and 0.14 Wm"2 for CFC-12; other gases give about 0.08 
Wm"2, with CC14, HCFC-22 and CFC-113 contributing 
most of this. 

For the indirect adjusted forcing, uncertainties are 
larger. Hansen et al. (1993a) estimate -0.2 Wm"2 for 
stratospheric ozone change from 1970 to 1990; this is 
somewhat higher than would be inferred from 
Ramaswamy et al. (1992) who found a forcing of about 
-0.1 Wm2 for 1980 to 1990, which was a period of more 
marked ozone depletion. Hauglustaine et al. (1994) 
calculate an increase in tropospheric ozone since pre-
industrial times which resulted in a forcing of 0.55 Wm"2; 
there are insufficient similar calculations to characterise an 
uncertainty in this estimate, but, as discussed earlier, a 
value of order of a few tenths of a Wm"2 is supported by 
other work. A range of 0.2 to 0.6 Wm"2 is tentatively 
suggested; the upper limit corresponds to the simple 
estimate of Marenco et al. (1994) in which a pre-industrial 
ozone mixing ratio of 10 ppbv is assumed. For the effect of 
methane-induced changes in stratospheric water vapour, 
assuming a forcing of 5% of the direct methane forcing 
yields a value of about 0.02 Wm"2. 

Tropospheric Aerosol Forcing: The discussion in 
Section 4.4 led to estimates of the direct effect of sulphate 
aerosols of between -0.25 and -0.9 Wm"2 since about 1850. 
The corresponding value for aerosols from biomass 
burning is -0.05 to -0.6 Wm"2. However, we cannot rule 
out the possibility that the effects may lie outside these 
ranges. 

The indirect effect of aerosols, due to cloud albedo 
changes, is much more uncertain. Kaufman and Chou 
(1993) report a value of -0.45 Wm"2 since 1850 due to 
sulphate aerosols, although they believe that it may be 
more negative, while Jones et al. (1994) report a value of 
-1.3 Wm"2. Penner et al. (1992) conclude that the indirect 
effect of biomass burning must be comparable with the 
sulphate effect. Hansen et al. (1993a) estimate a combined 
biomass/sulphate indirect effect of -0.5 Wm"2, with at least 
a factor of two uncertainty. However, Kaufman and 
Nakajima's (1993) observational study indicates that the 
effect of biomass burning may be to decrease the albedo of 
some clouds. This may act to reduce the effect of aerosol 
changes on cloud radiative properties. A tentative range of 
0 to -1.5 Wm"2 is used here for the total indirect forcing 
due to tropospheric aerosols; the upper value is simply the 

same value as the combined sulphate/biomass direct 
forcing. However, we emphasise that there can be little 
confidence in such a range on the basis of present 
understanding. 

An overall estimate of the effect of tropospheric aerosol 
is impossible to make with any confidence. On the basis of 
a simple addition of the above estimates, a range of -0.3 
Wm"2 to -3 Wm"2 is plausible but it is possible that the 
actual forcing lies outside this range. These estimates may 
be subject to substantial revision in the future; this is in 
contrast to the greenhouse forcing which we believe to be 
far better characterised. Hence, on a global mean basis at 
least, the effect of tropospheric aerosols could range from 
a partial to a substantial offset of the greenhouse forcing; 
however, we emphasise again that cancellation of forcings 
on a global mean may not be a good guide to the regional 
climatic influence of individual forcings. 

Volcanic Aerosols: Peak global-mean forcings of up to 
-4 Wm"2 have been estimated as a result of the Mt. 
Pinatubo eruption (Hansen et al., 1992; Minnis et al., 
1993) although this was an unusually large eruption. 
Averaged over several years the forcing due to individual 
eruptions is -0.5 Wm"2 or less but such values are still of 
significance compared to other forcing mechanisms. Over 
the past century it is unlikely that there have been large 
trends in forcing due to stratospheric aerosols, although 
observational support for such a statement is lacking. 
Nevertheless, within the century, volcanic eruptions have 
been distributed unevenly in time, such that the period 
from about 1925 to 1960 was notably lacking in eruptions 
of potential climatic importance compared with the periods 
before and after (see e.g., Robock, 1991). Sato et a/.'s 
(1993) chronology of stratospheric aerosol optical depth 
since 1850 also suggests important inter-decadal changes, 
although they acknowledge the significant uncertainties 
associated with their estimates. Hence, over shorter 
periods, the variation in stratospheric aerosol loading may 
have caused a significant variation in forcing. 

Solar Variability: A number of recent studies suggest 
changes since the Maunder Minimum larger than those 
given in IPCC (1990). In terms of top of the atmosphere 
forcing since the Maunder Minimum, estimates include 
+0.6 Wm"2 (Lean et al., 1992b), +0.9 Wm"2 (Hoyt and 
Schatten, 1993) and +1 Wm"2 (Nesme-Ribes et al., 1993). 
Since about 1850, the forcing may have been about half 
these values; a mid-range value of 0.3 Wm"2 is taken, with 
a lower limit of 0.1 Wm"2 on the basis of Foukal and 
Lean's (1990) study and an upper limit of 0.5 Wm"2 based 
on Nesme-Ribes et al. (1993). Superimposed on this 
increase, a shorter time-scale variation has been proposed. 
Such changes could be of significance for the earlier pan 
of the century when greenhouse/aerosol forcings weiv 
much smaller; their significance since then depends to 
large extent on the degree of compensation between th 
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greenhouse and aerosol forcing, although confidence in the 
estimates of solar forcing is very low. 

Summary: Figure 4.8 shows our estimate of the 
radiative forcing due to different climate change 
mechanisms from about 1850 to 1990 based on the above 
discussion and subject to the caveats about the utility of 
global-mean forcing discussed in this chapter. An estimate 
of the net radiative forcing due to all human activity is not 
presented as the usefulness of combining estimates of 
global-mean radiative forcings of different signs, and 
resulting from different spatial patterns, is not currently 
understood. The different levels of confidence in such 
estimates also complicates any attempt to combine them. 

4.7.3 Estimates of Forcing from Obsen'ed Temperature 
Records 

An alternative method for assessing past forcings is to use 
statistically based comparisons with observed changes in 
surface temperature, either directly, or else by using a 
climate model with some representation of oceanic thermal 
inertia to calculate the evolution of the temperature. This 
modelled temperature series can then be compared with 
the observed series and some measure of explained 
variance can be computed. 

Three recent examples of this technique using simple 
global or hemispheric energy balance models are Kelly 
and Wigley (1992), Schlesinger and Ramankutty (1992) 
and Shi et al. (1993). 
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Figure 4.8: Estimates of the global and annual-mean radiative forcing (Wm-2) from 1850 to 1990 for a number of potential climate 
change mechanisms. The height of the column indicates a mid-range estimate of the forcing whilst the error bars show an estimate of 
the uncertainty range. Our confidence that the actual forcing lies within this range varies greatly from mechanism to mechanism; a 
subjective confidence level is indicated for each mechanism as either high, low or very low. The contributions of individual greenhouse 
gases are indicated in the first column. The episodic and transient nature of the effects of volcanic eruptions means that their relative 
importance depends greatly on the precise period for which forcings are quoted; their effects are not shown in the figure, but they can 
be of importance on decadal time-scales. 
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Kelly and Wigley (1992) use their best estimate of 
greenhouse gas and sulphate aerosol and impose a 
speculative representation of the effect of solar cycle 
length variations on solar constant with an undetermined 
amplitude B. They find the climate sensitivity and B which 
yield the largest value of explained variance. The results 
show that the explained variance is highest (61.6%) when 
the solar cycle effects are included on their own; however, 
it is only slightly lower (60.7%) when greenhouse gases 
and tropospheric aerosols are included. The results 
demonstrate that the explained variance is a very poor 
guide to the contribution of different forcing mechanisms. 

Schlesinger and Ramankutty (1992) adopt a similar 
approach and, further, explore the sensitivity to the size of 
the sulphate aerosol forcing. They obtain the highest 
explained variance when including greenhouse gases, solar 
cycle effects and tropospheric aerosols, for a pre-industrial 
to 1978 contribution of aerosols of -1.5 Wm"2. The proposed 
solar cycle effect does improve their explained variance and 
reduces the climate sensitivity (by a factor of two) but again 
a wide range of different forcings are possible which result 
in only a small change in explained variance. 

Neither of these two studies included the effects of 
volcanic aerosols. Shi et al. (1993) include an estimate of 
the effect of volcanoes in addition to greenhouse gases 
and, neglecting changes in tropospheric aerosols, achieve 
an explained variance exceeding 75%. They do not vary 
solar constant with solar cycle; instead, using the estimates 
of solar constant variation from Foukal and Lean (1990), 
which includes only a small long-term forcing trend, they 
find that the impact of solar variations is negligible. Thus a 
quite different mix of forcing mechanisms is found to 
produce a good agreement with observations. 

Further problems in this energy balance model approach 
are: 

(a) they ignore the effect of unforced natural variability; 
this variability might require that an appreciable 
fraction of the inter-decadal variance does not need 
to be explained in terms of forcing mechanisms 
(Stouffer et al., 1994); 

(b) they assume that the surface temperature record is of 
uniform reliability since the mid-19th century so that 
the modelled temperatures are required to fit the 
observations equally well for all periods; 

(c) they either assume values for climate sensitivity and 
effective thermal inertia, or use them as floating 
variables in the maximisation of explained variance; 

(d) they assume the same climate sensitivity for all 
forcings. 

Whilst these studies produce interesting and suggestive 
results, the ambiguity in the results and the neglect of 
unforced variability makes it unclear whether they provide 
useful information in addition to that provided by the more 

direct estimates discussed in Section 4.7.2. 
Hansen et al. (1993a) use a simplified version of the 

GISS GCM with a simple ocean to explore the dependence 
of the modelled temperature evolution when a variety of 
forcings are imposed. Although they do not quantify the 
degree of agreement between observed and modelled 
temperature changes, they do conclude that the inclusion 
of solar forcing and tropospheric aerosol forcing does 
achieve a greater consistency with observations than 
greenhouse gases alone. They also argue that the net 
tropospheric aerosol forcing cannot be much greater than 
their 1850-1990 estimate of-0.9 Wm"2. 

4.7.4 Future Forcing 

New scenarios of possible future concentrations of 
greenhouse gases and aerosols are not presented in this 
report, so earlier estimates from IPCC (1992) are not 
updated (see also Wigley and Raper (1992) and Wigley 
(1994)). Between 1990 and 2100 the positive forcing due 
to the well-mixed greenhouse gases (i.e. excluding ozone) 
ranges from 3.4 to 8.5 Wm"2 depending on assumptions 
about population growth, economic growth, resource 
availability and policy. For all assessments C0 7 is the 
dominant greenhouse gas, contributing between 76 and 
84% of the total. 

Wigley and Raper (1992) also include estimates of the 
impact of sulphate aerosol forcing (which includes direct 
and indirect effects) which are in the range +0.2 to -1.4 
Wm 2 for the period 1990-2100. The positive forcing 
occurs for certain scenarios where sulphur emissions 
decline over the century; because the aerosols are so short
lived, they respond quickly to emission changes and the 
aerosol concentration decreases. Given the large 
uncertainties in estimating the contemporary aerosol 
radiative forcing and in estimating future aerosol 
concentrations (see Table 3.8), we can have little 
confidence in such estimates. 

Kaufman and Chou (1993) extend their estimates of 
sulphate aerosol indirect forcing to the year 2060. They 
use the IPCC (1990) Scenarios with future SO, emissions 
taken to be a fixed fraction of fossil fuel consumption. In 
their model the effectiveness of sulphur emissions at 
changing cloud albedo decreases as the aerosol 
concentration increases. Thus while they estimate that the 
indirect sulphate effect might offset 50% of the CO, 
forcing in 1980, the offset might reduce to 20% in 2060. In 
common with other authors, Kaufman and Chou draw 
attention to the way sulphate aerosol concentrations will 
respond much more rapidly to emission changes than CO, 
concentrations. It must again be pointed out that such 
estimates are subject to very large uncertainties given our 
present understanding, although the study does highligi: 
some important issues. 
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Daniel et al. (1994) have produced projections of future 
forcing due to halocarbons including their effect on 
stratospheric ozone concentrations. They consider the 
relative effectiveness of each molecule in releasing 
chlorine and bromine in the lower stratosphere and 
highlight the role of bromocarbons in generating the 
negative radiative forcing due to ozone depletion. Their 
future projections are based on assumptions concerning the 
phase out of CFCs and the growth rate in emissions of 
HFCs. Daniel et al.'s projections have the negative forcing 
due to ozone decreasing to zero by about 2050 after which 
the forcing due to the HFCs dominates; the forcing 
between 1990 and 2100 is about 0.15 Win-. Wigley 
(1994), using a simpler method for the ozone effect, and 
using IS92 Scenarios (IPCC, 1992), obtains a higher 
forcing change for this period, with a range 0.2 to 0.4 Wm2. 
Such estimates will be sensitive to assumptions about the 
precise mix of halocarbons used and, more particularly, to 
the assumed growth rates in emissions. 

Other factors influencing radiative forcing, such as 
possible changes in tropospheric ozone, are also difficult to 
characterise. Future variations in natural forcings due to 
volcanic aerosols and solar variability cannot be 
characterised. 

4.8 Forcing-Response Relationships 

In Section 4.1.1, the rationale for using adjusted radiative 
forcing to intercompare different forcing mechanisms was 
presented. In a 1-D radiative convective model, the climate 
sensitivity parameter was found to be remarkably 
independent of the forcing mechanism. In this section the 
relationship between radiative forcing and climate 
response in higher dimensional models is briefly 
discussed. There are two distinct issues: firstly, the extent 
to which the climate sensitivity parameter (k in Equation 
(4.1)) is independent of forcing mechanism and secondly, 
the extent to which global-mean radiative forcing can 
indicate changes on smaller scales; this has become 
important with the recognition of more regional scale 
forcings resulting from changes in tropospheric ozone and 
aerosols. In particular, even if A. was independent of 
forcing mechanism, the global-mean surface temperature 
change implied by summing forcings with opposing signs 
and differing spatial patterns may give a misleading 
impression of the size of regional-scale climate changes. 

4.8.1 Background 

Manabe and Wetherald (1980), Hansen et al. (1984) and 
Nesme-Ribes et al. (1993) have found the climate 
sensitivity of a GCM to perturbations of CO^ amount and 
solar output to be very similar as were the geographical 
variations of the surface temperature change. This is 

despite the fact that the surface-atmosphere partitioning of 
these forcings is quite different with much more of the 
modelled solar forcing directly affecting the surface; the 
latitudinal distribution of the forcings is also different. 
Potter and Cess (1984), using a zonally averaged model, 
reached a similar conclusion when comparing forcing due 
to the imposition of background tropospheric aerosols and 
due to changes in solar output. Global-mean surface 
temperature responses were within 5% and at any one 
latitude the response was within 10% for the same 
magnitude of forcing from the two mechanisms. 

These studies led to the conclusion that global-mean 
temperature change, at the surface and within the 
troposphere (but not the stratosphere), is primarily 
governed by the global-mean radiative forcing, and that 
latitudinal variations in temperature are reasonably 
independent of forcing mechanism. 

These studies have supported the use of radiative 
forcing as an appropriate index with which to assess both 
the relative and absolute climatic impacts of changes in 
forcing. However, there are clearly limits to the 
applicability of the concept. Palaeoclimatic simulations 
(e.g., Kutzbach, 1992) which adopt different orbital 
parameters to those of the present day are able to generate 
marked regional climate responses, despite the fact that the 
global mean incident solar radiation is unaltered (even the 
changes on time-scales of l()-s years, involving variation in 
orbital eccentricity, are small). 

A related aspect is the dependence of the climate 
sensitivity to the sign of the forcing. GCM experiments 
with mixed-layer oceans can show greater sensitivity to 
negative forcings than positive forcings due mainly to the 
fact that the snow/sea-ice albedo effect becomes more 
important in a colder climate (e.g., Wetherald and Manabe, 
1975; Manabe et al., 1991 and Roeckner et al., 1994). 
However, this asymmetry in response was very much 
smaller in the coupled ocean-atmosphere GCM study of 
Manabe et al. (1991) when they compared the transient 
response to a halving and doubling of CO, concentration. 
This indicates that caution is necessary in interpreting 
forcing-response relationships in models with simplified 
oceans. 

4.8.2 Forcing-Response Relationships for Well-mixed 
Greenhouse Gases 

Wang et al. (1991, 1992) used a GCM with a mixed-layer 
ocean to investigate whether "effective C02" ' amount can 
be used as a proxy for the effect of an increase in a mixture 
of greenhouse gases. Wang et al. (1992) found that the 

1 Effective CO, is the amount of CO, that would give the same 
radiative forcing since pre-industrial times as that resulting from 
changes in all greenhouse gases. 



798 Radiative Forcing 

global-mean surface temperature response due to the 
mixture of greenhouse gases was within 4% of that due to 
an effective CO, amount giving the same instantaneous 
forcing. Deviations in regional temperature response could 
exceed 20%, for example, over parts of North America. 
However, in agreement with earlier studies, the zonal 
mean surface temperature changes due to the two different 
forcing mechanisms were within 10%. 

Wang et al. (1992) compared equal instantaneous 
forcing (of 3.1 Wm"2) due to effective CO-, and for the 
mixture of gases. Allowing for stratospheric adjustment 
would lead to a decrease in the forcing which would be 
more marked for effective C0 2 than it would be for the 
mixture of gases. Application of the ratios of 
adjusted/unadjusted forcings from Table 4.1 gives an 
adjusted C0 2 forcing of 2.9 Wm"2 and for the mixture 
of gases it would be 3.0 Wm"2; the ratio of these two 
forcings is about the same as the ratio of the global-mean 
warmings calculated by Wang et al. Taking account of 
adjustment would also lead to a slight decrease in the 
regional differences in temperature change for the two 
forcings. Hence the tropospheric climate sensitivity to 
different mixtures of greenhouse gases appears very 
similar, particularly when stratospheric adjustment is 
included. 

Despite the fact that the changes in concentration of the 
greenhouse gases such as C02 , CH4, N20 and the CFCs 
are globally relatively uniform, Figure 4.4 illustrates that 
the resulting radiative forcing is anything but uniform, 
owing to the influence of regional variations in 
temperature, cloudiness and humidity. Thus the well-
behaved nature of the forcing-response relationship for 
greenhouse gas changes is not a simple result of spatial 
uniformity in its forcing. 

4.8.3 Forcing-response Relationship for Other Forcings 

Several recent sets of experiments, summarised below, 
have examined the response to more localised forcing both 
in the vertical and horizontal. 

Hansen et al. (1993b) used an idealised version of the 
GISS GCM to examine the effect of a hypothetical forcing 
of 4 Wm"2 applied either entirely at the surface, or entirely 
in individual model layers. The forcing applied at the 
surface is included in three different ways - in one 
experiment it is applied equally over the globe, in another, 
it is applied only polewards of 30°, and in a third it is only 
applied equatorwards of 30°; in all three cases, the global 
mean is the same. A forcing applied at latitudes greater 
than 30° is found to cause a factor of 1.9 more warming 
than the same forcing at latitudes less than 30°. After 
accounting for stratospheric adjustment, the sensitivity 
applied in individual layers is reasonably independent of 
altitude above the lower troposphere; however, when 

applied at the surface, or in the near-surface layer, there is 
a different surface temperature response, most markedly 
when cloud feedbacks are allowed. 

Hansen et al. (1993b) also investigated the dependence 
of the forcing-response relationships to very idealised 
changes in ozone, again applied sequentially in each model 
layer. The climate sensitivity is markedly dependent on the 
height of the ozone perturbation in cases where cloud 
feedbacks are allowed. 

Taylor and Penner (1994) used a version of the NCAR 
Community Climate Model with a mixed-layer ocean and 
computed the pre-industrial to present day forcing due 
to the direct effect of sulphate aerosols and observed 
changes in C 0 2 concentration. They performed 
integrations with C0 2 changes alone, sulphate changes 
alone and with both forcings combined. The climate 
sensitivity (calculated from the instantaneous forcing) 
varied markedly between experiments ranging from 
1K/Wm2 for sulphate alone to 2.6 K/Wm"2 for sulphate 
and C0 2 . Thus in this model the global mean forcings 
from different mechanisms are a poor guide to climate 
response. The pattern of climatic response is found to be 
markedly different to the pattern of forcing; as an example, 
in the sulphate-only case the Southern Hemisphere forcing 
is only 20% of the Northern Hemisphere forcing, and yet 
the Southern Hemisphere surface temperature response is 
about 70% of the Northern Hemisphere value. An 
outstanding issue is the high climate sensitivity of the 
model (which implies a warming of 6.4°C for a doubling 
of C02) compared to other GCMs. 

Roeckner et al. (1994) report experiments with the 
ECHAM GCM using a mixed-layer ocean. Sulphate 
forcing is mimicked by changing the surface albedo using 
the pattern of anthropogenic sulphur loading from Langner 
and Rodhe (1991). Using this pattern, but reversing the 
sign to give a positive forcing, it is found that the climate 
sensitivity is identical to that derived from an increased 
C0 2 experiment despite the large differences in the vertical 
and horizontal patterns of the forcings. However, it is 
markedly different when applied as a negative forcing, due 
to the asymmetry of the snow/sea-ice albedo feedback. As 
with Taylor and Penner's (1994) study, there was a 
considerable response remote from the areas of forcing, in 
the sulphate-only case. 

Chen (1994) used the GFDL GCM with a mixed-layer 
ocean and fixed cloud amounts to examine the dependence 
of the climate sensitivity; the forcing was imposed in the 
model by either doubling C0 2 or by perturbing the cloud 
radiative properties (via the liquid water path and effective 
radius) either globally or in specific regions in six different 
ways. The model's global-mean climate sensitivity wa-
found to be virtually independent of the sign, magnitude or 
location of the forcing, although the latitudinal variation o; 
the climate response differed amongst the experiments. 
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4.8.4 Summary 

The relationship between radiative forcing and climate 

response is crucially important to the development of 

radiative forcing (and hence any global warming potential) 

as an appropriate index. For a wide range of forcing 

mechanisms the forcing/response relationship appears 

similar. However, some studies indicate that climate 

sensitivity may be markedly different for forcings which 

have a strong vertical or horizontal structure, although a 

clear consensus has yet to emerge. However, in model 

calculations where two opposing radiative forcings with 

differing spatial patterns are applied, the global-mean 

surface temperature change does not give an adequate 

indication of the changes on smaller spatial scales. The need 

for continued careful experimentation with both idealised 

and realistic forcings in a range of different models is clearly 

apparent before firm conclusions can be drawn. 
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SUMMARY 
Radiative forcing indices have been developed as a relative 
measure of the potential globally averaged warming effect 
on the surface-troposphere system arising from emission 
of a set amount (e.g., 1 kilogram) of a variety of trace 
gases. These gases can exert a radiative forcing of the 
climate system both directly and indirectly. Direct forcing 
occurs when the emitted gas is itself a greenhouse gas. 
Indirect forcing occurs when chemical transformation of 
the original gas produces or destroys a gas or gases that 
themselves are greenhouse gases. The indices reflect the 
cumulative radiative forcing over some chosen time period 
of interest. The choice of time horizon is a user choice that 
depends upon issues such as the time-scales of the climate 
system and the emphasis on long-term versus short-term 
potential climate changes. Future changes in the numerical 
indices are likely as research in related areas yields 
improved input to the calculations, implying that whatever 
framework is adopted for the use of these indices, it must 
have flexibility to incorporate what could be substantial 
changes in the specified numerical values of the indices. 

The set of Global Warming Potentials (GWPs) for 
greenhouse gases that is presented in this chapter is an 
updating and expansion of that presented in the 1992 
assessment of the Intergovernmental Panel on Climate 
Change (IPCC, 1992). The time horizons of the GWPs are 
20, 100, and 500 years, as was the case in IPCC (1992). 
GWPs have a number of important limitations. The GWP 
concept is difficult to apply to gases that are very unevenly 
distributed and to aerosols. For example, relatively short
lived pollutants such as the nitrogen oxides and the volatile 
organic compounds (precursors of ozone, which is a 
greenhouse gas) vary markedly from region to region 
within a hemisphere and their chemical impacts are highly 
variable and non-linearly dependent upon concentrations. 
Further, the indices and the estimated uncertainties are 
intended to reflect global averages only, and do not 
account for regional effects. They do not include climatic 
or biospheric feedbacks, nor do they consider any 
environmental impacts other than those related to climate. 
The major changes since IPCC (1992) are the following: 

• GWPs for 16 new chemical species have been 
calculated, bringing the number now available to 38. 

The new species are largely hydrofluorocarbons 
(MFCs), which are being manufactured as substitutes 
for the chlorofluorocarbons (CFCs), and the very 
long-lived fully fluorinated compounds: SF() and the 
perfluorocarbons. SF() is manufactured mainly for 
insulation of electrical equipment. The main source 
of CF4 and C-,Fft is production as accidental by
products of aluminium manufacture, while other 
perfluorocarbons have been suggested as potential 
CFC and halon substitutes. 

The decay response of a pulse of CO, in the 
atmosphere, which is the reference for the CWPs, 
was derived from a balanced carbon model in which 
sinks are constrained to match sources that was 
deemed (see Chapter I) representative of the current 
understanding of the global carbon cycle. The 
reference for the GWPs of IPCC (1990, 1992) was a 
three-parameter fit involving an unbalanced carbon 
model. The present GWPs arc 10-20% larger than 
they would otherwise have been because of the 
different reference. 

• For those species addressed in IPCC (1992), a 
majority of the (1WP values are larger, typically by 
10-30%. These changes are largely due to (i) 
changes in the carbon dioxide (CO-,) reference noted 
above and (ii) improved values for atmospheric 
lifetimes, particularly those species that are removed 
by chemical reactions in the troposphere. 

• Both the direct and indirect components of the (1WP 
of methane (CH4) have been estimated. The indirect 
component is now deemed to be better understood 
than at the time of the previous IPCC reports. The 
effects that were incorporated include methane's 
influence on lengthening its own atmospheric decay 
response time and on production of tropospheric 
ozone and stratospheric water vapour. The sum of 
these effects is estimated to increase substantially the 
total GWP for CH4 compared to its direct GWP. 
Uncertainties in evaluating these effects arise from 
incomplete understanding of dynamical and 
chemical atmospheric processes (especially the use 
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of the decay response time described in Chapter 2). 
The product of the methane GWP and its estimated 
annual anthropogenic emission is comparable to that 
of C 0 2 over a 20-year time horizon and is a 
significant fraction for longer time horizons. 

The sensitivity of the GWPs to a changing future 
atmosphere has been explored. As was done in IPCC 
(1990, 1992), the composition of the background 
atmosphere used in the GWP calculations presented 
herein was the present-day abundances of CO-,, CH4, 
and nitrous oxide (N 2 0) , which were assumed 
constant into the future. Since this is not a realistic 
assumption, the sensitivity of the GWPs to a 
changing future atmosphere was also explored. For 
example, a choice of an increasing CO-, abundance 
(from 360 ppmv currently to 650 ppmv by the end of 
the 22nd century) in the background atmosphere 
would produce 20% larger GWPs for the longer time 
horizons. The sensitivity of the direct GWPs to some 
of the changes likely to be associated with an altered 
climate, namely altered water vapour and clouds, 
was also explored. The results suggest that the 
changes in GWPs would not be substantial. 

• A typical uncertainty, relative to the C02 reference, 
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in the direct GWPs presented herein is estimated to 
be ±35%. The range stems from uncertainties in the 
relative radiative forcing per molecule and lifetimes 
in the atmosphere. Larger uncertainties apply to the 
estimation of indirect effects, but these are difficult 
to quantify. 

Reliable indirect GWPs are difficult to estimate for the 
ozone-depleting gases (e.g., CFCs and the bromine-
containing halons) and hence are not included in this 
report. Better estimates of the negative, indirect component 
of the GWP arising from the reduced radiative forcing 
from ozone losses in the lower stratosphere require a 
detailed understanding of several factors including the 
vertical profile of the ozone loss (see Chapter 4), the role 
of bromine and chlorine in destroying stratospheric ozone, 
and the photochemical effectiveness of each ozone-
depleting gas. 

Reliable radiative forcing indices for gases that form 
atmospheric aerosols (e.g., sulphur dioxide, S02) cannot 
currently be formulated meaningfully, chiefly because of 
the lack of understanding of many of the processes 
involved (e.g., composition of the aerosols, radiative 
properties) and because of uncertainties regarding the 
climate response to the inhomogeneous spatial 
distributions of the aerosols (Chapter 3). 
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5.1 Introduction 
This chapter addresses the numerical indices that can be 
used to provide a simple representation of the 
contributions of emissions of different atmospheric trace 
gases to greenhouse warming. In general terms, such 
indices are used to estimate the relative impact of emission 
of a fixed amount of one greenhouse gas compared to 
another for globally averaged radiative forcing of the 
climate system over a specified time scale. This focus 
leads to several key questions. What types of indices are 
there? How representative are they of the relative 
contributions of the greenhouse gases to the radiative 
forcing of the climate system? How well can all of the 
contributions of a trace gas be embodied in a single index? 
What are the most policy-relevant aspects of the 
uncertainties associated with radiative forcing indices? 

In addressing these questions, this chapter draws heavily 
on the information in the preceding chapters of this report 
(cross-referenced herein), the earlier climate-system 
reports of the Intergovernmental Panel on Climate Change 
(IPCC) (IPCC, 1990; 1992), the ozone-depletion reports of 
the United Nations Environment Programme (UNEP) and 
the World Meteorological Organisation (WMO) (WMO 
1990, 1992, 1995), and recent journal publications. While 
the major objective of the text that follows is to update the 
information on radiative forcing indices, another goal is to 
note the aspects of such indices that involve user choices, 
with the aim of stimulating comments that could enhance 
the usefulness of the corresponding section on this topic in 
the forthcoming IPCC full scientific assessment of the 
understanding of climate change (IPCC, 1995). 

In this introduction we summarise the utility of such 
radiative forcing indices, describe the types of indices that 
have been developed, and outline the physical quantities 
and choices upon which they depend. In the subsequent 
sections of this chapter, we describe the calculations of the 
indices considered, outline the input data used and 
assumptions made in the calculations, show the sensitivity 
of the results to some of the specifications and 
assumptions, present the resulting numerical indices, 
describe their uncertainties, and discuss key features of the 
radiative forcing indices that are likely to be of prime 
interest to their users. 

5.1.1 Utility of Trace-Gas Radiative Forcing Indices 

5.1.1.1 Changes in radiative forcing as the basis for 
measures of induced climate change 

As described in Chapter 4 (see in particular Table 4.1), 
calculations made with climate models indicate that, for 
well-mixed greenhouse gases at least, the relationship 
between changes in the globally integrated adjusted 
radiative forcing at the tropopause and global-mean 
surface temperature changes is independent of the gas 

causing the forcing. Furthermore, similar studies indicate 
that, to first order, this "climate sensitivity" is relatively 
insensitive to the type of forcing agent (e.g., changes in the 
atmospheric concentration of a well-mixed greenhouse gas 
such as CCs or changes in the solar radiation reaching the 
atmosphere). Spatial variations of radiative forcing can 
influence regional climate responses (e.g., Wang ct al., 
1991, 1993). Such variations are not currently considered 
in the formulation of relative indices for climate change, 
but could be important (e.g., see Section 4.4.1.1). 

The first-order forcing-response relationship is the 
scientific basis for using changes in radiative forcing as the 
common mode for (i) comparing some of the natural 
causes of climate change (e.g., solar forcing) to some of 
the human-caused interferences in the climate system (e.g., 
well-mixed greenhouse gases) or (ii) intercomparing the 
relative radiative-forcing roles of the numerous greenhouse 
gases. This practice is further strengthened by two facts. 
First, the indices represent radiative forcing, not climate 
response. There are fewer uncertainties associated with 
calculating changes in radiative forcing than with 
calculating climate-system responses, e.g., global mean 
surface temperature, sea level, or precipitation. Second, the 
indices are relative quantities, not absolute. Calculating the 
alteration in radiative forcing due to addition of a fixed 
amount of greenhouse gas A relative to the same addition 
of greenhouse gas B can be done more accurately than 
having to know the absolute alteration in radiative forcing 
due a change in a single greenhouse gas alone. The GWP 
may be usefully thought of as a proxy for assessment of 
the relative roles of different greenhouse gases, assuming 
that the climate system responds linearly to perturbations 
in radiative forcing. 

5.1.1.2 Uses of radiative forcing indices 
The availability of a simple and representative index that 
quantifies the relative roles of additions of the various 
greenhouse gases in causing climate change would have 
considerable practical value (i) in the assessment of the 
relative or aggregate contributions of the many human 
activities that can cause such changes and (ii) in the 
potential decisions as to how best to minimise the 
magnitude of the impact of such activities on the climate 
system. Indeed, as nations approach the discussion of 
policies that could reduce the likelihood of human 
perturbation of the Earth's climate system, some countries 
are incorporating comparative trace-gas indices in their 
formulation of approaches to reducing their trace-gas 
emissions. Furthermore, the Parties of the UN Framework 
Convention on Climate Change will seek enhanced 
scientific input regarding such indices as one of the tools 
for meeting the Convention's commitment to "prevent 
dangerous anthropogenic interference with the climate 
system". 
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Provided international agreement can be reached on a 
set of indices that would place the various greenhouse gases 
on an equivalent scale, this could allow countries to choose 
a course of action that is the most appropriate for them 
(economically, technically, socially, etc.) in meeting their 
commitment to help reduce radiative forcing. Examples of 
the utility of these indices would be the following: 

They can be used to rank the emissions of the 
various countries, i.e., a radiative-forcing-scaled net 
emission for each country could include all 
greenhouse gases on a common scale and hence 
could represent that country's current or projected 
net contribution to greenhouse warming. 

They can be the quantitative basis to a collective 
"basket" approach to greenhouse-gas emission 
reductions within a given country. For example, the 
product of a compound's radiative-forcing index and 
the amount by which the emissions of that 
compound are reduced (or the removal of that 
compound is increased) could yield the equivalent 
reduction in global radiative forcing achieved. 
Therefore, this index could also be the quantitative 
basis of the "trading" of one type of emission 
reduction for another within a national goal or quota. 

They can contribute to economic assessments of 
trade-offs between alternative technologies, e.g., 
weighting by radiative forcing indices in comparing 
the merits of one fuel against another. Such 
comparisons could also be modified to include 
efficiency and other technological factors. 

They can function as a quantitative signal to 
governmental and industrial policy makers, thereby 
encouraging some activities and discouraging others. 
For example, the flagging of possible candidate 
substitutes for the chlorofluorocarbons (CFCs) that 
have high radiative forcing indices could identify 
them for possible avoidance. 

• Together with other information, they can be used as 
a part of the basis for total environmental impact 
assessments where several different factors or 
actions are considered. For example, environmental 
labelling of products or environmental audits of 
industrial processes. 

5.1.2 Definition of Relative Radiative Forcing Indices 

5.1.2.1 General characteristics 
The relative radiative forcing indices that have been 
formulated to date have two noteworthy general features: 

A relative radiative forcing index is not purely a 
geophysical quantity, such as is a change of temperature. 

Rather, these indices are user-oriented constructs whose 
calculation involves not only an understanding of a few 
relevant Earth-system processes (e.g., radiation transfer 
and chemical removal), but also some policy-oriented 
choices (e.g., a selection of the time span of interest). 
Hence, such indices per se are not subject to observation 
and testing in the sense of many climate-system 
predictions, but are best judged by (i) their 
representativeness of the overall radiative forcing role of 
the specified trace gas and (ii) their overall usefulness to 
those who formulate and establish policies regarding the 
greenhouse gases. We differentiate below the 
characteristics that are based on the understanding of 
geophysical processes and those that stem from policy-
oriented choices. 

The focus in the formulation of radiative forcing indices is 
on the effect of anthropogenic emissions of greenhouse 
gases. Chapters 1 and 2 describe how emissions control 
atmospheric concentrations, while Chapter 4 describes 
how the atmospheric concentration of a chemical species 
determines its contribution to the total radiative forcing. 
Chapter 4 also illustrates how the changes in greenhouse 
gas concentrations that have occurred in the past have 
altered the total radiative forcing (also see Figures 2.2 to 
2.4 of IPCC, 1990). However, from the viewpoint of 
formulating policies for reductions in greenhouse gases. 
indices that denote the relative radiative roles of 
anthropogenic emissions, rather than absolute 
concentration changes caused by human activities, have 
received more attention (see Section 2.2.1 of IPCC, 1990). 
That emission-based emphasis continues here. 

5.1.2.2 Primary factors 
Common to all greenhouse gases are three major factors -
two technical and one user-oriented- that determine the 
relative contribution of addition of 1 kilogram of a 
greenhouse gas to radiative forcing and hence are the 
primary input in the formulation, calculation, and use of 
relative radiative forcing indices. Assessment of the 
absolute, rather than relative, radiative forcing involves the 
additional factor of total quantity emitted and is addressed 
both in Chapter 4 and in Figure 5.7. 

Technical factors 

Factor 1: The strength with which a given species absorbs 
long wave radiation and the spectral location of its 
absorbing wavelengths. Chemical species differ markedly 
in their abilities to absorb long-wave radiation. Overlaps of 
the absorption spectra of various chemical species with 
one another (especially H70, C09 , and, to a lesser extent. 
03) are important factors. In addition, while the absorption 
of infrared radiation by many greenhouse gases varies 
linearly with their concentration, a few important OIK-
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display non-linear behaviour (e.g., CO^, CH4, and N-,0). 

For those gases, the relative radiative forcing will depend 

upon concentration and hence upon the scenario adopted 

for the future trace-gas atmospheric abundances. A key 

factor in the greenhouse role of a given species is the 

location of its absorption spectrum relative to the region in 

the absorption of atmospheric water vapour through which 

most outgoing planetary thermal radiation escapes to 

space. Consequently, other things being equal, chemical 

species that have strong absorption band strengths in the 

re la t ive ly weak wate r vapour " w i n d o w " are more 

important greenhouse gases than those that do not. This is 

i l lus t ra ted in F igure 5 . 1 , which shows how the 

instantaneous radiative forcings due to the pulse emission 

of 1 kilogram of various long-lived gases change as the 

concentrations decay away in time after they have become 

well mixed (e.g., about a year after injection into the 

atmosphere). The relevant point here is on the left-hand 

scale at t = 1, namely, that the radiative forcing of an equal 

emission of the various gases can differ by as much as four 

orders of magnitude. Laboratory studies of molecular 

radia t ive p rope r t i e s are a key source of the basic 

information needed in the calculation of radiative forcing 

indices . The s ta tus of such spec t roscopic data of 

greenhouse gases is discussed in detail in Section 4.2. 

Fac to r 2: The lifetime or response time of the given 

species in the atmosphere. Greenhouse gases differ 

markedly in how long they reside in the atmosphere once 

emitted. Greenhouse gases that persist in the atmosphere 

for a long time are more important, other things being 
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Figure 5.1: Instantaneous radiative forcing (Wm"2 kg"1) versus 
time after a pulse release for several different greenhouse gases. 
The C02 decay response function and other aspects of the 
calculations are described in Section 5.2.1. 

equal, in radiative forcing than those that are shorter lived. 

This point is also illustrated in Figure 5.1. The initial 

dominance of the band strength in de te rmin ing the 

instantaneous radiative forcing at early times can be 

overwhelmed by the lifetime factor at later times. As 

described in Chapters 1 and 2, the atmospheric lifetime of 

a gas is determined largely by the Earth-system process(es) 

that remove the gas from the a tmosphere , e.g., the 

stratospheric photolytic decomposition of N-,0 and the 

chemical destruction of CH4 in the troposphere by the 

hydroxy 1 radical. Knowledge of these varied and often 

complex processes stems from laboratory investigations, 

field studies, and theoretical modelling. The status of this 

understanding of the atmospheric lifetime of greenhouse 

gases is further assessed in Chapters I and 2. After 

emission into the current or projected atmosphere, the 

t ime-scale for removal of most greenhouse gases is 

equivalent to the lifetime (see definitions in Chapter 2). In 

some cases, the time scale for removal of a gas from the 

atmosphere cannot be simply characterised or is dependent 

upon the perturbation and/or the background atmosphere 

and other sources; in these cases (chiefly CO-, and CH4) 

we refer to removal of a pulse as the response time or 

decay response. 

User-oriented factor 

Factor 3: The time period over which the radiative effects 

of the species are to be considered. Since many of the 

responses of the Earth's climate to changes in radiative 

forcing are long (e.g., the centennial-scale warming of the 

oceans) , it is the cumulative radiat ive forcing of a 

greenhouse gas, rather than its instantaneous value, that is 

of primary importance to crafting a relevant radiative 

forcing index. As a consequence, such indices involve an 

integral over time. Rodhe (1990) has noted that the choice 

of time interval can be compared to cumulative-dosage 

effects in radiology. IPCC (1990, 1992) used integration 

time horizons of 20, 100, and 500 years in calculating the 

indices. Figure 5.2 shows the integrals of the decay 

functions in Figure 5.1 for a wide range of time horizons. 

It illustrates the need for the user of the radiative forcing 

indices to select the time period of considerat ion. A 

strongly absorbing, but short-lived, gas like HCFC-225ca 

will contribute more radiative forcing in the short term 

than a weaker-absorbing, but longer-lived, gas like N 2 0 ; 

however, in the longer term, the reverse is true. Methane is 

a key greenhouse gas discussed extensively in Section 

5.2.5; its integrated radiative forcing would lie below that 

of N , 0 and reach a plateau more quickly because of its 

shorter lifetime. 

The spread of numerical values of the radiative forcing 

indices reported in Section 5.2.4 below largely reflects the 

influence of these three major factors. 
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Figure 5.2: Integrated radiative forcing (Wnr2 kg' yr) for a 
range of greenhouse gases (from Figure 5.1). 

5.1.2.3 Additional factors 
There are other factors, some of them substantial, that 
influence the degree to which a given gas contributes to 
radiative forcing. 

Indirect effects 

In addition to their direct radiative effects described above, 
many chemical species also have indirect effects on 
radiative forcing that arise largely from atmospheric 
chemical processes. For example, a radiatively important 
product of the oxidative removal of CH4 is stratospheric 
water vapour, a greenhouse gas. Hence, the total 
contribution of CH4 emissions to radiative forcing should 
ideally be the sum of the direct and indirect effects. In the 
case of CH4, the indirect contribution may be roughly 
comparable and additive to the direct effect. 

Indirect effects may also be opposite in sign to the direct 
effects. An example is the set of chemicals that deplete the 
stratospheric ozone layer. In addition to the well-known 
direct (positive) contributions to radiative forcing of 
ozone-depleting species, the resulting ozone loss in the 
lower stratosphere reduces the radiative forcing at the 
tropopause, thereby introducing a negative component to 
the indices of these compounds. Observations of ozone 
loss suggest that this forcing varies substantially with 
season and location and is also significant in the global 
average (Section 4.3). 

Another class of chemical species that is relevant to 
radiative forcing is the set that are not significant 
greenhouse gases themselves, but whose emissions affect 
the concentrations of greenhouse gases and aerosols via 

atmospheric chemical processes. The nitrogen oxides and 
volatile organic compounds from surface and/or high 
altitude pollution sources are examples of this class, since 
they are capable of forming ozone and changing the 
oxidising capacity of the atmosphere. 

As explained in Chapter 2, the atmospheric chemical 
processes that drive many of these indirect effects are 
difficult to characterise adequately, thereby limiting the 
ability of current models to calculate the potentially 
important indirect contributions of many gases. 
Particularly for species that are chemically removed from 
the atmosphere on short time-scales (days to months, such 
as volatile organic compounds), chemical and radiative 
impacts are believed to be highly non-linear and regional 
in nature, thus complicating the derivation of global 
radiative forcing. While these effects will not be quantified 
here, they could be important. 

Role of a changing atmosphere 

As noted above, the radiative properties of the atmosphere, 
which are determined by atmospheric composition, 
influence the degree to which a given greenhouse gas 
contributes to greenhouse forcing. Since the atmospheric 
concentrations of absorbing gases continually change, this 
aspect of a radiative forcing index is a time-varying 
quantity. Indeed, a somewhat "circular" situation cannot be 
avoided: an index is calculated for an assumed set of future 
greenhouse gas concentrations and then the subsequent use 
of that number in policy decisions can cause the future 
concentrations to be different from those originally 
assumed! In past IPCC assessments, the then-current 
atmospheric abundances of greenhouse gases were 
assumed, for simplicity, to be fixed throughout the 
integration over the time horizon. In this chapter, we 
explore the sensitivity of radiative forcing indices to future 
scenarios of atmospheric composition. Similarly, since 
ambient water vapour and clouds are also major factors in 
atmospheric absorption, the sensitivity of calculated 
indices to likely climate-induced changes in these 
parameters is also examined. The sensitivity of GWPs to 
atmospheric aerosols is likely to be similar to or less than 
the sensitivity to clouds because of similarities in radiative 
properties. These sensitivity tests provide some insight into 
how the infrared transmission and hence the indices would 
be different in a potentially perturbed future climate or 
altered aerosol distribution. However, this analysis does 
not consider possible future changes in atmospheric 
chemistry, circulation, biospheric processes, or other 
climate feedbacks that could result in significant change-
in the lifetimes of many trace gases and hence in their 
GWPs. 

The consideration of a changing future atmosphere her 
does not imply that the definition of the GWP should W 



Trace Gas Radiative Forcing Indices 215 

altered to include such changes. Rather, the sensitivity 

tests described below suggest that the relative integrated 

radiative forcing of different greenhouse gases is not 

radically altered when several important aspects of likely 

future atmospheric change are taken into account, thereby 

s t r eng then ing the use of GWPs under a range of 

conditions. 

5.1.2.4 Formulations of radiative forcing indices 

Global Warming Potential 

Based on the major factors summarised above, the relative 

potential of a specified emission of a greenhouse gas to 

contribute to a change in future radiative forcing, i.e., its 

Global Warming Potential (GWP), has been expressed as 

the t i m e - i n t e g r a t e d rad ia t ive forcing from the 

instantaneous release of 1 kg of a trace gas expressed 

relative to that of 1 kg of a reference gas (IPCC, 1990): 

GWP(x) = 

ax»[x(t)]dt 
J 0 
rTH 
\ ar»[x(t)]dt 

J 0 

(5.1) 

where 77/ is the time horizon over which the calculation is 

considered; ax is the climate-related, radiative forcing due 

to a unit increase in atmospheric concentration of the gas 

in question; [x(t)] is the time-decaying abundance of a 

pulse of injected gas; and the corresponding quantities for 

the reference gas are in the denominator. The adjusted 

radiative forcings per ki logram, a, are derived from 

infrared radiative transfer models. As noted above, ar is a 
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Figure 5.3: Global Warming Potentials (GWPs) for a range of 

greenhouse gases with differing lifetimes, as in Figures 5.1 an 

5.2, using C0 2 as the reference gas. 

function of t ime when future changes in CO-, are 

considered. Time-dependent changes in </( or lifetimes are 

not explicitly considered here. The trace gas amounts. 

[.v(/)] and [r(t)\, remaining after time t are based upon the 

atmospheric lifetime or response time of the gas in 

question and the reference gas, respectively (see Chapters 

1 and 2). 

The reference gas has been taken generally to be CO-,, 

since this allows a comparison of the radiative forcing role 

of the emission of the gas in question to that of the 

dominant greenhouse gas that is emitted as a result of 

human activities, hence of the broadest interest to policy 

considerations. Figure 5.3 shows the GWPs for C\F(), 

HFC-134a, HCFC-225ca, and N , 0 for different time 

horizons with C O , as the reference gas. This figure 

illustrates the way in which the lifetime of a gas dictates 

the variation of its GWP over different time horizons. 

When the l ifet ime of the gas in ques t ion differs 

substantially from the response time of the reference gas, 

the GWP is sensitive to the choice of time horizon, i.e., for 

HFC-134a and HCFC-225ca (shor ter) and for ( \ F , , 

(longer). When the lifetime of the gas in question is 

comparable to the response time of CO, (nominally on the 

order of 150 yr, although it is clear that the removal of 

CO, cannot be adequately described by a single, simple 

exponential lifetime; see Section 5.2.1 and Chapter I), the 

GWP is relatively insensitive to choice of lime horizon, 

i.e., for N , 0 . The initial GWPs (for time horizons much 

shorter than the lifetime of the gas or the reference) simply 

reflect the re la t ive radia t ive forcing per molecu le 

compared to the reference gas (see Figure 5.1). For longer 

time horizons, those species that decay more rapidly than 

the reference gas display sharply decreasing GWPs, with 

the slope of the decay being dependent mainly on the 

lifetime of the gas in question. Gases with lifetimes much 

longer than that of the reference gas (e.g., C,F( |) display 

steeply increasing GWPs over their lifetimes. 

A key aspect of GWP calculations is thus the choice of 

the reference gas. Unfortunately from the perspective of its 

selection as the reference gas, the atmospheric response 

time of CO, has the largest scientific uncertainty of the 

major greenhouse gases. As described in Chapter I, the 

uptake of C O , is a complex process involv ing the 

biosphere, ocean, ocean-atmosphere exchange rates, deep 

ocean sediments , etc . Fur thermore , C O , is also re

circulated among these reservoirs at an exchange rate that 

is poorly known at present, and it appears that the budget 

of CO, is difficult to balance with current information. As 

a result, when CO, is used as the reference, the numerical 

values of the GWPs of all greenhouse gases are likely to 

change, perhaps substantially, in the future simply because 

research will improve the understanding of the removal 

processes of CO,. 
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Absolute Global Warming Potential 

A variant formulation (e.g., Wigley, 1994a,b) is to 
consider simply the integrated radiative forcing of the gas 
in question: 

r-TH 
AGWP(x)= ax»[x(t)]dt 

^ 0 (5.2) 
[Units: Wm"2 kg"'yr] 

The advantage of this formulation is that the index is 
independent of the calculated Absolute Global Warming 
Potential (AGWP) of C02 . An important disadvantage is 
that the absolute value of radiative forcing depends upon 
many factors that are poorly known, such as the 
distributions and radiative properties of clouds (e.g., Cess 
et al., 1993). Figure 5.2 shows the AGWPs for several 
gases as a function of time horizon. 

Other formulations 

Fisher et al. (1990) and WMO (1990) presented GWP 
calculations for CFCs and HCFCs integrated over the 
entire lifetimes of the species rather than to fixed time 
horizons. It can be shown that if lifetimes do not vary with 
time and if radiative forcing varies linearly with 
concentration, this definition is equivalent to the IPCC 
(1990) formulation over infinite time horizons (see Lashof 
and Ahuja, 1990; Rodhe, 1990). Fisher et al. (1990) also 
used CFC-11 as their reference gas, since they were 
primarily interested in the relative radiative forcing among 
CFCs and their substitutes. In contrast, Hammond et al. 
(1990) suggested use of the instantaneous relative radiative 
forcings (Figure 5.1) rather than their integrated values 
over chosen time horizons (Figures 5.2 and 5.3). Section 
5.1.2.2 discussed the user-oriented factors relating to the 
need for and choices of time horizon. 

Lashof and Ahuja (1990) used a similar definition to 
IPCC (1990) and argued for use of infinite time horizons 
together with "discount rates" designed to reflect 
increasing uncertainty with time (e.g., to account for the 
possibility that new technologies will emerge to solve 
problems). Other authors such as Reilly and Richards 
(1993) have argued that GWPs should include damage 
factors, which could tend to offset future discounts. 
Harvey (1993) proposed an alternative GWP index that 
accounts for the duration of capital investments in the 
energy sector. The possibility of coupling such factors to 
the GWP definition requires detailed study of economics 
and policy implications, together with the requirement for 
scientific accuracy, and is beyond the scope of the present 
review. 

Finally, it may be argued that the GWP should be based 
on the actual temperature response (or "realised 
warming") rather than radiative forcing. Clearly, the 

temperature responses (and associated changes such as sea 
level) are not only the ultimate "end result" associated with 
climate studies, but are also more readily understood by 
non-scientists. However, as noted as Section 4.8, 
evaluation of the temperature response requires 
understanding of the responses of climate to changes in 
radiative forcing, which would introduce additional 
uncertainties in a trace-gas index beyond those associated 
with radiative forcing changes. 

5.1.3 General Scientific Limitations of a Simple Index 
The conceptual framework outlined above captures the 
major facets of the relative roles of greenhouse gases in 
altering radiative forcing of the climate system. 
Inaccuracies in a calculated GWP stem from uncertainties 
in the input data and processes noted above, e.g., uncertain 
molecular band strengths and inadequately characterised 
chemical processes, notably those that influence indirect 
effects. Estimates of the effects of those uncertainties have 
been given in Chapters 1 - 4, and many are explicitly 
noted in association with the results presented below. 
Other more user-oriented inaccuracies and limitations have 
been discussed elsewhere in this chapter. 

The need to specify a time horizon is a user choice, not a 
GWP uncertainty. Similarly, the choice of a reference 
future atmosphere for the calculation of a GWP is not, in a 
strict sense, an uncertainty, but rather is largely an agreed-
upon selection of a future scenario for atmospheric 
composition. Further, the GWP as defined here is only a 
measure of relative radiative forcing, not a measure of 
potential damage resulting from possible climate change 
that includes economic or other variables. These 
limitations should be kept in mind in economic or policy 
analysis. 

However, there are some conceptual problems 
associated with the scientific formulation of a single index 
for all gases (IPCC, 1990, 1992). A few are worth 
emphasising: 

• Insofar as it is intended to be globally 
representative, the GWP concept is difficult to apply 
to gases that are very unevenly distributed and to 
aerosols. As noted in Chapter 2, the shorter-lived 
gases frequently have very inhomogeneous spatial 
distributions. For example, carbon monoxide 
abundances are larger in the Northern Hemisphere 
than in the Southern, reflecting the relative 
magnitudes of human-influenced emissions. 
Furthermore, relatively short-lived pollutants such as 
the nitrogen oxides and the volatile organic 
compounds (important precursors of ozone) vary 
markedly from region to region within a hemisphere 
and their chemical impacts are highly variable aid 
non-linearly dependent upon concentrations. lie 
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accuracy of calculation and meaning of a globally 
averaged forcing, particularly relative to a more-
evenly distributed gas like CO,, is hence weakened. 
Aerosols also have spatially inhomogeneous sources 
and very short atmospheric lifetimes; hence, their 
spatial distributions can be quite variable. As a 
result, the comparison of the radiative forcing by 
aerosols and ozone precursors compared to that of 
C0 2 is problematic (Section 4.4), but potentially 
quite important. 

• GWPs for greenhouse gases with vertical profiles or 
latitudinal variations of radiative forcing that are 
markedly different from the reference gas have 
larger inaccuracies. The vertical and latitudinal 
distribution of the radiative perturbation of a 
greenhouse gas can influence the partitioning of the 
long-wave radiative-flux perturbation in the 
troposphere-surface climate system. Gases with 
markedly different distributions of their radiative 
flux perturbations may influence the climate system 
(particularly regionally) in different ways that are not 
reflected simply in the GWP ratio (Wang et al., 
1991). Thus, the use of a common scale afforded by 
GWPs may be weakened (see Section 4.8). 

• Warming and cooling components of the GWPs for 
each of the ozone depleting gases may be difficult to 
characterise. Ozone losses in the lower stratosphere 
are larger at higher latitudes, hence, the associated 
cooling has a latitudinal variation that differs from 
that of the direct warming due to the ozone depleters. 
Further, the globally averaged cooling is sensitive to 
the vertical profile of the ozone change (see Section 
4.3), and the ozone depletion caused by each gas 
depends upon its chemical properties. Incorporating 
such different geographic forcings and 
photochemical effects from direct and indirect 
components into a single radiative forcing index 
likely requires detailed study of chemical ozone-loss 
processes and associated radiative forcing that is 
beyond the scope of the present assessment. 

5.2. Calculation of Global Warming Potentials 

5.2.1 Reference Molecule 
Carbon dioxide has generally been adopted as the 
reference molecule for GWP calculations and is a principal 
greenhouse gas for many policy concerns. However, IPCC 
(1990) underlined the implications of such a choice for 
uncertainties in GWPs. Wigley (1994a,b) has emphasised 
the uncertainty in accurately defining the denominator for 
GWP calculations if CO? is used as the reference 
molecule, and suggested the use of "Absolute" or AGWPs 
based on Equation 5.2. Wuebbles et al. (1994b) have also 

noted the importance of uncertainties in the carbon cycle 
for calculations of GWPs when CO, is used as the 
reference. Current carbon cycle models do not include 
possible climate feedbacks. It is important to note that the 
budget of CO-, must be carefully balanced in some way, 
with detailed accounting of trends, sources, and sinks (see 
Chapter 1). While recognising these issues, Caldeira and 
Kasting (1993) discuss feedback mechanisms that tend to 
offset some of these uncertainties for GWP calculations. 

Carbon dioxide added to the atmosphere decays in a 
highly complex fashion, showing an initial fast decay over 
the first 10 years or so, followed by a more gradual decay 
over the next 100 years or so, and a very slow decline over 
the thousand year time scale, mainly reflecting transfer 
processes in the biosphere, ocean, and deep ocean 
sediments, respectively. Because of the different time 
constants for CO, removal processes, the uptake of CO, is 
quite different from that of other trace gases and is not well 
described by a single lifetime (Moore and Braswell, 1994). 
Figure 5.4 shows the decay over time of a pulse of CO, 
from the range of carbon cycle models discussed in 
Chapter 1. Even after several centuries, a portion of the 
pulse remains in the atmosphere because of slow transfer 
to the deep ocean sinks. Figure 5.4 shows that the range in 
decay response among the various models considered in 
this assessment is rather small; the "Bern" model as used 
in Chapter 1 of this document was chosen as representative 
and used for the decay response of C0 2 for the GWP 
calculations presented in Section 5.2.4 below. 
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Figure 5.4: Impulse response for an injection of C02 versus 
time from several different carbon cycle models (see Chapter I) 
assuming future C02 concentrations follow the S650 profile 
shown in Figure 1.12 (see Section 5.2.2.1). 
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5.2.2 Spectral Properties of the Present and Future 

Atmosphere 

The spectral absorption characteristics of most of the 

major greenhouse gases are now rather well known as a 

result of laboratory studies (see Chapter 4 and references 

therein). Weak spectral lines for ozone and methane have 

been included in databases such as HITRAN, but are 

unlikely to be important for GWP analyses (see Chapter 

4). The radiat ive band s t rengths of many HFCs and 

HCFCs have been measured in the laboratory (e.g. , 

Clerbaux et al., 1993). While significant uncertainties do 

remain in band strengths for some of these molecules, as 

described in Chapter 4 and in more detail in WMO (1994), 

it is important to note that their concent ra t ions and 

emission rates in the present atmosphere are quite small, so 

that their contribution to current radiative forcing is not 

presently significant. As noted in Chapter 4, the radiative 

forcings per molecule used in this report are very close to 

those recommended in IPCC (1990) and are believed to be 

accurate to within about 2 5 % . The estimated radiative 

forcings per molecu le of HFC-125 and -152a have 

changed relative to IPCC (1992), by +15% and +8%, 

respectively. 

To provide realistic evaluations of GWPs for specified 

time horizons and estimate their uncertainties, future 

changes in the radiative properties of the atmosphere must 

be considered. Some of these changes to the present state 

can be es t ima ted based upon s cena r io s (e .g . , C 0 2 

concentrat ions), while others are dependent upon the 

evolution of the entire climate system and are poorly 

known (e.g., clouds and water vapour). 

5.2.2.1 Trace gas composition 

In IPCC (1990), an unchanging atmosphere was assumed 

with the trace gas concentrations, hence the radiative 

p rope r t i e s of the a t m o s p h e r e , u n c h a n g i n g in t ime . 

However, likely (but unforecastable) changes in CO,, CH4, 

or N , 0 concentrations will lead to future changes in the 

radiative forcing per molecule of those gases (and perhaps 

others whose spectral bands overlap with them), as noted 

previously. The radiative properties of C 0 2 are particularly 

sensitive to changes in concentration, since the large 

optical depth of CO, in the current atmosphere makes its 

r ad ia t ive emis s ion depend l oga r i t hmica l l y on 

c o n c e n t r a t i o n . T h u s , the forc ing for a pa r t i cu l a r 

incremental change of C 0 2 will become smaller in the 

future, when the atmosphere is expected to contain a larger 

concentration of the gas. In the case of CH4 and N 2 0 , there 

is a square- root dependence of the forcing on their 

respective concentrations (IPCC, 1990); hence, just as for 

CO,, the forcings due to a specified increment in either gas 

are expected to become smaller for future scenarios. For 

the other trace gases considered here, the present and 

likely future values are such that the direct radiative 

forcing is linear with respect to their concentrations and 

hence is independent of the scenario. 

We explore here the impact of future changes in CO, 

concentrations upon GWP calculations and compare these 

results to those obtained for an unchanging atmosphere. 

For example, Figure 5.5 illustrates the decay response of a 

pulse of C 0 2 from the Bern carbon cycle model for 

constant atmospheric C 0 2 and for the S650 CO, scenario 

discussed in detail in Chapter 1. The S650 Scenario 

includes C 0 2 concentrations that increase from the 1993 

level of about 356 ppmv to a stabilised value of about 650 

ppmv near the end of the 22nd century. The differences 

occur largely at the later times (>75 yr). 

For reference to earlier IPCC reports, we also show in 

Figure 5.5 the C 0 2 response function that was used in 

IPCC (1990 , 1992) . The f ract ional C 0 2 decay was 

parametrized as a sum of three exponential functions 

crudely characterising the C 0 2 removal processes: 

F[C02(t)] = 0.30036exp(-f/6.993)+0.34278exp(-f/71.109) 

+0.35686exp(-f/815.727). (5.3) 

The derivation was based upon an unbalanced ocean-

atmosphere model (Oeschger et al., 1975). Its favourable 

comparison to the results of the balanced ocean models in 

Chapter 1 could be largely fortuitous, since a cancellation 

of effects could have occurred in its derivation. The faster 

in i t ia l (f irst severa l d e c a d e s ) decay of added CO, 

calculated in the current models reflects rapid uptake by 
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Figure 5.5: Impulse response for an injection of CO, versus 
time for the adopted carbon model for two future CO, scenarios: 
(i) constant current CO, concentrations and (ii) the increasing 
CO, concentrations of the S650 profile shown in Figure 1.I2. 
Also shown for reference is the three-exponential function used 
to represent the CO, decay response in IPCC (1990. 1992). 
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Figure 5.6: The sensitivity of the AGWP of C02 to the choices 
of future C02 scenarios other than constant current 
concentrations: (i) constant pre-industrial concentrations (280 
ppmv) and (ii) the increasing concentrations of the S650 profile 
shown in Figure 1.12. 

the biosphere and is believed to be an important 
improvement. 

Figure 5.5 illustrates the fact that the dependence of the 
AGWP of C0 2 upon choice of future atmospheric C02 

concentrations is not a highly sensitive one. This critical 
point is further quantified in Figure 5.6, which shows, for 
the adopted CO., decay response, how the AGWP would 
differ for choices of future atmospheric CO., scenarios 
other than constant current concentrations. A constant 
atmosphere at pre-industrial values (280 ppmv) would 
yield AGWPs for C0 2 different by less than 20% for all 
time horizons. Similarly, the increasing CO\ 
concentrations of the S650 Scenario would yield AGWPs 
that are smaller by 15% or less as compared to constant 
current concentrations. Note that values of -15% do not 
imply a change in sign of the AGWP or GWP, only that 
the AGWP becomes as much as 15% smaller when 
possible increases in future CO-, abundances up to 650 
ppmv are considered rather than constant current values. 
The effects are small because decreases in the radiative 
forcing per molecule due to the increasing CO, 
atmospheric abundance tend to be opposite in sign to those 
due to the changed CO, decay response of balanced CO, 
models (see Caldeira and Kasting, 1993 and Wigley, 
1994a). This similarity in AGWPs suggests that the 
relative radiative effect of each added kilogram of gas is 
not strongly dependent upon future CO, abundances, but 
the total absolute radiative forcing will, of course, be 
strongly dependent upon future abundances (e.g., the total 
number of kilograms of added gas). 

We also considered the possible evolution of the 
radiative forcing of CH4 and N , 0 and the interplay 
between the spectral overlap of these two gases using the 
IS92a Scenario published in the Annex of IPCC (1992). If 
the calculations were made with the lS92a CH4 and N,0 
scenarios rather than with the constant current values, the 
direct GWPs of CH4 would decrease by 2 to 3%, and the 
20-, 100-, and 500-yr GWPs of N,0 would decrease by 5, 
10, and 15%, respectively. The impact of the adopted 
future scenarios for CO,, CH4, and N,0 on the radiative 
forcing of other trace species was not considered here. 

5.2.2.2 Water vapour and clouds 
Water vapour 
While it is likely that water vapour will change in a future 
climate state, the effect of such changes upon the direct 
GWPs of the great majority of molecules of interest here is 
expected to be quite small. For example, the model of 
Clerbaux et al., (1993) was used to test the sensitivity of 
the direct GWP for CH4 to changes in water vapour. Even 
for changes as large as 30% in water vapour concentration, 
the calculated GWP of CH4 changed by only a small 
percentage (C. Granier, personal communication, 1993). 
For many other gases whose radiative impact occurs 
largely in the region where water vapour's absorption is 
relatively weak, similar or smaller effects are likely. 

Clouds 

Clouds composed of water drops or ice crystals possess 
absorption bands in virtually the entire terrestrial infrared 
spectrum. By virtue of this property, they modulate 
considerably the infrared radiation escaping to space from 
the Earth's surface and atmosphere. Since cloud tops 
generally have lower temperatures than the Earth's surface 
and the lower part of the atmosphere, they reduce the 
outgoing infrared radiation. This reduction depends mainly 
on cloud height and optical depth. The higher the cloud, 
the lower is its temperature and the greater its reduction in 
infrared emission. On the other hand, higher clouds (in 
particular high ice clouds) tend to have low water content 
and limited optical depth. Such clouds are partially 
transparent, which reduces the infrared trapping effect. 

The absorption bands of several trace gases overlap 
significantly with the spectral features of water drops and 
ice crystals, particularly in the window region. Owing to 
the relatively strong absorption properties of clouds, the 
greenhouse effect of many trace molecules is diminished 
in the presence of clouds. The spectral overlap between a 
molecule and cloud acts to reduce the radiative forcing 
associated with the increase in the concentration of the 
molecule considered. For example, calculations with a 
high-spectral resolution algorithm (V. Ramaswamy, 
personal communication, 1993) show that the radiative 
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forcing due to a 0-1 ppbv increase (uniform with height) in 
CFC-11 in an overcast mid-latitude summer atmosphere 
with cloudtop at 3 km is 37% less than the corresponding 
clear-sky value (0.35 Wm"2). The reduction from the clear-
sky value is as high as 83% if an overcast sky with 
cloudtop at 10 km is considered. The difference between 
clear-sky and the overcast sky forcings depends on the 
absorption features of the trace gas considered. In the case 
of CF4, the corresponding reductions from the same model 
in the overcast sky conditions with respect to the clear-sky 
value (0.097 Wm"2), are 22% (cloudtop at 3 km) and 81% 
(cloudtop at 10 km), respectively. However, it is important 
to note that the impact of changes in clouds upon GWPs 
depends upon the ratio between the change in radiative 
forcing of the gas considered and that of the reference gas, 
not the absolute change in radiative forcing of the gas 
alone (i.e., the AGWP, which is strongly affected). 

Possible future changes in cloud amounts and 
characteristics are a key element in predicting the absolute 
climate responses to greenhouse forcing. While it is not 
possible at present to fully predict future changes in cloud 
properties, Table 5.1 illustrates the range of sensitivity of 
GWPs to these effects by presenting calculations for clear-
sky conditions and calculations including a three-layer 
cloud model. The table shows that the presence or absence 
of clouds results in estimated changes of the adjusted 
relative radiative forcings of the molecules considered here 
of typically less than 12%. While these estimates are 
derived only from a single model and only for a particular 
three-layer cloud model, the consideration of a complete 
absence of clouds is an extreme test. Thus, uncertainties in 
future cloud cover due to climate change are unlikely to 
substantially impact GWP calculations. 

5.2.3 Lifetimes 
The steady-state lifetimes of atmospheric gases are largely 
dictated by their photolysis and/or oxidation by reaction 
with OH, 0(1D), and, in a few cases, CI. The estimated 
lifetimes of trace gases considered in this report were 
updated to account for improved understanding. Updated 
reaction rate constants and absorption cross-sections for 
the relevant chemical destruction processes are based upon 
laboratory measurements summarised in JPL (1992) and 
the additional sources indicated in Table 5.2 (see also 
WMO, 1995). 

Methylchloroform is a relatively short-lived gas 
destroyed mainly by reaction with the reactive OH radical 
in the troposphere (although its oceanic uptake must also 
be considered, see Butler et al., 1991). Observations of the 
trend in methylchloroform concentration, together with 
information regarding emissions and other sinks (e.g., 
oceanic uptake), can be used to deduce its lifetime and 
hence the globally averaged atmospheric OH concentration 
(Prinn et al., 1992). The lifetimes of other key gases 
destroyed by OH (i.e., CH4, HCFCs, HFCs) can then be 
inferred relative to that of methylchloroform (see, e.g., 
Prather and Spivakovsky, 1990) with greater accuracy than 
would be possible from a priori calculations of the 
complete tropospheric OH distribution, so long as the 
gases are long-lived (hence relatively well-mixed). It is 
likely that methane is also destroyed in part by uptake to 
soil (IPCC, 1992), but this process is believed to be 
relatively slow and makes a small contribution to the 
removal of this gas from the atmosphere (see Chapter 2). 
Possible soil or ocean sinks are not considered for any 
other species. 

Photochemical destruction mechanisms for 

Table 5.1: Change in adjusted relative radiative forcings with and without clouds for selected molecules, from the model 
of Clerbaux et al (1993). 

Species 

CFC-11 

CFC-12 

HCFC-22 

HCFC-123 

HCFC-141b 

HCFC-142b 

HFC-134a 

HFC-125 

HFC-152a 

Methane 

Nitrous oxide 

Chemical 
formula 

CFCI3 

CF2C12 

CF2HC1 

C2F3HC12 

C2FH3C12 

C2F2H3C1 

CH2FCF3 

C2HF5 

C2H4F2 

CH4 

N20 

Percentage change in adjusted relative radiative forcing 
per molecule compared to C02, due to incorporation of 
cloud feedbacks 

-11 

-12 

-11 

-11 

-10 

-11 

-12 

-11 

-12 
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perfluorocarbons such as CF4, C,F6, and C6F14 are 
extremely slow. For CF4 and C,F^, the dominant loss 
process is likely to be decomposition in the airflow 
through combustors, resulting in lifetimes of the order of 
50,000 and 10,000 years, respectively (Ravishankara et al., 
1993), due to the strong chemical bonds of these species. 
Larger perfluorocarbons such as CfiF,4 have lifetimes 
exceeding a thousand years. 

5.2.4 Direct GWPs 
New direct GWPs of many gases were calculated for this 
report with the radiative transfer models developed at the 
National Center for Atmospheric Research - NCAR 
(Breigleb, 1992; Clerbaux et al., 1993), Lawrence 
Livermore National Laboratory - LLNL (Wuebbles et al., 
1994a,b), the Max Planck Institut fur Chemie - Mainz 
(Briihl, 1993), the Indian Institute of Technology (Lai and 
Holt, 1991, updated in 1993), and the University of Oslo 
(Fuglesvedt et al., 1994). These were compared to the 
values given in IPCC (1990). The radiative forcing a-
factors (see Equation 5.1) used in Chapters 4 and 5 of this 
report are summarised in Tables 4.2 and 4.3'; they were 
largely unchanged from IPCC (1990), with additional 
halocarbons added. In addition, the studies of Ko et al. 
(1993) and of Solomon et al. (1994) were used in deriving 
GWPs for SF6 and CF3I, respectively. Table 5.2 presents a 
composite summary of the recommended GWP results. 
With the exception of CF3I, all of the molecules 
considered have lifetimes in excess of several months and 
thus can be considered reasonably well-mixed; only an 
upper limit rather than a value is presented for CF3I. 

There have been some significant changes in the values 
used for the lifetimes of trace gases in this study as 
compared to the IPCC (1992) assessment. The estimates 
for the lifetimes of many of the gases destroyed primarily 
by reaction with tropospheric OH (e.g., HCFC-22, HCFC-
141b, HCFC-142b, etc.) are about 15% shorter than in 
IPCC (1992), due mainly to recent studies suggesting a 
shorter lifetime for CH3CC13 based upon improved 
calibration methods and upon an oceanic sink (Butler et 
al, 1991). Similarly, the estimates for the lifetimes of 
gases destroyed mainly by photolysis in the stratosphere 
(e.g., CFC-12, CFC-113, H-1301) are about 10% shorter 
than in IPCC (1992) due to a shorter estimated lifetime for 
CFC-11 and related species. Lifetime estimates of a few 
other gases have also changed due to improvements in the 
understanding of their specific photochemistry (e.g., note 
that the lifetime for CFC-115 is now estimated to be about 
1700 years, as compared to about 500 years in earlier 
assessments). 

Several new gases proposed as CFC and halon 
substitutes are considered here for the first time, such as 
HCFC-225ca, HCFC-225cb, HFC-227ea, and CF3I. Table 
5.2 also includes for the first time a full evaluation of the 

GWPs of several fully fluorinated species, namely SF(i, 
CF4, C,F(], and C(1F14. SF() is used mainly for insulation of 
electrical equipment (Ko et al.. 1993), while CF4 and C,F() 

are believed to be produced mainly as accidental by
products of aluminium manufacture. C()F,4 and other 
perfluoroalkanes have been proposed as potential CFC 
substitutes. The very long lifetimes of these gases 
(Ravishankara et al., 1993) lead to large GWPs over long 
time-scales. 

The reference (see Equation 5.1) for the GWPs in Table 
5.2 is the adopted CO, decay response from the carbon 
cycle model (see Section 5.2.1 and Chapter 1). The GWP 
calculations were carried out with background atmospheric 
trace gas concentrations held fixed at 354 ppmv (see 
Section 5.2.2.1 and the sensitivity tests discussed therein). 

The uncertainty in the GWP of any trace gas other than 
CO, depends upon the uncertainties in the AGWP of CO-, 
and the AGWP of the gas itself. The uncertainties in the 
relative values of AGWPs for various gases depends upon 
the uncertainty in relative radiative forcing per molecule 
(estimated to be about 25% for most gases, as shown in 
Chapter 4) and on the uncertainty in the lifetimes of the 
trace gas considered (which are likely to be accurate to 
about 10% for CFC-11 and CH3CC13 as shown in Chapter 
2, and perhaps 20-30% for other gases derived from them). 
Combining these dominant uncertainties (in quadrature) 
suggests uncertainties of less than ±35% in the direct 
AGWPs for nearly all of the trace gases considered in 
Table 5.2 . We note that a few of the newest CFC 
substitutes (namely HFC-236fa, -245 ca, and -43-10 mee) 
have larger uncertainties in lifetimes since fewer kinetic 
studies of their chemistry have been reported to date. 
Uncertainties in the AGWPs for CO, depend upon 
uncertainties in the carbon cycle (see Chapter 1) and on the 
future scenario for CO,. The effect of the latter uncertainty 
is likely to be relatively small, and a range is illustrated in 
Figure 5.6 for two very different illustrative cases. 

The direct GWPs given in Table 5.2 can be readily 
converted to other frameworks such as AGWPs, GWPs for 
a changing atmosphere, and GWPs using as reference 
either a specific carbon cycle model or the three-parameter 
fit employed in IPCC (1990, 1992). Note in particular that 
Table 5.3 presents the relevant factors to carry out 
conversions to scenarios in which much different future 
C02 abundances are assumed. 

• To convert to AGWP units, the numbers in Table 5.2 
should be multiplied by the AGWP for the adopted 
Bern C02 carbon cycle model, with fixed C0 2 (354 
ppmv) scenario (i.e., Line 1 in Table 5.3) and 

1 a factors are equivalent to the AF per unit mass values listed in 
Tables 4.2 and 4.3. 
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Table 5.2: Global Warming Potentials (mass basis), referenced to theAGWPfor the adopted carbon cycle model C07 

decay response and future C02 atmospheric concentrations held constant at current levels. Only direct effects are 

considered, except for methane. 

Species 

CFCs 
CFC-11 
CFC-12 
CFC-13 
CFC-113 
CFC-114 
CFC-115 

HCFCs, etc. 
Carbon tetrachloride 
Methylchloroform 
HCFC-22 ( t t t ) 
HCFC-141b ( t t t ) 
HCFC-142b ( t t t ) 
HCFC-123 (ft) 
HCFC-124 ( t t ) 
HCFC-225ca ( t t ) 
HCFC-225cb ( t t ) 

Bromocarbons 
H-1301 

Other 
HFC-23 (t) 
HFC-32 ( t t t ) 
HFC-43-10mee(t) 
HFC-125 (ft) 
HFC-134 (t) 
HFC-134a ( t t t ) 
HFC-152a ( t t ) 
HFC-143(f) 
HFC-143a (ft) 
HFC-227ea (f) 
HFC-236fa (f) 
HFC-245ca (t) 
Chloroform (ft) 
Methylene chloride (ft) 
Sulphur hexafluoride 
Perfluoromethane 
Perfluoroethane 
Perfluorocyclobutane 
Perfluorohexane 
Methane* 
Nitrous oxide 
Trifluoroiodomethane 

Chemical Formula 

CFC13 

CF2C12 

CCIF3 

C2F3CI3 
C,F,C1; 

c^a 
CC14 

CH3CC13 
CF2HC1 
C2FH3C12 

C2F2H3C1 
C2F3HCI2 

C2F4HC1 
C3F5HC12 

C3F5HC12 

CF3Br 

CHF3 

CH2F2 

C5H2F10 

C2HF5 

CHF2CHF2 

CH2FCF3 

C2H4F2 

CHF2CH2F 
CF3CH3 
C3HF7 

C]H2Fg 
C,H3F, 
CHCI3 
CH,Cl2 

s p ; 
CF4 

% 
c-QFg 

(̂ fw 
CH4 

N20 
CF3I 

Lifetime and Reference 
years 

50±5 
102 
640 
85 
300 
1700 

42 
5.4+0.6 
13.3 
9.4 
19.5 
1.4 
5.9 
2.5 
6.6 

65 

250 
6 
20.8 
36.0 
11.9 
14 
1.5 
3.5 
55 
41 
250 
7 
0.55 
0.41 
3200 
50000 
10000 
3200 
3200 
14.5±2.5 
120 
<0.005 

(b) 
(c) 
(a) 
(c) 
(a) 
(a) 

(c) 
(b) 
(d) 
(d) 
(d) 
(d) 
(d) 
(d) 
(d) 

(c) 

0) 
(d) 
(h) 
(d) 
(e) 
(d) 
(d) 
(k) 
(d) 
(g) 
(h) 
(d) 
(d) 
(d) 
(a) 
(a) 
(a) 
(a) 
(a) 
(0 
(c) 
(f> 

Global Warming Potential (time horizon) 
20 years 

5000 
7900 
8100 
5000 
6900 
6200 

2000 
360 

4300 
1800 
4200 
300 
1500 
550 
1700 

6200 

9200 
1800 
3300 
4800 
3100 
3300 
460 
950 

5200 
4500 
6100 
1900 

15 
28 

16500 
4100 
8200 
6000 
4500 
62±20 

290 
<5 

100 years 

4000 
8500 
11700 
5000 
9300 
9300 

1400 
110 
1700 
630 

2000 
93 

480 
170 
530 

5600 

12100 
580 
1600 
3200 
1200 
1300 
140 
290 

4400 
3300 
8000 
610 

5 
9 

24900 
6300 
12500 
9100 
6800 

24.5+7.5 
320 

« 1 

500 years 

1400 
4200 
13600 
2300 
8300 
13000 

500 
35 

520 
200 
630 
29 
150 
52 
170 

2200 

9900 
180 
520 
1100 
370 
420 
44 
90 

1600 
1100 
6600 
190 

1 
3 

36500 
9800 
19100 
13300 
9900 

7.5+2.5 
180 

< « 1 

(t) 
(tt) 
(ttt) 
a 
b 
c 
d 

Includes direct and indirect components (see Section 5.2.5) 
Indicates HFC/HCFCs under consideration for specialised end use (see Chapter 4) 
Indicates HFC/HCFCs in production now for specialised end use (see Chapter 4) 
Indicates HFC/HCFCs in production now and likely to be widely used (see Chapter 4) 
Ravishankara, et al. (1993). 
Prather, private communication 1993, based on the forthcoming NASA CFC report and other considerations. 
Average of reporting models in NASA CFC report. Scaled to CFC-11 lifetime. 
Average of JPL (1992) and IUPAC (1992) with 277 K rate constants for OH+halocarbon scaled against 0H+CH3CC13 

and lifetime of tropospheric CH,CC13 of 6.6 yr. Stratospheric lifetime from WMO (1992) 
DeMore (1993). Used 277 K OH rate constant ratios with respect to CH3CC13, scaled to tropospheric lifetime of 6.6 yr for CH3CCI3. 
Solomon et al. (1994). 
Zhang et al. (1994) and Nelson et al. (1993) with 277 K rate constants for OH+halocarbon scaled against 0H+CH3CC13 and lifetime of 
tropospheric CH,CC13 of 6.6 yr. 
W. DeMore (personal communication, 1994) with 277 K rate constants for OH+halocarbon scaled against 
0H+CH3CC13 and lifetime of tropospheric CH,CCI3 of 6.6 yr. 
Includes the dependence of the response time on CH4 abundance (see Chapter 2) 
Schmoltner et al. (1993) with 277 K rate constants for OH+halocarbon scaled against 0H+CH3CC13 and lifetime of tropospheric CH3CC13 "t 
6.6 yr. 
Barry et al. (1994) with 277 K rate constants for OH+halocarbon scaled against 0H+CH3CC13 and lifetime of tropospheric CH3CC13 of 6.6 > 
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multiplied by 1.291 x 10"13 to convert the AGWP of 
C0 2 from per ppmv to per kg on a global basis. 

• To convert to GWP units using one of the other 
indicated carbon cycle models and/or trace-gas 
future scenarios, the numbers in Table 5.2 should be 
multiplied by the AGWP for the adopted Bern CO, 
carbon cycle model, fixed CO-, (354 ppmv) scenario 
(Line 1 in Table 5.3) and divided by the AGWP 
value in Table 5.3 for the carbon cycle model and/or 
scenario in question. 

• To convert to GWPs that are based on the same 
reference as was used in IPCC (1990,1992), the 
numbers in Table 5.2 should be multiplied by the 
AGWP for the adopted Bern C0 2 carbon cycle 
model, fixed C0 2 (354 ppmv) scenario (Line 1 in 
Table 5.3) and divided by the AGWP value in Table 
5.3 for the C02- l ike gas, IPCC (1990) decay 
function, fixed C0 2 (354 ppmv) (i.e., last line in 
Table 5.3). 

5.2.5 Indirect Effects 

5.2.5.1 General characteristics 
In addition to the direct forcing caused by injection of 
infrared absorbing gases to the atmosphere, some 
compounds can also modify the radiative balance through 
indirect effects relating to chemical transformations. When 
the full interactive chemistry of the atmosphere is 
considered, a very large number of possible indirect effects 
can be identified, ranging from the production of 
stratospheric water vapour as an indirect effect of H, 
trends (see, e.g., Khalil and Rasmussen, 1990) to changes 
in the HC1/C10 ratio and hence in ozone depletion 
resulting from CH4 injections. 

The effects arising from such processes are difficult to 

Table 5.3: Absolute GWPs (AGWPs) (Wnr2 yrppmv'tf. 

Case 

C02, Bern carbon cycle model, fixed C02 (354 ppmv) 

C02, Bern carbon cycle model, S650 Scenario 

C02, Wigley carbon cycle model, S650 Scenario 

C02, Enting carbon cycle model, S650 Scenario 

C02, LLNL carbon cycle model, S450 Scenario 

C02, LLNL carbon cycle model, S650 Scenario 

C02, LLNL carbon cycle model, S750 Scenario 

C02-like gas, IPCC (1990) decay function, fixed C02 (354 ppmv) 

quantify in detail (see Chapter 2), but many are highly 
likely to represent only small perturbations to the direct 
GWP and to global radiative forcing. For example, there is 
no chemical evidence at present to suggest formation of 
breakdown products of HCFCs and MFCs that are 
sufficiently long-lived to significantly affect their GWPs 
(see WMO, 1995). Recent work has shown that the 
production of products such as fluoro- and chlorophosgene 
and organic nitrates from the breakdown of HCFCs, MFCs, 
and CFCs is unlikely to represent a significant indirect 
effect on the GWPs of those species, due to the removal of 
these water-soluble products in clouds and rain (Kindler et 
al., 1994; WMO, 1995). Similarly, the addition of HCFCs 
and HFCs to the atmosphere can, in principal, affect the 
oxidising capacity of the lower atmosphere and hence their 
lifetimes, but the effect is completely negligible for 
reasonable assumed abundances of these trace gases. 

Table 5.4 summarises some key stratospheric and 
tropospheric chemical processes that do represent 
important indirect effects for GWP estimates. We 
emphasise that the processes indicated here are not 
intended to be inclusive of all possible effects, but rather to 
emphasise those most likely to be important. The processes 
and the current state of understanding of them are 
examined in Chapter 2. We summarise here the GWP-
relevant aspects. 

CH4: change in CH4 lifetime 

Small changes in CH4 concentrations can significantly 
affect the atmospheric OH concentration, rendering the 
response time for the decay of the added gas substantially 
longer than that of the ensemble (i.e., longer than the 
nominal 10-yr lifetime for CH4). This is due to the non
linear chemistry associated with relaxation of the coupled 
OH-CO-CH4 system (see Lelieveld et al., 1993; Prather, 

20 year 

0.235 

0.225 

0.248 

0.228 

0.247 

0.246 

0.247 

0.267 

Time horizon 
100 year 

0.768 

0.702 

0.722 

0.693 

0.821 

0.790 

0.784 

0.964 

500 year 

2.459 

2.179 

1.957 

2.288 

2.823 

2.477 

2.472 

2.848 

t Multiply these numbers by 1.291 x 1()13 to convert from per ppmv to per kg. 
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Table 5.4: Important indirect effects on GWPs 

Species Indirect effect Sign of effect on GWP 

CHA 

CFCs, HCFCs, 

Bromocarbons 

CO 

NOx 

NMHCs 

Changes in response times due to changes in tropospheric OH 

Production of tropospheric 0 3 

Production of stratospheric H20 

Production of C02 (for certain sources) 

Depletion of stratospheric 0 3 

Increase in tropospheric OH due to enhanced UV 

Production of tropospheric 0 3 

Changes in response times due to changes in tropospheric OH 

Production of tropospheric C02 

Production of tropospheric 0 3 

Production of tropospheric 0 3 

Production of tropospheric C02 

+ 

+ 

+ 

+ 

+ 

+ 

1994; and Chapter 2 for further details). This effect was 
discussed in IPCC (1990) and IPCC (1992) as an indirect 
effect on OH concentrations, and thus is not new. It arises 
through the fact that small changes in OH due to addition 
of a small pulse of CH4 slightly affect the rate of decay of 
the much larger amount of CH4 in the background 
atmosphere, thereby influencing the net removal of the 
added pulse. It is critical to note that the exact value of the 
CH4 pulse response time depends upon a number of key 
factors, including the absolute amount of CH4, size of the 
pulse, etc., making its interpretation complex and case-
dependent. The detailed explanation of the effect is 
presented in Prather (1994) and in Chapter 2, which forms 
the basis for the present assessment. 

CH4: production of stratospheric H 2 0 

The production of stratospheric water vapour by methane 
oxidation involves relatively simple chemistry and 
represents a potentially significant indirect effect (Briihl, 
1993; Lelieveld et al., 1993). It is clear from theory and 
observations (Jones et al., 1986) that nearly two water 
vapour molecules are produced per methane molecule 
destroyed. Calculations of the impact of this process on the 
CH4 GWP presented below employ multi-dimensional 
models for methane and water vapour transport, together 
with a detailed treatment of stratospheric chemistry. 

CH4, CO, NOx, NMHCs: production of tropospheric 
ozone 

Tropospheric 0 3 is a strong greenhouse gas (see Chapter 
4), but one whose abundance is strongly coupled to the 
distributions of reactive OH and NOx (NO + N02), making 
accurate calculation of the tropospheric 0 3 distribution a 
notoriously difficult problem in atmospheric chemistry. 

Tropospheric ozone production is initiated by oxidation of 
reduced carbon compounds, including CO, CH4, and non-
methane hydrocarbons (NMHCs). These compounds and 
NOx are emitted from a variety of human-influenced 
sources. Hence, production of tropospheric 0 3 represents 
an indirect effect of these species (see Chapter 2). 

There are substantial inhomogeneities and other 
complexities to contend with regarding the indirect GWPs 
of CO, NOx, and the NMHCs. The lifetime of NOx in the 
troposphere is only a few days, while those of CO and 
NMHCs are of the order of months to days. The short 
lifetime of NOx coupled with scattered sources (especially 
from anthropogenic emissions) leads to highly variable 
surface concentrations ranging from a few tenths to tens of 
ppbv in the polluted boundary layer. For this range of NOx 

abundances, the photochemistry of 0 3 production in the 
troposphere is a complex and highly non-linear function of 
added NOx (e.g., Lin et al., 1988; Thompson, 1992). This 
non-linearity, together with the difficulty of accurately 
calculating the transport and removal of NOx species, 
imply that the indirect effect of ozone production from 
surface NOx emissions will be subject to large 
uncertainties. While NMHCs and CO have somewhat 
longer lifetimes ranging from days to months, these gases 
are also strongly influenced by local sources, transport 
processes (particularly venting from the boundary layer). 
and non-linear chemistry. These factors render calculation 
of the indirect GWPs associated with their surface release 
extremely uncertain and hence their GWPs will not lie 
calculated in this report. This does not imply that they are 
not significant for radiative forcing. 

The indirect effect of ozone production through additii i 
of CH4 also depends upon the abundance and distribute ; 
of NOx in the troposphere. However, the long lifetime 
CH4 (order of 10 years) implies that injections of this L 
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will be distributed throughout the troposphere, and thus its 
distribution is not dependent upon the details of transport 
phenomena, such as boundary layer venting and 
convection. It is also important to recognise that ozone 
production in the mid- and upper troposphere is more 
effective for radiative forcing than that near the surface 
(see Chapter 4), emphasising the radiative role of chemical 
ozone production processes that can take place in the free 
troposphere. Much of the indirect effect of ozone 
production through CH4 chemistry likely takes place in the 
mid- to upper troposphere, where NOx abundances 
generally exceed the approximate 10-30 pptv threshold at 
which the chemistry switches from ozone depletion to 
ozone production (see Ehhalt and Drummond, 1988; 
Fehsenfeld and Liu, 1993). These considerations suggest 
that the indirect effect of ozone production for CH4 GWPs 
may be calculated with greater confidence than those of 
CO, NOx, or NMHCs, although it is not completely 
independent of emissions of these gases. 

In summary, we present here the indirect GWP effect of 
tropospheric ozone production only for CH4. Additional 
GWP quantification must await further study of the model 
intercomparisons described in Chapter 2, additional field, 
laboratory, and theoretical characterisation of the processes 
involved in tropospheric ozone production, and further 
work on the radiative forcing impacts of regional and 
global ozone changes described in Chapter 4. 

CFCs, HCFCs and bromocarbons: depletion of 
stratospheric ozone 

Stratospheric ozone depletion by halocarbons causes 
significant cooling near the tropopause and hence is 
believed to induce a negative radiative forcing of the 
surface-troposphere system (Ramaswamy el ah, 1992; 
IPCC, 1992, WMO, 1992; ). A recent General Circulation 
Model (GCM) calculation suggests that the globally 
averaged radiative flux change at the tropopause due to 
ozone depletion can be related to surface temperature 
responses (see Chapter 4). However, quantitative 
evaluation of the magnitude of this effect requires detailed 
knowledge of the vertical profile of ozone loss 
(Schwarzkopf and Ramaswamy, 1993). Further, a full 
evaluation of the radiative impact of each halocarbon 
requires detailed consideration of the photochemical 
effectiveness of each contributing gas (particularly 
bromocarbons), and future scenarios for halocarbon and 
ozone change (see Daniel et ai, 1994). Hence, the indirect 
effects of halocarbons will not be included here, but will 
be considered in WMO (1995), where the photochemistry 
of ozone depletion is described in detail. A point worth 
noting is the possibility that, for a given halocarbon, the 
balance of the direct (positive) and indirect (negative) 
radiative forcing components may lead to a "negative 

GWP". This clearly would introduce a new factor that 
would have to be dealt with in the use of such indices in 
policy decisions, underlining the difficulty of considering 
gases with multiple, and very different, environmental 
impacts using a single simple index. Multiple impacts 
could require more sophisticated policy tools. 

Changes in N^O and CH4 can also impact stratospheric 
ozone, but these effects are believed to be considerably 
smaller than those related to increases in halogenated 
gases. 

5.2.5.2 Indirect effects upon the GWP ofCH_, 
Recent research studies of the indirect effects on the GWP 
of methane include those of Lelieveld and Crutzen (1992), 
Briihl (1993), Lelieveld el al. (1993) and Hauglustaine et 
at., (1994a,b). In this report, we consider those results 
together with inputs from Chapters 2 and 4 of this 
document. The relative radiative forcing for methane itself 
compared to CO-, on a per molecule basis is given in Table 
4.2 and is used here. Eight multi-dimensional models were 
used to study the chemical response of the atmosphere to a 
20% increase in methane as discussed in Section 2.9. The 
calculated range of ozone increases from the full set of 
tropospheric models considered in Section 2.9 provides 
insight regarding the likely range in ozone production. 
Uncertainties in these calculations include those related to 
the NOx distributions employed in the various models, 
formulation of transport processes, and other factors 
discussed in detail in Chapter 2. The estimated uncertainty 
in the indirect GWP for CH4 from tropospheric ozone 
production given below is based upon the calculated mid-
to upper tropospheric ozone response of the models to the 
prescribed methane perturbation at northern mid-latitudes 
(see Figure 2.16) and consideration of the current 
inadequacies in the understanding of many relevant 
atmospheric processes. The calculated ozone changes from 
the model simulations of Chapter 2 for a 20% increase in 
methane implies an indirect effect that is about 25±15% of 
the direct effect of methane (or 19+12% of the total), using 
the infrared radiative code of the NCAR model. A similar 
number is estimated in Chapter 4. The upper end of this 
range is close to that presented in IPCC (1990). 

Release of CH4 leads to increased stratospheric water 
vapour through photochemical oxidation; estimates of this 
indirect effect are of the order of 5% or less of the direct 
effect of methane (4% of the total) based on the discussion 
in Chapter 4; current results from the LLNL, NCAR, and 
Mainz radiative/photochemical two-dimensional models; 
and the published literature (e.g., Lelieveld and Crutzen, 
1992; Briihl, 1993; Lelieveld el al. 1993; Hauglustaine et 
al., 1994a,b). We adopt 5% of the direct effect in the table 
below, which is smaller than the value quoted in IPCC 
(1990). 

Each injected molecule of CH4 ultimately forms C02 , 
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representing an additional indirect effect which would 
increase the GWPs by approximately 3 for all time 
horizons (see IPCC, 1990). However, as noted by Lelieveld 
and Crutzen (1992), this indirect effect is unlikely to apply 
to biogenic production of CH4 from most sources (e.g., 
from rice paddies), since the ultimate source of the carbon 
emitted as CH4 in this case is C02 , implying no net gain of 
carbon dioxide. While non-biogenic methane sources such 
as mining operations do lead indirectly to a net production 
of CO-,, this methane is often included in national carbon 
production inventories. In this case, consideration of C0 9 

production in the GWP could lead to "double-counting", 
depending upon how the GWPs and inventories are 
combined. As shown in Table 2.3, most human sources of 
methane are biogenic, with another large fraction being 
due to coal mines and natural gas. Thus, the indirect effect 
of C0 9 production does not apply to much of the CH4 

inventory, and is not included in Table 5.5 (in contrast to 
IPCC (1990), where this effect was included). 

As in Table 5.2, the GWPs were calculated relative to 
the CCs decay response of the Bern carbon cycle model 
with a constant current C0 2 and CH4 atmosphere. Table 
5.5 summarises the composite result for methane GWPs 
and its uncertainty, and considers the breakdown of the 
effects among various contributing factors. The ranges in 
CH4 GWPs shown in Table 5.5 reflect the uncertainties in 
response time, lifetime, and indirect effects as discussed 
below. We assume a lifetime of methane in the 
background atmosphere of 10±2 years (which is consistent 
with Table 2.3). However, the response time of an added 
pulse is assumed to be much longer (12-17 years based 
upon Chapter 2). The total GWPs reported in IPCC (1990) 
including indirect effects are within the ranges shown in 
Table 5.5. The longer response time adopted here for 
methane perturbations is responsible for a large part of the 
change in methane GWP values compared to the nominal 
values including direct effects only in the IPCC (1992) 
report (although the fact that indirect effects were likely to 
be comparable to the direct effect was noted). This change 
is based entirely on the analysis presented in Chapter 2 
used to define the methane response time for this report 
(see Prather, 1994). The decay response has been 

thoroughly tested only for small perturbations around a 
background state and continuing input flux approximately 
representative of today's atmosphere. It would be different 
if, for example, large changes in methane emissions were 
to occur in the near future. It is also believed to be 
sensitive to other chemical factors such as the sources of 
carbon monoxide. The GWP determined in this manner is 
similarly valid for relatively small perturbations, e.g., those 
that would be required to stabilise concentrations at current 
levels rather than continuing the small trend (order 1%/yr) 
observed in the past decade (see Chapter 2). However, the 
GWP shown in Table 5.5 cannot be used to estimate the 
radiative forcing that occurred since pre-industrial times, 
when methane concentrations more than doubled. 

5.2.6 The Product of GWP and Estimated Current 
Emissions 

Based upon the relative radiative forcing indices that are 
the focus of this chapter and an estimate of the total 
anthropogenic emissions of these compounds, the 
contributions of current emissions of each gas or group of 
gases to the total radiative forcing expected for future time 
horizons can be estimated. It is useful to compare these 
quantities with the assessments of total forcing in the 
current atmosphere presented in Section 4.7, where 
aerosol, volcanic, and solar absolute forcings are also 
estimated. 

It is clear that the anthropogenic emissions of many 
compounds are known only approximately, and we present 
Figure 5.7 only as an approximate guide to consideration 
of relative effects. For this purpose, we assumed 
approximate average emissions of each gas over the 
decade of the 1980s. We assumed annual anthropogenic 
emissions for C0 2 of about 6.6±1.3 GtC/yr (about 19,400-
29,000 Tg/yr) for industrial and land use sources of COn 

based on Table 1.3 (taking into account fossil fuel 
combustion, cement manufacture and net global land-use 
emissions). The annual anthropogenic emissions and their 
uncertainties for CH4 and N20 were obtained from Tables 
2.3 and 2.4, respectively. We estimate annual 
anthropogenic emissions of about 1.5 Tg/yr for the sum of 

Table 5.5: Total GWP for CH4, including indirect effects, referenced to theAGWP computed for the C02 decay response 
of the Bern carbon cycle model and future C02 atmospheric concentrations held constant at current levels. 

20 year 

Time horizon 

100 year 500 year 

Total CH4 GWP, including indirect effects and 12-17 year response time 42-82 

Fraction of total GWP due to tropospheric 0 3 change 19±12% 

Fraction of total GWP due to stratospheric H20 change 4% 

17-32 

19±12% 

4% 

5-10 

19±12% 

4% 
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the major CFCs (CFC-11, CFC-12, CFC-113, CFC-114, 
and CFC-115), methylchloroform, and halons, 0.005 Tg/yr 
for SF6 and 0.03 Tg/yr for CF4. Combining these emission 
estimates with the GWPs for 20- 100- and 500-year time 
horizons (see Tables 5.2 and 5.5) yields the approximate 
future integrated forcing from anthropogenic emissions 
shown in Figure 5.7. The uncertainty ranges shown reflect 
estimated uncertainties in emissions for C02 , CH4, and 
N20 as indicated above, as well as uncertainties in GWPs 
for CH4 and the ozone-depleting gases. While they are 
clearly not major greenhouse gases on a global basis at 
current emission rates for time horizons considered in 
Figure 5.7, SFg and CF4 are included to illustrate the 
impact of small releases of gases with high relative GWP 
and because of their long lifetimes (see, e.g., the values for 
the 500-year time horizon). In addition, they are significant 
fractions of the total product of GWP times emissions of a 
few specific countries. For CH4, the range includes the 
uncertainties in GWPs discussed above and presented in 
Table 5.5. For the sum of CFCs and halons, it is possible 
that the net GWP is small or even negative when the 
indirect effects of ozone depletion are considered, and the 
range depicted in the figure includes the upper limit 
represented by the direct effects of these gases only. The 
figure illustrates that future anthropogenic radiative 
forcings due to current emissions are likely to be induced 
primarily by C0 2 and methane (but this depends upon the 
future state of the atmosphere through its effect on the 
methane response time as noted above and based upon 
Chapter 2; Figure 5.7 refers to a future concentration of 
methane close to today's value). Further quantifying the 
relative magnitudes of the two, as well as the effects of 
other gases, requires better understanding of emissions, 
response times, and indirect effects. 

5.3 A Perspective on GWPs 

5.3.7 The Insights Gained From Ozone Depleting 
Potentials (ODPs) 

The international negotiations that led to the 1987 
Montreal Protocol on Substances that Deplete the Ozone 
Layer provide an example of the utility of trace-gas 
indices. The Ozone Depletion Potential (OOP) of a 
chlorine- or bromine-containing compound is a measure of 
its relative ability to destroy stratospheric ozone. The 
Protocol tabulated such values in its "controlled 
substances" list. Although not used widely, the provisions 
of the Protocol allow a country to "trade" between 
substances, using the ODP as the scaling factor. 
Furthermore, the ODPs have been used to set limits, 
relative to the CFCs, on the HCFCs that are to replace the 
CFCs. 

The use of ODPs in the Montreal Protocol had several 
characteristics that are relevant to the consideration of 
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Figure 5.7: The product of GWP with estimated annual 
anthropogenic emissions typical of the 1980s for various gases, 
for time horizons of 20, 100 and 500 years. Ranges indicate the 
range of possible uncertainties considered here in estimating 
GWPs and total anthropogenic emissions. The estimated 
emissions are approximate. Note that uncertainties in the indirect 
radiative forcing of CFCs and halons due to ozone depletion 
imply that the net GWPs for these gases could be negative, but 
this is presently uncertain. 

GWPs or AGWPs playing a similar role in the Framework 
Convention on Climate Change: 

• Single Values for the ODPs. The Legal Drafting 
Groups that wrote the final text of the Protocol 
required that single values be stated for the ODPs, 
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despite the fact that a scientific estimate always has 
some level of uncertainty and hence a numerical 
range within which the OOP is likely to lie. The 
median value of the estimated range of possible 
values was the one provided to the Protocol. The 
same single-value issue is likely to emerge in 
discussions of the use of GWPs in implementing the 
Climate Convention with, for example, a "basket" 
approach within which greenhouse gases can be 
"traded" on a scaled basis. 

• Periodic Updates of ODPs From Science 
Assessments. The Montreal Protocol requires that 
periodic scientific assessments be made of the state 
of the science of the ozone layer. Updated ODPs 
have been part of these assessments, e.g., WMO 
(1992). Thus, in principle, the "certified" values can 
be altered if the advance in scientific understanding 
warrants it. However, the rapidity with which policy 
has moved subsequently to phase out all of the 
halocarbons that have high ODPs (e.g., the 1990 
Amendments) has meant that the "basket" feature of 
the Protocol and the mechanisms for updating ODPs 
is unlikely to be exercised further. Nevertheless, the 
updating provision of the Montreal Protocol suggests 
that policy formulation under the Climate 
Convention could accommodate, via a periodic 
scientific assessment process, the inevitable 
improvements that will occur in the specification of 
GWPs. Indeed, the sequence of IPCC reports are 
illustrative examples of such updates to policy-
relevant scientific information. 

• Model-Dependent ODPs Acceptable. ODPs are the 
product of a calculation based on a model of how 
halogens interact with stratospheric ozone. Since 
models are approximations of reality and since 
model formulations differ, so do the ODPs that they 
produce. The scatter among model results was not 
considered by policy makers as a debilitating 
complexity. It was simply taken as one indication of 
uncertainty. Since GWP calculations are an 
analogous situation, the spread of calculations from 
different models could be handled in the same 
fashion in formulating a recommended set of current 
values. 

• ODPs' Time Horizons. Since the calculation of an 
ODP involves integrating its contribution to ozone 
depletion into the future, a choice of time horizon 
must be made in the calculation. The original values 
supplied to policy makers in the scientific 
assessments were based only on an infinite time 
horizon, which was accepted as the policy basis 
when anticipated ozone changes were far in the 

future. However, with the recognition of large 
observed ozone depletions in the current atmosphere 
and with the development of short-lived substitutes 
for the long-lived chlorofluorocarbons, ODPs with 
short time horizons were developed. These have 
been used for some policy considerations, 
particularly those associated with selecting HCFCs 
that would limit chlorine input from these substitutes 
over the next 5 to 15 years, during which 
atmospheric halogen concentrations and hence ozone 
losses are expected to attain their peak values. This 
experience suggests that scientific considerations 
relating to time-scales of likely or observed 
atmospheric responses can help clarify choices 
relating to time horizons. 

The sinks (hence atmospheric lifetimes) of most of 
the major ozone-depleters — chlorofluorocarbons 
and bromocarbons - are well known. There is a 
greater degree of uncertainty for the major human-
influenced greenhouse gas - C 0 2 . Hence, the 
reference (denominator) for GWPs, and their 
numerical values for all species, are likely to change 
more than was the case for ODPs, which used CFC 
11 as the reference species. 

Stratospheric ozone depletion involved largely on.' 
family of chemical compounds - the halocarbons. \v 
contrast, there are several different types er 

greenhouse gases, thereby invoking the need ' 
understand a much broader set of processes in th 
greenhouse gas issue, e.g., stratospheric 

Complexity Introduced by the Bromine/Chlorine 
Interplay. The ODP of a bromine-containing species 
depends on the level of atmospheric chlorine 
assumed in the calculation. The scientific assessment 
panel described this added complexity to the 
decision makers and explained that the calculated 
ODPs were based on the current chlorine levels. 
These ODP values were accepted, demonstrating that 
such a level of complexity can be handled by the 
Protocol process and that an agreed-upon value of a 
variable, whose future value cannot be fully 
predicted, can be assimilated by the policy process. 
This experience bodes well for the assimilation of 
similar GWP complexities by the policy process, 
e.g., the dependence of GWP for CH4 on the future 
CH4 and N20 concentration scenarios. 

However, it is important to note that GWPs are more 
complex than ODPs. Hence, the use of GWPs in the future 
negotiations of the Framework Convention on Climate 
Change could be more difficult than those associated with 
the use of ODPs in the Montreal Protocol. The reasons are 
severalfold: 
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photochemical removal vis-a-vis biospheric uptake. 
Hence, broad quantification of GWPs will be more 
difficult. 

The response of the stratosphere to injection of 
halocarbons is relatively rapid (time scale of the 
order of five years), while many of the climate 
responses to radiative forcing are much longer 
(order of decades to centuries). Thus, the role of 
time-scales in greenhouse gas decisions and time-
horizon choices in GWPs could be fundamental. For 
example, a relatively short response time of an 
affected system allows earlier observations of the 
response and, in principle, more opportunity to use 
such observations in policy decisions. The opposite 
is true for long response times. 

• The producers of the halocarbons are the 
industrialised countries. In contrast, every country 
produces and/or removes (e.g., forest sink for CO-,) 
greenhouse gases. As a result, the spectrum of 
countries that will be involved in using GWPs and in 
negotiating emission reductions will be much 
broader, implying more complex negotiations. 

• The halocarbons are linked to a limited part of the 
industrial sector. Greenhouse gases permeate many 
aspects of the economies of most nations, since the 
energy, transportation, and agricultural sectors are all 
involved. As above, the spectrum of the industrial 
sector involved in technically defining the ways in 
which GWPs are used and in which emission 
reductions can be accomplished will be broader, with 
similar implications. 

5.3.2 Characteristics Relevant to Uses of GWPs in Policy 
Formulation 

The choice of time horizon for GWPs 
While the selection of a time horizon of a radiative forcing 
index is largely a "user" choice (i.e., a policy decision), 
some scientific points are relevant to that selection: 

• Policy-relevant climate-change phenomena exist at 
both ends of the climate-change time spectrum: 

(i) If the policy emphasis is to help guard against 
the possible occurrence of potentially abrupt, 
non-linear climate responses in the relatively 
near future, then a choice of a 20-year time 
horizon would yield an index that is relevant to 
making such decisions regarding appropriate 
greenhouse gas abatement strategies. In 

addition, if the speed of potential climate change 
is of greatest interest (rather than the eventual 
magnitude), then a focus on shorter time 
horizons can be used. 

(ii) Similarly, if the policy emphasis is to help guard 
against long-term, quasi-irreversible climate or 
climate-related changes (e.g., the very slow 
build up of and recovery from sea level changes 
that are controlled by slow processes such as 
warming of the ocean), then a choice of a 100-
year or 500-year time horizon would yield an 
index that is relevant to making such decisions 
regarding appropriate greenhouse gas abatement 
strategies. 

With this awareness, policies could choose to he a 
mix of emphases. GWPs with differing time 
horizons can aid in establishing such a mix. Indeed, 
that was the case in the Montreal Protocol 
deliberations, in which the long-lived, high-OOP 
gases were the initial focus and the shorter-lived, 
lower-ODP gases were a subsequent focus. 

• The scientific uncertainties are very substantial for 
Earth-system processes that occur on long time-
scales. This fact implies larger inaccuracies for 
GWPs with longer time horizons compared to those 
with shorter time horizons. 

GWPs and natural sources 

The nature of the emission source of a compound - i.e., 
whether it is natural, anthropogenic, or both - does not 
figure directly into the calculation of a GWP (or an OOP). 
It is important, of course, for understanding budgets and 
trends. Other things being equal, the fact that a compound 
has large natural sources does not imply a less-accurate or 
a less-meaningful GWP. 

Awareness of improving science 

Users of GWPs need to he aware that future changes in 
numerical indices are likely as research in related areas 
yields improved input to the calculations. This implies that 
whatever framework is adopted for the use of these 
indices, it must have flexibility to incorporate what could 
be substantial changes in the specified numerical values of 
the indices. The use of ODPs in the Montreal Protocol 
indicates that the science/policy greenhouse dialogue can 
deal fruitfully with similar climate-related complexities as 
well. 
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Preface to WGIII Report 

This section of the Special Report of the IPCC was 
prepared by Working Group III. It consists of two parts: a 
Summary for Policymakers and a Technical Report, 
Chapter 6. The reader should be aware of the IPCC 
procedures which were followed in producing each part. 

The Technical Report was prepared by a writing team of 
six experts from developed and developing countries in 
different regions of the world. It was subject to extensive 
peer review and government review by correspondence. 
The resulting draft was accepted by Working Group III as 
an underlying technical document. However, the content 
of the Technical Report remains the responsibility of the 
Writing Team. 

The Summary for Policymakers (SPM) was prepared by 
the Working Group III Technical Support Unit in 
consultation with the Writing Team. In addition to the 
extensive review and modification referred to above, the 
SPM was subject to line by line approval at plenary 
meetings of Working Group III. These intergovernmental 

meetings were attended by representatives of 
approximately 70 countries, with widely varying views on 
matters concerning greenhouse gases and climate change. 
In addition, several NGOs participated. 

The resulting Summary for Policymakers is thus an 
intergovernmentally negotiated text. In the course of these 
negotiations some of the draft recommendations by the 
Working Group 111 Bureau were deleted and in a few 
places, where agreement could not be reached, differing 
views of the findings are presented. 

The reader wishing to have a short resume of the 
findings of the Writing Team is referred to the Summary at 
the beginning of the Technical Report. 
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What are the IPCC IS921 Emission Scenarios? 

In 1992 the IPCC sponsored development of emission 

scenarios as inputs to global climate models because of the 

scarcity of comprehensive emission scenarios available in 

the literature at the time. This report by Working Group III 

presents an evaluation of the emission scenarios and 

especially a discussion of their most important input 

a s sumpt ions (see Tab le 1 which summar i ses these 

assumptions of the IS92 Scenarios) and results. Other 

scenarios are included by way of comparison to the IPCC 

Scenarios. Also covered are the appropriate uses of these 

emission scenarios in scientific assessment and policy 

making. 

Emission scenarios in this evaluation are projections of 

anthropogenic emissions of gases that have the potential to 

affect climate, based on assumptions about future trends of 

key determinants such as population, economic growth, 

technological change, land use and emission control 

po l ic ies . The six scena r ios are among the most 

comprehensive available, providing estimates of direct and 

indirect greenhouse gases by source for four regions over 

the period 1990 to 2100, and covering a wide range of 

values for the key input assumptions. It is emphasised that 

this evaluat ion deals most ly with non- in te rven t ion 

scenarios, that is, scenarios that do not assume any climate 

policies to reduce greenhouse gas emissions (although they 

Table 1: Summary of assumptions in the six IPCC 1992 alternative IS92 Scenarios. 

Scenario Population Economic growth Energy supplies Other CFCs 

IS92a 

IS92b 

IS92c 

IS92d 

IS92e 

IS92f 

World Bank 
(1991) 
11.3 billion 
by 2100 

1990-2025: 
1990-2100: 

2.9% 
2 3 % 

12,000 EJ conventional oil 
13,000 EJ natural gas. 
Solar costs fall to 
$0.075/kWh. 
191 EJ/year of biofuels 
available at $70/barrelf 

World Bank 
(1991) 
11.3 billion 
by 2100 

UN Medium-
Low Case 
6.4 billion 
by 2100 

UN Medium-
Low Case 
6.4 billion 
by 2100 

1990-2025: 
1990-2100: 

1990-2025: 
1990-2100: 

1990-2025: 
1990-2100: 

24% 
2.3% 

24% 
1.2% 

2.7% 
24% 

World Bank 
(1991) 

11.3 billion 
by 2100 

UN Medium-
High Case 
17.6 billion 
by 2100 

1990-2025: 
1990-2100: 

1990-2025: 
1990-2100: 

3.5% 
34% 

24% 
2 3 % 

Same as "a" 

8,000 EJ conventional oil 
7,300 EJ natural gas 
Nuclear costs decline 
by 0.4% annually 

Oil and gas same as "c" 
Solar costs fall to 
$0.065/kWh 
272 EJ/year of biofuels 
available at $50/barrel 

Legally enacted and 
internationally agreed 
controls on SOx , NOx and 
NMVOC emissions. 
Efforts to reduce emissions 
of SO,, NO, and CO in 
developing countries by 
middle of next century. 

Same as "a" plus 
commitments by many 
OECD countries to 
stabilise or reduce C0 2 

emissions. 

Same as "a" 

Emission controls extended 
worldwide for CO, NO,, 
NMVOC and SO,. Halt 
deforestation. Capture and 
use of emissions from coal 
mining and gas production 
and use. 

18,400 EJ conventional oil Emission controls which 
Gas same as "a" increase fossil energy costs 
Phase out nuclear by 2075 by 30%. 

Oil and gas same as "e" 
Solar costs fall to 
$0.083/kWh 
Nuclear costs increase to 
$0.09/kWh 

Same as "a" 

Partial compliance 
with Montreal 
Protocol. 
Technological transfer 
results in gradual 
phase out of CFCs in 
non-signatory 
countries by 2075. 

Global compliance 
with scheduled phase 
out of Montreal 
Protocol. 

Same as "a" 

CFC production phase 
out by 1997 for 
industrialised 
countries. Phase out 
of HCFCs. 

Same as "d" 

Same as "a" 

t Approximate conversion factor: 1 barrel = 6 GJ. 
Source of Table: Leggett et al., IPCC, 1992. 

1 The emissions scenarios developed by the IPCC in 1992 are commonly referred to as the IS92 Scenarios. The six scenarios are 

labelled IS92a through IS92f. 
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may assume emission controls for other environmental 

reasons). This applies to five out of the six IS92 Scenarios, 

and to all other scenarios that we call non-intervention 

scenarios. 

Emission scenarios and the assumptions upon which 

they are based "are inherently controversial because they 

reflect different v iews of the future. The resul ts of 

scenarios can vary considerably from actual outcomes 

even over short time horizons. Confidence in scenario 

outputs decreases subs tant ia l ly as the t ime horizon 

increases, because the basis for the underlying assumptions 

becomes inc reas ing ly s p e c u l a t i v e . Cons ide r ab l e 

uncertainties surround the evolution of the types and levels 

of human activities ( including economic growth and 

structure), technological advances, and human responses to 

possible env i ronmenta l , economic and inst i tu t ional 

constraints. Consequently, emission scenarios must be 

constructed carefully and used with great caution."1 

Therefore, an informed assessment of the possible 

c o n s e q u e n c e s of uncer ta in future emis s ions pa ths 

necessitates the use of a range of scenarios. 

How were the IS92 Emission Scenarios Evaluated? 

The factors outlined in the Terms of Reference and the 

Work Plan for Working Group III were considered, but it 

must be recognised that there are no accepted criteria for 

evaluating scenarios in the scientific literature.2 Since 

scenarios deal with the future, they cannot be compared to 

observations. As an alternative, the "reasonableness" of 

their input a s sumpt ions and me thodo logy can be 

examined. This can be done in part by seeking to establish 

the internal consistency of various assumptions over time, 

including possible interactions between assumptions such 

as those that might relate the evolution of systems for 

energy use, economic growth, land use and population. 

"Reasonableness" can also be examined by comparing 

several models in an organised intercomparison exercise. 

Such an intercomparison was outside the scope of this 

evaluation. 

Instead, the IS92 emission scenarios were evaluated by 

comparing the range of their emission projections and their 

major input assumptions with those of other published 

non-intervention scenarios. While this comparison does 

not answer all questions about the scenarios, it does 

provide information about the position of the scenarios 

relative to other work in the scientific community, and it 

was feasible in the short time available for this evaluation. 

Since few other scenarios are as comprehensive as the 

IS92 Scenarios, the evaluation concentrates on a limited 

number of important greenhouse gases and source 

categories. Much of the evaluat ion cent res on C O , 

emissions from human activities: the most important 

category of emissions. Also covered are emissions of 

methane (CH 4 ) , nitrous oxide ( N 2 0 ) and sulphur (S) 

emissions from the energy sector, as well as CO-, from 

deforestation, and CH4 and N 9 0 from selected land use 

sources. Both global and regional emission scenarios are 

evaluated. 

What was not Covered by the Evaluation? 

Neither the types of models used for scenario development 

nor the sensitivity of input variables to government actions 

were evaluated. Both of these topics can best be addressed 

by compar ing the different models used to compute 

emission scenarios. This intercomparison requires the full 

cooperation of different modelling groups and extensive 

analysis, and there was neither the time nor funds available 

in the evaluation for this task. The scenarios also were not 

compared to the emiss ion inven tor ies or emissions 

project ions of countr ies because there were too few 

coun t ry e s t ima te s ava i l ab le to make substantial 

improvements in regional and global emission scenarios. 

Wha t are the Findings about Scenarios in General? 

Almost all published reference scenarios (including the 

IS92 Scenarios) show an increase in annual greenhouse 

gas emissions over the next century. Only one of the six 

IS92 Scenarios, IS92c, shows a decline in annual CO, 

emiss ions be tween 1990 and 2100. Even it projects 

increases in emissions of almost all of the other direct and 

indirect greenhouse gases (e.g., methane, nitrous oxide) 

except the ha loca rbons con t ro l l ed by the Montreal 

1 J.T. Houghton, B.A. Callander and S.K. Varney, Climate 
Change 1992: The Supplementary Report to the IPCC 
Scientific Assessment, Cambridge University Press. 
Cambridge, 1992, page 9. 

2 Working Group Ill's Terms of Reference referred to in tin-
Work Plan require that its evaluation of the IS92 Scenarios 
should result in a report on the "validity, appropriateness and 
utility" of "a range of internally consistent scenarios for future 
emissions based on reasonable economic, demographic and 
technological projections, and taking account of gaps and 
uncertainties in available knowledge, especially concerning the 
evolution of socio-economic development and technology: 
where possible, policy assumptions should reflect their 
economic and social consequences." 

This report evaluates the IS92 scenarios in the light of nir-t 
of the specific factors outlined in Part III, Emissions Scenario-. 
Chapter 5, "Consideration of Consistent Scenarios." of r \ 
approved WG III Work Plan but does not evaluate the IS':: 
Scenarios according to all of the above factors because of i\ 
great difficulty in doing so in the available time. 



An Evaluation of the IPCCIS92 Emission Scenarios 

Annual energy-related CO2 emissions 
243 

60 -i 

5 
a 
c o 
I 
E 
CD 
CD 

• o 

1 
C 

CO 

O 

40-

Higher assumed 
GNP or population 
growth or energy 
and carbon Intensity 

20-

Lower assumed 
GNP or population 
growth or energy 
and carbon Intensity 

2000 2050 
Year 

2100 

Annual energy-related 
methane emissions 

Annual energy-related nitrous 
oxide emissions 

METHANE NITROUS OXIDE 

1990 2020 2050 
Year 

2100 

IPCC range 

2020 2050 
Year 

2100 

I I Range of non-IPCC 
I I reference scenarios 

Annual CO2 emissions from 
deforestation 

Cumulative energy-related carbon 

5", 

4 

3 

x 0 
5 u 

8 
-2 

-3 
. 
1 1 

1990 

TH 

V H 

2010 

i 

*> v 39-1 

=5*^—- 1-6 
&?==S^^S 

/»] 

2030 2050 

Year 

— - V A 3 3 " 2 

• I • • 

2070 

i 

• i • • 

2090 

emissions 
3500 

HM.M 

M 

Figure 1: Annual emissions of C02, CH4 and N20 from energy-related sources, annual emissions of C02 from deforestation, and 
cumulative C02 emissions from energy related sources. 



244 An Evaluation of the IPCCIS92 Emission Scenarios 

Protocol. Global estimates of CH4 and N-,0 emissions 
from energy in 2100 vary by a factor of six or seven 
(Figure 1). 

The set of published scenarios show a very wide range 
of projected annual C02 emissions by 2100. For energy-
related C07 emissions, the extremes in the literature span a 
huge range, from 1.2 to 60 GtC per year1 in 2100, and 
diverge greatly from 1990 to 2100. The IS92 Scenarios are 
representative of the range of views found in the published 
scenarios regarding energy-related C0 2 emissions. The 
IS92 Scenarios bracket a large part of this range, spanning 
from 4.6 to 34.9 GtC per year. It has been suggested by some, 
however, that comparing the results of the IS92 Scenarios 
is not informative, since this report has not analysed the 
reasonableness of the other scenarios or their assumptions. 
They further believe that the 110 year IS92 Scenarios and 
the other 100 year scenarios are equally speculative. 
Energy-related emissions currently dominate other types of 
emissions, and are expected to do so for the next century. 

Figure 1 also shows emissions of CO, related to 
deforestation. Net deforestation contributes about 18% to 
current total CO-, emissions, and most scenarios estimate 
that this percentage will decline in the future. Unlike 
energy emissions which diverge with time, land use 
emissions have their widest range (0.8 to 4.8 GtC per year) 
in the middle of the 21st century. Most scenarios of this 
type then converge on zero by the end of the century 
because they project that driving forces of deforestation 
equilibrate or forests are depleted. However, the amount of 
information available for non-energy-related C0 7 is more 
limited than information available for energy-related CO\ 
emissions. Very few global scenarios of CH4 and N 20 
emissions from land use are available. This could be 
remedied by additional research. 

The wide range of projected emissions of the IS92 and 
other scenarios stems in large part from differences in 
scenario input assumptions. For energy-related CO, 
emissions, population and economic growth assumptions 
usually play a key role as well as assumptions that 
influence the amount of carbon-based fuels used in the 
economy. For land use CO-, emissions, the deforestation 
rate and the carbon content of vegetation are particularly 
important input assumptions. Future emission estimates 
can also vary because of differences in model structures 
and methods used to compute emissions. This analysis has 
not examined the relative importance of modelling factors 
compared to input assumptions in determining results and, 
therefore, it seems unwise to draw strong conclusions. 
However, EMF-12 intercomparisons2 for energy C0 7 

emission with harmonised input assumptions about 
population and economic activity provide information on 
how future emission estimates can vary because of 
differences in models as well as differences in input 
assumptions. 

What input assumptions are important to the 1S92 
Scenarios in particular? In addition to the factors 
mentioned above, other assumptions are important in 
influencing the estimates of energy-related C09 emissions 
in the IS92 Scenarios. These include labour productivity, 
the growth of demand for energy in developing countries 
as incomes rise, and the rate of technological improvement 
of energy efficiency. 

Cumulative emissions have a smaller range than annual 
emissions. Cumulative energy-related emissions are an 
important factor in the determination of future atmospheric 
concentrations of long-lived greenhouse gases. 
Accordingly, the annual emissions as given in the IS92 
Scenarios have been summed over the periods 1990 to 
2100 (long-term perspective) and 1990 to 2025 (short-term 
perspective). 

• Long-term perspective (1990 to 2100): the 
cumulative emissions of the IS92 Scenarios range 
between 700 and 2080 GtC (the corresponding range 
for non-IPCC scenarios is 490-3450 GtC) (see 
Figure 1). The cumulative net emissions from 
deforestation and changing land use range between 
30 and 320 GtC. 

• Short-term perspective (1990 to 2025) the 
cumulative emissions as given by IS92 Scenarios 
range between 230 and 330 GtC. 

It is of interest to note that emissions due to fossil fuel 
use between 1860 and 1990 amount to 215 GtC and due to 
deforestation and changing land use 80-120 GtC. 

Reference is made to the Working Group I Summary for 
Policymakers for a discussion of the range of future 
changes of carbon dioxide concentrations in the 
atmosphere on the basis of the IS92 Scenarios. 

Current commitments have a relatively small impact on 
the IS92 emission scenarios. A number of governments 
have emphasised the need to assess the impact on 
emissions scenarios of commitments to limitation of 
greenhouse gases referred to in the Framework Convention 
on Climate Change. In response, an analysis has been 
undertaken with the assumptions and results presented in 
the box on "Scenarios of Current Commitments". 

1 The symbols "GtC" stand for gigatonnes of carbon dioxide 
emissions in units of carbon (C). a gigatonne is 109 tonnes ;mJ 
it is the same as a petagram (1015 grams) of emission-.. 
National inventories prepared for the Conference of Pariv^ 
measure emissions in thousands of tonnes (Gg) of carh -ii 
dioxide (COS). lPg = 106Gg. To convert Gt of carbon (O M 
Gt of carbon dioxide (CO,) multiply by 3.67 (i.e. by 44/12). 

2 The Energy Modelling Forum (EMF) at Stanford University ; 
the USA organises model comparisons. 
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This graph depicts a set of optimistic scenarios for global C02 emissions based on current commitments under Article 
4 of the Framework Convention on Climate Change. These are optimistic scenarios because they assume that the 
countries making commitments under the Convention will freeze their emissions after 2005 at their committed levels. 

The current commitment scenarios are compared to the lowest, highest and intermediate IPCC reference scenarios. 
For each reference scenario, two cases of current commitments are shown: 

• Case 1: All OECD countries comply with commitments noted in Climate Change Policy Initiatives, Volume 1 
OECD Countries, 1994 Update (OECD, 1994) and freeze emissions at these levels after year 2005; 

• Case 2: All OECD countries comply with their commitments as in Case 1, plus countries in Eastern Europe and 
the former USSR freeze their emissions in year 2000 at their 1990 levels. 

As a result of these assumptions, C0 2 emissions are reduced by about 8 to 12% (depending on the year considered) 
relative to the intermediate IPCC reference scenario (IS92a). Percentage reductions are slightly larger for the highest 
IPCC Scenario (IS92e). Current commitments have no effect on global emissions of the lowest IPCC Scenario (IS92c) 
because emissions in this reference case are lower than they would be for either Case 1 or 2. 

What are the Uses and Limitations of the IPCC IS92 
Scenarios? 

Is one IS92 Scenario more likely than another? The 
likelihood that scenarios are close to real future 
developments depends mainly on the actual evolution of 
key input variables. The IS92a Scenario, for instance, 
provides a reasonable central case projection of global 
emissions. Its world population projections are close to the 
medium projections of three international organisations, 
and its global economic growth assumptions are close to 
the average of other published scenarios. However, it 

should be clear that being an intermediate scenario is not 
the same as being the most likely scenario. 

The intermediate inputs of the IS92a Scenario yield, at 
the global level, annual C0 2 emission estimates that are 
near the centre of the range of published scenarios 
designed for similar purposes, at least up to 2050. IS92a is 
not, however, representative of the central case of other 
scenarios at the regional level. 

The full range of scenarios should be used for climate 
analysis. Considering the degree of uncertainty, the wide 
range of views about future emissions, and the absence of 
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a most likely scenario, it is unwise to use only one scenario 
for climate analysis. Rather, it is recommended to use the 
full range of IS92 Scenarios for this purpose. Users of the 
IPCC Scenarios are cautioned, however, that the lowest 
(IS92c) has emission levels and some input assumptions 
that are more characteristic of a policy, rather than a 
reference, scenario. 

The IS92 emission scenarios are not suitable for other 
purposes. The IS92 Scenarios were not designed for other 
purposes, and indeed they are not suitable for assessing 
consequences of intervention to reduce greenhouse gas 
emissions, to examine the feasibility and costs of 
mitigating greenhouse gases, nor as input to negotiating 
possible emission reductions. However, they do help set 
the context for such negotiations by indicating the possible 
range of emissions if no mitigation takes place. New 
scenarios will be needed for these other purposes. 

Addressing the Gaps in Knowledge 

Present Scenarios - Examples of Gaps and Needs 

The estimation of non-CO-, emissions is weak in current 
scenarios and needs to be improved. There is a lack of 
knowledge or agreement on how to represent the processes 
of non-CO-, emissions in emission models. Work is needed 
to improve the estimation of emissions, based on a 
comprehensive all-gas approach. 

Emissions inventory data should be used to improve 
baseline data of scenarios. One of the largest sources of 
uncertainty in CO, and non-C02 emission scenarios is the 
uncertainty of base year emission estimates. Countries and 
organisations are beginning to compile inventories of their 
anthropogenic emissions of greenhouse gases under the 
Framework Convention on Climate Change, and these data 
should be used to improve base year estimates in new 
scenarios. 

More detailed work has to be done to compare the driving 
forces, particularly the economic assumptions, behind the 
IS92 Scenarios, their sensitivities, and the validity of the 
assumptions used. 

New Scenarios - Examples of Gaps and Needs 

• New reference scenarios are needed to explore a 
variety of economic development pathways. 

• Policy scenarios are needed to explore a variety of 
climate policies, instruments and programmes, 
already developed or yet to be developed, and their 
results in terms of greenhouse gas emission 
reductions. For emission scenarios to be used for 
estimation of feasibility and costs of mitigation 
measures, it is not only important to analyse the 
costs of emission reductions, but also to assess the 
costs and benefits of the impacts of emissions on the 
natural environment and society. Therefore scenarios 
developed for this purpose should be coupled with 
their impact on the environment and society in the 
form of consistent, comprehensive, sustainable 
development scenarios of global change. 

Policies should be tested for robustness against a 
wide range of reference emission estimates. Given 
the wide divergence of possible future emissions, it 
is wise to assess whether proposed policies will 
achieve their emissions objectives under a wide 
range of scenarios. 

Policy studies should focus on cumulative 
emissions over a period of time rather than annual 
emissions of a particular year, as climate impacts are 
related to cumulative emissions rather than annual 
emissions and cumulative emissions have a lower 
range of uncertainty than annual emissions. 

• Endogenous capacity-building is crucial. Special 
effort is needed to improve the capabilities of 
researchers to analyse and develop scenarios, 
especially in developing countries and in countries 
with economies in transition. With this in mind, it is 
especially important to build their capabilities to (i) 
estimate base year emissions, (ii) prepare data on the 
driving forces of emissions, and (iii) run computer 
models of emissions. 
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SUMMARY1 

Scenarios of greenhouse gas emissions play an important 
role in the analysis of potential climate change. From a 
scientific standpoint, they provide a departure point for 
analysing the potential occurrence and impacts of climate 
change; from a policy perspective they provide 
information about the consequences of action or inaction 
to reduce greenhouse gas emissions. Recognising the 
pivotal role of these scenarios, the IPCC undertook the 
development of a comprehensive and international set of 
emission scenarios as part of its First Assessment (1990). 
In 1992 the original reference scenario, SA90, was updated 
with new information and six new reference scenarios 
were developed: IS92 a-f (reported in IPCC (1992)). 

This report presents an evaluation of the six IS92 
Scenarios. Other published scenarios are also taken into 
account, but only by way of comparison with the IS92 
Scenarios. It is emphasised that this evaluation deals 
mostly with non-intervention scenarios, that is, scenarios 
that do not assume any climate policies to reduce 
greenhouse gas emissions (although they may assume 
emission controls for other environmental reasons). This 
applies to five of the six IS92 Scenarios and to all other 
scenarios that we call non-intervention scenarios. Policy 
scenarios are only briefly discussed in the evaluation. 

Because of the limited time available for this evaluation, 
it focuses exclusively on C02 , CH4, N20 and S emission 
scenarios from energy and land-use activities. Other 
sources of greenhouse gases and sinks are not discussed. 

Time constraints also made it impossible to evaluate 
scenario results for all regions. Therefore, the evaluation 
was limited to a few case study regions from the 
industrialised and the developing world. 

It is also important to note that no other scenarios other 
than the IS92 Scenarios were evaluated. Therefore the 
reader should be aware that any shortcomings identified 
for the IS92 Scenarios in this evaluation may or may not 
apply to other scenarios. 

Despite the somewhat limited focus of the evaluation, it 
is believed that a wider scope would not have led to 
significantly different conclusions. 

Approach to Evaluation 

Because there are no generally accepted procedures for 
evaluating these or other kinds of scenarios, a new 

approach is proposed. The approach consists of a set of 
purposes of scenarios, together with criteria to satisfy those 
purposes. The following purposes of scenarios are 
suggested: 

• Purpose 1. As input to evaluating the 
environmental/climatic consequences of "non
intervention", i.e. no action to reduce greenhouse gas 
emissions. 

• Purpose 2. As input to evaluating the 
environmental/climatic consequences of intervention 
to reduce greenhouse gas emissions. 

• Purpose 3. As input to examining the feasibility and 
costs of mitigating greenhouse gases from different 
regions and economic sectors, and over time. This 
purpose can include setting emission reduction 
targets and developing scenarios to reach these 
targets. It can also include examining the driving 
forces of emissions and sinks to identify which of 
these forces can be influenced by policies. 

• Purpose 4. As input for negotiating possible 
emission reductions for different countries and 
geographic regions. 

Because the IS92 Scenarios were only designed for 
Purpose 1, this evaluation centres on the suitability of the 
scenarios for this purpose. 

The mixed scientific/policy nature of the scenarios 
makes it difficult to separate scientific from policy 
objectives. Indeed, Purposes 1 and 2 have both scientific 
and policy goals. From the scientific side, they explore 
future states of the global climate system, and from the 
policy side, they assess the consequences on climate and 
society of different emission levels. 

No accepted methods exist for evaluating whether the 
IS92 Scenarios are satisfactory for Purpose 1 above, or any 

1 This Summary was accepted as a Technical Summary by the 
IPCC Working Group III Plenary. 
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of the other purposes.1 Scenarios deal with the future, so 
they cannot be compared with observations. The 
"reasonableness" of a scenario can be evaluated by its 
assumptions and methodology, but this is best done by 
comparing several models in an organised exercise. 
However, this approach was outside the scope of this 
evaluation. We have chosen instead to evaluate the IS92 
emissions scenarios by comparing the range of their 
emission projections and their major input assumptions 
with those of other non-intervention scenarios. Although 
this comparison does not answer all questions about the 
scenarios, it provides information about their position 
relative to other work in the scientific community, and it 
was feasible in the short time available for this evaluation. 

Energy-Related Scenarios — How Different Are Their 
Results? 

Global Results 
There are many more scenarios related to energy than to 
land-use because the models and methods used to estimate 
energy emissions are more detailed and advanced than 
those for land-use emissions. In addition, existing energy 
models could easily be adapted to compute C0 2 emissions. 
As a result, much of the scenario comparison focuses on 
energy-related emissions with the following results: 

• Energy-related emissions currently dominate other 
types of C0 2 emissions and will continue to do so in 
the future under all scenarios considered. 
Almost all published non-intervention scenarios 
(including the IS92 Scenarios) show an increase in 
energy-related C0 2 emissions over the next century. 
Only one of the six IS92 Scenarios, IS92c, shows a 
decline in total C0 2 emissions between 1990 and 
2100. 

• For energy-related C0 2 emissions, the extremes in 
the literature span a very wide range, from 1.2 to 60 
GtC/yr in 2100. (1 GtC stands for one gigatonne 
(109 tonnes) of carbon. A gigatonne is equal to a 
petagram.) The IS92 Scenarios bracket a large part 
of this range, spanning the range 4.6 to 34.9 GtC/yr. 

• The estimates of emissions diverge greatly with 
time. The difference between the high and low IS92 
Scenarios is less than a factor of 2 in 2025, but by 
2100 it is nearly a factor of 8. The highest and lowest 
non-IPCC scenarios reviewed here vary by a factor 
of 3 in 2025 and a factor of 50 in 2100. 

• This wide range can be explained mostly by 
differences in the input assumptions for the 
scenarios, particularly assumptions regarding 
economic and population growth, and the amount of 
carbon-based fuels in the economy. Another factor is 
the uncertainty of the models used to compute the 
scenarios. 

The cumulative energy-related emissions of the 
scenarios from 1990 to 2100 range from 492 to 3447 
GtC (a factor of 7), which is considerably smaller 
than the range of annual emissions in 2100. The 
cumulative emissions of the IS92 Scenarios fall 
within this range (700 to 2078 GtC). 

• The cumulative emissions of energy-related C0n 

from 1860 to 1990 were about 215 GtC. This amount 
is exceeded by even the IS92c Scenario (the lowest 
IPCC scenario) which would result in energy-related 
emissions of 700 GtC from 1990 to 2100. 

• Cumulative emissions are important for climate 
analysis because C0 9 and other direct greenhouse 
gases can affect climate for decades to centuries after 
they are emitted because of the integrative nature of 
the atmosphere-ocean system. 

• Whether or not C0 2 emissions will accumulate in 
the atmosphere depends on many factors that are 
partly taken into account by carbon cycle models. 
Model calculations of this sort from Working Group 
I indicate that the emissions of the IS92c Scenario 
could raise atmospheric concentrations of CO^ to 
approximately 480 ppmv2 by 2100. Hence, even the 
lowest IPCC Scenario (which would result in lower 
C0 2 emissions in 2100 than at present) could lead to 
a build-up of C0 2 in the atmosphere. 

Compared with C02 , far fewer scenarios are available 
for CH4, N 20 and other greenhouse gas emissions. For 
these scenarios an additional source of uncertainty is 
important, namely, the uncertainty of baseline emission 
estimates. Thus, non-C02 scenarios have an overall lower 
reliability than C0 2 scenarios. IS92 estimates of energy-
related CH4 and N20 emissions have a range of a factor of 
6 to 7 in the year 2100. The range of the IS92 Scenarios 
for non-C0 2 emissions overlap with the few other 
published scenarios of this type. 

1 The Terms of Reference referred to in the Work Plan require 
that the evaluation of the IS92 Scenarios by Working Group 111 
should result in a report on the "validity, appropriateness and 
utility" of "a range of internally consistent scenarios for future 
emissions based on reasonable economic, demographic and 
technological prjections, and taking account of gaps am! 
uncertainties in available knowledge, especially concerning the 
evolution of socio-economic development and technolo. \: 
where possible, policy assumptions should reflect th.ir 
economic and social consequences." This chapter evaluates the 
IS92 Scenarios in the light of most of the specific facie > 
outlined in Part III, "Emissions Scenarios", Chapter "\ 
"Consideration of Consistent Scenarios," of the approved v < I 
III Work Plan, but does not evaluate the IS92 Sccnu -
according to all the above factors because of the u; ! 
difficulty in doing so in the time available . 

2 1 ppmv = 1 part per million by volume. 
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Global scenarios of sulphur emissions are virtually 
unknown outside of the IS92 Scenarios. Baseline emission 
estimates are quite good for the OECD regions but less 
reliable elsewhere. In the IS92 Scenarios, estimates of 
energy-related sulphur emissions in the year 2100 range by 
somewhat less than a factor of 5. 

Regional Results 
There are many regional and country estimates of energy-
related C0 2 emissions, but the estimates do not correspond 
to the IS92 regions, so comparison was not possible. The 
following comments can be made about the few scenarios 
available for comparison: 

• The range of results is about the same as that of the 
global scenarios. 

• For the region Eastern Europe and Former Soviet 
Union, the IS92 Scenarios have a higher trend than 
more recent scenarios that take into account the 
decline in economic activity in this region. 

• The range of IS92 Scenarios is in the lower half of 
the range of non-intervention estimates for the USA. 

Energy-Related Scenarios — How Do Their 
Components Compare? 

Both the IS92 Scenarios and other scenarios examined in 
this report rely on large numbers of input assumptions. It 
was not possible in this evaluation to assess the differences 
between all these assumptions. Rather, in this evaluation 
the projections of energy-related C0 2 emissions were 
broken down into four components, and these components 
were compared across the scenarios. The four components 
were: population growth, economic growth, energy 
intensity (the amount of primary energy used per unit 
GDP), and carbon intensity (the amount of carbon emitted 
per unit primary energy consumed). 

• Some of these components are specified as model 
inputs, and some are derived from model 
calculations. 

• Nearly all scenarios show a downward trend in 
energy intensity. The energy intensities of the IS92 
Scenarios have a narrower range than those of other 
scenarios. 

• The carbon intensity of all IS92 Scenarios shows a 
downward trend, whereas the carbon intensity of 
some non-IPCC scenarios shows an upward trend. 

• Assumed changes in energy and carbon intensities 
have an important influence on estimates of 
emissions, especially in the second half of the next 
century. 

• The range of economic growth assumptions for the 
IS92 Scenarios is representative of the range in other 
global scenarios (this statement applies to scenarios 

of both energy-related and land-use emissions). The 
economic growth rates used for the IS92 Scenarios 
are generally lower than historical rates, but would 
nevertheless lead to large increases in per capita 
GDP in all regions. 
Recent population estimates support the plausibility 
of the medium population growth rate assumed in 
the IS92 Scenarios. 
The IS92 Scenarios have the lowest and highest 
global population growth rates of all the scenarios 
reviewed. The low projection (IS92c) results in 
declining global population in the 21st century. 
These figures are taken from UN projections and are 
not inconsistent with other recent high and low 
estimates. 

It is outside the scope of this report to evaluate the 
various critical issues related to population 
projections, such as population ageing, the Earth's 
carrying capacity, and the relationship between 
economic development and demographic trends. 
More research is needed to improve our 
understanding of these issues so that we can better 
judge the consistency and likelihood of population 
projections and in turn improve our estimates of 
future emissions. 

In general, the components of the IS92 Scenarios are 
fairly representative of other global scenarios but not 
of regional scenarios. For example, the IS92 
Scenarios span a much smaller range of assumptions 
of future energy intensity for China and the USA 
than the range found in non-IPCC scenarios. Hence 
the IS92 Scenarios only represent part of the range of 
regional perspectives contained in the scenarios 
examined here. 

Energy-Related Scenarios — To What Factors Are 
Emission Estimates Most Sensitive? 

Some of the uncertainty regarding future emission 
projections can be attributed to the different methods and 
models used to compute emissions. However, the evidence 
from model comparisons indicates that model differences 
explain only a small part of the wide range of emission 
estimates found in the literature. Most of this range arises 
from differences in the input assumptions of the scenarios. 
The input assumptions that have the most effect on the 
range of emission estimates are those concerning 
population growth, economic growth and the amount of 
carbon-based fuel in use in the economy. 

The IS92 Scenarios are also sensitive to assumptions 
about labour productivity, the growth of demand for 
energy in developing countries as incomes rise, and the 
rate of improvement in end-use energy efficiency not 
related to fuel prices. 
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Land-use-Related Scenarios — How Different Are 
Their Results? 

Global Results 
Far fewer scenarios are available for land-use emissions 
than for energy emissions, and global estimates are more 
common in the literature than regional estimates. The 
following comments can be made about global C 0 2 

scenarios related to land-use: 

• Net deforestation accounts for about 18% of current 
total C0 2 emissions, and most scenarios assume that 
this percentage will decline in the future. 

• Projected emissions of C 0 2 resulting from 
deforestation differ widely. Unlike energy-related 
emissions which diverge with time, land-use 
emissions have their widest range (0.2 to 4.8 GtC/yr) 
before the middle of the 21st century. Most scenarios 
converge to zero by the end of the century because 
they project that either the forces causing 
deforestation equilibrate or forests are depleted. 

• The IS92 Scenarios fall within the lower half of the 
range of other global land-use C0 2 scenarios. 

• The range of cumulative emissions over the period 
1990 to 2100 is 30 to 320 GtC. Cumulative 
emissions have an upper bound set by the maximum 
available amount of terrestrial biomass that could be 
oxidised (about 600 GtC neglecting afforestation). 
No similar upper limit is foreseen for energy-related 
emissions in the next century. 

Regional Results 
The few published regional land-use scenarios for C0 2 and 
other greenhouse gases exhibit considerable differences. 
The IS92 Scenarios sometimes fall inside and sometimes 
fall outside the range of other scenarios. The range of 
emission estimates is about the same for regional scenarios 
as it is for global scenarios, and the regional and global 
scenarios converge in a similar way by the year 2100. 

Land-use-Related Scenarios — How Do Their Inputs 
Compare and To What Are Their Emission Estimates 
Sensitive? 

The assumed rate of deforestation is the most 
important factor influencing emissions of C 0 2 

related to deforestation. Most scenarios make simple 
assumptions about the causes of deforestation, 
although some use models to simulate land 
conversion. The different ways of representing 
deforestation lead to different estimates of 
deforestation rates: the scenarios examined agree 
that forest clearing will diminish by 2100 for the 
reasons cited above. 

• Assumptions about the carbon content of vegetation 

also strongly influence estimates of C0 2 emissions. 
The scenarios examined take a wide variety of 
approaches to estimating future emissions. This 
variety reflects lack of knowledge or agreement on 
how best to represent emission-generating processes 
related to land-use. 

• Not only are these processes poorly understood, but 
baseline estimates differ between scenarios. 
Differences in baseline estimates lead to even greater 
differences in future emission estimates. Results 
from studies of current emission inventories are 
needed to improve these baseline estimates. 
The IS92 Scenarios do not account for the feedback 
of climate to land-use emissions, and this is one 
reason why their results differ from those of other 
scenarios. However, climate feedbacks are quite 
uncertain; thus including them in estimates of land-
use emission scenarios may or may not improve 
these estimates. 

• In general, the IS92 Scenarios do not cover the range 
of input assumptions found in other scenarios related 
to land-use emissions. 

What Are the Uses and Limitations of the IS92 
Scenarios? 

In evaluating the IS92 Scenarios it is important to recall 
that they were developed only to accomplish Purpose 1. 
The IS92 Scenarios fulfil the most important criteria for 
this purpose. Specifically, their global results span the 
range of results from other scenarios, and in this sense can 
be said to reflect the current range of views about future 
emission estimates. Moreover, the IS92 Scenarios are 
among the most comprehensive scenarios available in their 
coverage of all important greenhouse gases and precursors 
of ozone and sulphate aerosol. Also the scenarios are 
sufficiently documented in reports and in digital form to 
allow their comparison with other scenarios, and to be 
used as input files for climate models. As a consequence, 
they are useful for Purpose 1, namely as an input to 
atmosphere/climate models for examining the 
environmental/climatic consequences of not acting to 
reduce greenhouse emissions. 

Although the IS92 Scenarios were designed with 
Purpose 1 in mind, it is interesting to ask whether they are 
useful for any of the other purposes. They should not he 
used for Purpose 2 (evaluating the consequence- of 
intervention to reduce emissions), because five of the M\ 
IS92 Scenarios have emission estimates that ire 
substantially higher than policy scenarios published in he 
literature. 

The IS92 Scenarios are inadequate for Purpo . 3 
(estimation of feasibility and costs of policies) bei .\e 
five out of the six scenarios do not include mitic >n 
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measures specifically targeted towards climate change. 
The IS92 Scenarios have limited value as reference 
scenarios for mitigation studies because their input 
assumptions and results do not have sufficient detail for 
geographic regions and sectors. Another reason that the 
IS92 Scenarios are inadequate for purpose 3 is that 
regional results and regional input assumptions of the IS92 
Scenarios do not cover the full range of views found in 
other scenarios. 

The IS92 Scenarios are not appropriate for Purpose 4 (as 
input to negotiating possible emission reductions) because 
of the high uncertainty of current greenhouse gas estimates 
from many sectors and countries. However, the IS92 
Scenarios do help set the context for such negotiations by 
indicating the possible range of emissions if no mitigation 
takes place. It is again noted that the IS92 scenarios were 
not intended for Purpose 4. 

For the reasons noted above, it is recommended that 
researchers use the IS92 Scenarios solely as input to 
atmosphere/climate models for examining the 
consequences of not acting to reduce greenhouse gas 
emissions (Purpose 1). 

Is One Scenario More Likely Than Another? 

In some ways IS92a is an intermediate scenario. Its global 
C02 emissions fall near the middle of other scenarios at 
least up to the year 2050, and some of its input 
assumptions are intermediate. For example, its population 
assumptions are equal or close to the medium projections 
recently published by three different international 
organisations. In other ways, however, IS92a is not 
intermediate, particularly in some of its input assumptions. 

In any event, being an intermediate scenario is not the 
same as being the most likely scenario. Indeed, at this time 
there is no objective basis for assigning a likelihood to any 
of the scenarios. Furthermore, given the degree of 
uncertainty about future emissions, we recommend that 
analysts use the full range of IS92 Scenarios rather than a 
single scenario as input to atmosphere/climate models. 

Users of the IS92 Scenarios are cautioned, however, that 
the lowest scenario (IS92c) has emission levels and some 
input assumptions that are more characteristic of an 
intervention than a non-intervention scenario. 

The Question of New Scenarios 

Because the IS92 Scenarios are neither designed nor 
suitable for Purposes 2, 3, and 4, new scenarios may be 
needed to fulfil these purposes. It is worth repeating that 
this report did not judge the suitability of non-IS92 
Scenarios to satisfy these purposes. 

New scenarios, if developed, should especially include 
improvements in the estimation of baseline and future non-

COT emissions, particularly from the land-use sector. 
Although we did not judge the adequacy of all current 

scenarios, it is likely that new reference scenarios will be 
needed for the following: 

(i) to take into account the latest information on 
economic restructuring, especially in the CIS, 
Eastern Europe, Asia and Latin America; (We note 
that economic restructuring in Eastern Europe and 
the CIS was partly taken into account in the IS92 
Scenarios, but it would be worthwhile to include 
more recent information.) 
(ii) to evaluate the possible consequences of the 
Uruguay Round amendments to the General 
Agreement on Tariffs and Trade; 
(iii) to explore a variety of economic development 
pathways (e.g., a closing of the income gap between 
industrialised and developing regions); 
(iv) to examine different trends in technological 
change; and 
(v) to take into account the latest information about 
current emission commitments in connection with 
the Framework Convention on Climate Change. 

The current commitments to stabilise emissions under 
the Convention, if maintained over the course of the next 
century, could result in large reductions of emissions in 
certain regions, but on a global basis a reduction of 10% or 
less is expected in C0 2 emissions (relative to the IS92a 
Scenario). This percentage reduction is somewhat greater 
or less depending on the year and scenario. This is an 
optimistic scenario, in particular because it assumes that 
countries will freeze their emissions after the year 2005 
according to their current commitments. 

New scenarios are also needed that are consistent with 
limits on atmospheric concentrations of greenhouse gases 
by specified dates. These scenarios should be related to the 
carbon stabilisation modelling exercises being performed 
by IPCC Working Group I. 

The Process of Developing Scenarios 

It is recommended that the IPCC or another suitable 
organisation act as an "umbrella" under which different 
groups can develop comparable, comprehensive emission 
scenarios. The process for developing scenarios should 
draw on current experience in harmonising scenarios and 
model calculations and should emphasise: 

• Openness: scenario development should be open to 
wide participation by the research community, 
particularly from developing countries. Openness 
requires extensive documentation of modelling 
assumptions and inputs. 
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• Pluralism: A diversity of groups, approaches and 
methodologies should be encouraged, although they 
should be harmonised as noted below. 

• Comparability: Reporting conventions for input and 
output should be standardised. 

• Harmonisation: Input assumptions and 
methodologies for the scenarios should be 
harmonised to provide a common benchmark for 
scenarios from different groups. 

To accomplish Purpose 3 for emission scenarios 
(estimation of feasibility and costs of mitigation 
measures), it is important not only to analyse the costs of 
emission reductions but also to assess the costs and 
benefits of the impacts of emissions on the natural 

An Evaluation of the IPCC IS92 Emission Scenarios 

environment and society. Therefore, scenarios developed 
for this purpose should be coupled with their impact on the 
environment and society in the form of consistent, 
comprehensive and integrated scenarios of global change. 

Current and new scenarios should be widely 
disseminated to countries, international organisations, non
governmental organisations and the scientific community. 
As part of this effort, a central archive should be 
established to make available the results of new scenarios 
to any group. The archive should also make available some 
aspects of the models and the input assumptions used to 
derive the scenarios. In addition, special effort is needed to 
improve the capabilities of researchers to analyse and 
develop scenarios, especially in developing regions. The 
IPCC can play a role in these activities. 
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6.1 Background and Scope 

6.1.1 Terms of Reference 

This chapter presents an evaluation of the IPCC IS92 
emission scenarios. The evaluation is a response to a 
request from the Chairman of the Intergovernmental 
Negotiating Committee for the Framework Convention on 
Climate Change that IPCC prepare "an evaluation of 
current scenarios of greenhouse gas emissions " before the 
March 1995 meeting of the Conference of Parties (United 
Nations General Assembly document A/AC.237/30). 
According to the approved work plan, the key question for 
the evaluation is: "Which issues and uncertainties about 
key variables may critically affect future net greenhouse 
gas emissions and aerosol concentrations?" Among the 
issues to be explored are: 

• the types of models available for scenario 
development; 

• the assumptions made in developing the IS92 
Scenarios; 

• the relative importance and sensitivity of different 
variables in determining future emissions; 

• the relationship of the scenarios to the emission 
inventories of countries; 

• the appropriate uses, capabilities and limitations of 
emission scenarios; 

• the need for future work on scenarios. 

The Bureau of Working Group III further recommended 
that this evaluation "build heavily" on the scenarios 
published in the IPCC 1992 Supplement (First Session of 
Working Group III, Montreal, 3 May, 1993, WGIII/lst/ 
Doc.l, Rev.2). 

An appropriate question at the outset is: "Who is the 
audience for this evaluation?" The Work Plan of Working 
Group III implies both a scientific and a policy audience 
by asking for recommendations on new scenarios that 
would " serve the needs of climate modelling, planning of 
response measures, and provision of information to the 
Conference of Parties". Indeed, scenarios by their nature 
have both scientific and policy aspects: from a scientific 
standpoint, they provide a reference point for computing 
the potential occurrence and impacts of climate change; 
from a policy standpoint they provide information about 
the consequences of intervention or inaction to reduce 
greenhouse gas emissions. In practice, however, it is 
difficult to separate the scientific from the policy aspects 
of scenarios, and in this chapter we do not try. 

In this chapter we present the scope and approach of the 
evaluation, give a brief overview of IS92 Scenario 
assumptions and results, compare the IS92 and other 
scenarios (at this stage we examine much more closely the 
assumptions and results of the IS92 Scenarios) and discuss 

the uses and limitations of scenarios, together with our 
recommendations. 

6.1.2 Scope of Evaluation 

Only six months were available to meet the INC deadline 
for this evaluation. This time constraint, together with the 
lack of a budget for further analysis, led us to narrow the 
focus of the evaluation: 

• Only the most recent IPCC scenarios are evaluated. 
These scenarios are reported in the IPCC (1992) and 
in Pepper et al., (1992), and are referred to as the 
"IS92 Scenarios". 

• The IS92 Scenarios are only compared with other 
published "non-intervention" scenarios because the 
IS92 Scenarios are intended to be "non-intervention" 
scenarios (that is, they do not make assumptions 
about climate policies that would reduce greenhouse 
gases). Some intervention (or "policy") scenarios are 
reviewed, but only to compare them with the lowest 
IS92 Scenarios. 

The evaluation focuses on emissions related to 
energy and land-use activities because they are the 
primary sources of greenhouse gases. Non-
anthropogenic, "natural" emissions are not 
considered. 
Principal attention is given to C 0 2 emissions 
because of the critical contribution of C 0 2 to 
radiative forcing and less attention is given to CH4 

and N20 emissions. 

Scenarios for sulphur emissions are investigated, but 
not scenarios for major precursors of ozone. 

• Sinks of gases, such as carbon sequestration in forest 
plantations, are omitted. An exception is made when 
C0 2 from deforestation is discussed, because part of 
the discussion of deforestation concerns carbon 
uptake by vegetation. 

Certain tasks are not part of the evaluation: 

This evaluation focuses almost exclusively on 
scenario results and input assumptions rather than on 
the methodology behind them. This approach was 
taken because much more time would be needed to 
assess properly the methodology of the scenarios and 
because the IS92 Scenarios appear to be more 
sensitive to the input assumptions than to the 
methodology. 
We did not perform a sensitivity analysis of the 
model used to generate the IS92 Scenarios because 
the funds needed for this work were not available. In 
any case, analysis would be best performed as part of 
a more extensive comparison involving several 
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models. This comparison would require the 
cooperation of various modelling groups and would 
take longer than the time available for the evaluation 
of the emission scenarios. 
We did not compare 1990 baseline emissions for the 
IS92 Scenarios with emission inventories of different 
countries because too few inventories were available 
to be compared. However, as more inventories 
become available, we recommend that they be used 
to examine and update the baseline emissions for the 
scenarios. 
We did not attempt to identify the likelihood of any 
of the scenarios. It is our view that there is no 
objective method of assessing the likelihood of all 
the key assumptions that will influence future 
emission estimates, especially over the 110-year time 
horizon of the IS92 Scenarios. The poor track record 
of economic and energy forecasts indicates our 
inability to predict even the near-term future. Thus, 
we do not attempt to identify the most likely 
emission scenario. 

6.1.3 Approach to the Evaluation 

A scenario, in the most general sense, is "a sequence of 
events", or "an account of a possible course of action or 
events" (Merriom-Webster's Collegiate Dictionary, 10th 
edition, 1993). An emission scenario is a projection of 
future emissions based on specific assumptions about key 
determinants such as population, economic growth, energy 
intensity, land-use or emission control policies. Sometimes 
scenarios are confused with emission profiles, targets, or 
other concepts (see Box 1). Emission scenarios are also 

sometimes confused with the methodology used to 
generate them. In most cases emission scenarios are 
generated with mathematical models or other 
computational tools, although in some cases they are 
developed in an ad hoc manner. As noted above, this 
chapter focuses almost exclusively on scenario results and 
input assumptions rather than on the methodology behind 
them. 

Because emission scenarios fall in the grey area between 
science and policy, it is difficult to select an appropriate 
benchmark by which to judge them. Box 2 makes a first 
attempt at specifying the major purposes of emission 
scenarios. We recognise that there may be other valid 
purposes. 

Criteria for achieving these purposes are ranked 
according to "very important", "important" and "desirable" 
in Table 6.14, presented later in the chapter. 

The IS92 Scenarios were only developed with Purpose 1 
in mind. Therefore, the scenarios are evaluated in this 
chapter mainly in the light of how they comply with this 
purpose. The other purposes are discussed in Section 6.5.2 
which covers the need for new scenarios. 

Purpose 1 is the most straightforward use of emission 
scenarios. In this case, a non-intervention emission 
scenario is developed, and then used as input for a climate 
model which computes the effect of the emissions pathway 
on the build-up of greenhouse gases, changes in 
temperature, precipitation and other climate variables. The 
results from the climate model are then sometimes used to 
evaluate the impacts of climate change on sea level rise. 
agricultural productivity and other indicators. This type of 
emission scenario also serves as a reference point for the 
intervention scenarios developed for Purpose 2 and for 

BOX 1: TERMINOLOGY RELATED TO EMISSION SCENARIOS 

Emission scenario Projections of future emissions based on specific assumptions about key determinants. 
such as population, economic growth, technological change, land-use trends or emission 
control policies. 

Non-intervention or 
reference scenario 

Intervention or policy 
Scenario 

Emission profile 

Emission target 

Emission trend 

An emissions scenario that does not make any assumptions about climate policies to 
reduce greenhouse gases. It is sometimes difficult to distinguish non-intervention and 
intervention scenarios. For example, assumed high prices for fossil fuels could stem from 
either resource scarcity or carbon taxes aimed at reducing greenhouse gas emissions. 

An emission scenario that makes assumptions about climate policies to reduce greenhouse 
gases. Policies must be directed towards mitigating climate change. 

Level of future emissions derived directly or indirectly from a specific objective. 

A target emission level for a particular date. 

A projection of future emissions that is not based on specific determinants or objectives. 
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BOX 2. PROPOSED PURPOSES OF EMISSION SCENARIOS 

Purpose 1. To evaluate the environmental/climatic consequences of "no intervention" to reduce greenhouse gas 
emissions. For this purpose a non-intervention scenario is devised, and then used as input for a 
climate or similar model to evaluate the scenario's environmental/climatic consequences. 

Purpose 2. To evaluate the environmental/climatic consequences of intervention to reduce greenhouse gas 
emissions. For this purpose an intervention scenario is devised, and then used as input for a climate 
or similar model to evaluate the scenario's environmental/climatic consequences. 

Purpose 3. To examine the feasibility and costs of mitigating greenhouse gases from different regions and econ
omic sectors and over time. This purpose can include setting emission reduction targets and 
developing scenarios to reach these targets. It can also include examining the driving forces of 
emissions and sinks to identify which of these forces can be influenced by policies. 

Purpose 4. As input for negotiating possible emission reductions for different countries and geographic regions. 

assessing the benefits of reducing greenhouse gas 
emissions. 

In our view, a scenario or set of scenarios must comply 
with three important criteria to fulfil Purpose 1. The first 
two criteria relate to the use of the emission scenario as 
input for atmosphere/climate models while the last 
criterion concerns the credibility of the scenarios: 

• Comprehensiveness. The scenarios must take into 
account all important greenhouse gases, including 
precursors of ozone and sulphate aerosol. 
Comprehensiveness is important so that radiative 
forcing is not incorrectly calculated by the climate 
model. 

• Documentation of output. Sufficient detail should be 
provided for emissions by type, region (if available) 
and sector, to allow comparisons with other 
scenarios and to prepare inputs for atmosphere/ 
climate models. 

• Emission estimates and input assumptions for the 
scenario should reflect a range of views. A single 
reference scenario is inadequate for Purpose 1. 
Instead, a range of scenario results should be 
prepared which take into account the uncertainties in 
the basic driving forces of emissions. The emission 
estimates and input assumptions of the scenarios 
should reflect the current range of views. 

We examine the comprehensiveness of the IS92 
Scenarios in Section 6.2, and briefly discuss 
documentation of output in Sections 6.2 and 6.5. The third 
criterion, the question of whether the IS92 Scenarios 
represent the current range of views of experts, is a central 
topic of this chapter. The topic is covered in Sections 6.2, 

6.3 and 6.4 by comparing the emission projections and 
major input assumptions of the IS92 Scenarios with those 
of other published non-intervention scenarios. We 
recognise that the published scenarios only give the views 
of a limited number of experts, principally from 
industrialised countries. Nevertheless, this comparison 
provides information about the position of the scenarios 
relative to other work in the scientific community; also, the 
comparison can be performed in the short time available 
for this evaluation. 

All published scenarios used for our comparisons are 
treated equally. We recognise that some scenarios may 
have been prepared by a single researcher using a simple 
model, whereas others may have been developed using an 
elaborate methodology and been subjected to extensive 
review. However, an evaluation of methodology is outside 
the scope of this report. 

Although we consider the three criteria discussed above 
to be the most important benchmarks for Purpose 1, three 
other criteria follow these in importance: 

• Reproducibility 
• Sensitivity analysis 
• Internal consistency 

These criteria are elaborated later in the chapter (see 
Table 6.14). 

6.2 The IPCC IS92 Scenarios 

This evaluation covers the six IS92 Scenarios. They are 
described in Leggett et al. (1992), and in more detail in 
Pepper et al. (1992). The reader is referred to these 
publications for details about the scenarios; only a brief 
overview is presented here. 

The basic purpose of the scenarios is to explore possible 
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pathways of greenhouse gas emissions in the absence of 
new policies to reduce them. The scenarios are among the 
most comprehensive ever developed in their coverage of 
all important greenhouse gases - carbon dioxide (CO-,) , 
methane (CH4), nitrous oxide (N-,0), halocarbons, sulphur 
oxides (SOx), and precursors of tropospheric ozone 
including nitrogen dioxides (NOx), volatile organic 
compounds (VOC) and carbon monoxide (CO). The 
scenarios take into account control of stratospheric ozone 
depletion and local air pollution problems, and this 
coverage leads to reductions in emissions of some 
greenhouse gases. Moreover, the IS92b Scenario includes 
the commitments of some OECD countries to stabilise or 
reduce CO, emissions, as the commitments were known 
up to 1992. Nevertheless, since these emission control 
commitments in IS92b do not have a large effect on global 
emissions, we will refer to the entire set of IS92 Scenarios 
as "non-intervention" scenarios. 

6.2.1 The ASF Model 

The USA Environmental Protection Agency model called 
the "Atmospheric Stabilisation Framework" (ASF) was 
used to develop the IS92 Scenarios (Lashof and Tirpak, 
1990). The model performs calculations for nine regions. 
Results for the nine regions are available in electronic 
form, but in IPCC reports these results have been 
aggregated into four regions: OECD, Eastern Europe and 
former USSR, China and Centrally Planned Asia', and 
"Other". The ASF combines modules for computing 
emissions from energy, industry, agriculture, forests and 
land conversion using common assumptions for 
population, economic growth and structural change. 

Thousands of input assumptions define a case in the 
ASF.2 Fortunately, not all assumptions are equally 
important. The findings of the Energy Modelling Forum 
indicate that fossil fuel carbon emissions are highly 
sensitive to assumptions about the rate of improvement of 
end-use energy efficiency, but relatively insensitive to the 
form of the model used to generate the scenario. The 
uncertainty analysis conducted by Edmonds et al. (1986) 
on the energy component of the ASF ranked the three most 
important factors influencing the variation in reference 
case fossil fuel CO, emissions to be labour productivity 
(the prime determinant of GDP), the income elasticity of 
demand for energy in the developing world (reflecting 
structural change rates) and the rate of exogenous end-use 
energy intensity improvement. In addition, fossil fuel CO, 
emissions in the energy component of the ASF model have 
been shown to be highly sensitive to the assumed costs and 
supply of renewable energy sources (Edmonds et al., 
1986) as well as the environmental costs of extracting 
fossil fuels. 

The energy component of the ASF model is insensitive 

to population growth assumptions in the short-term, but 
sensitive to this assumption in the long-term.3 In the long 
term, fossil fuel CO, emissions are roughly proportional to 
population. 

The model is relatively insensitive to changes in 
assumed fossil fuel resources, the elasticity of interfuel 
substitution, the price elasticity of demand for energy and 
emission coefficients for fossil fuel carbon. The fossil fuel 
resource base provides no meaningful constraint on carbon 
emissions for the next century. Fuel price variation is 
constrained by energy transformation technologies and the 
variety of alternative energy forms available, so the model 
is insensitive to the elasticity of interfuel substitution. 
Although fossil fuel CO, emissions are insensitive to the 
assumed price elasticity of demand for energy, this 
parameter strongly influences the cost of achieving 
emissions reduction targets (Edmonds and Barns, 1992). 
Sensitivity analysis of emission estimates is taken up again 
in Section 6.3. 

The land-use component of the ASF is also strongly 
influenced by assumptions about GDP and population. 

6.2.2 Overview of the IS92 Scenarios 

To explore a variety of possible pathways for future 
emissions, the IS92 Scenarios span a wide range of 
assumptions for population, GDP, agriculture, energy and 
other factors. Specific assumptions are made for each of 
nine regions. An overview of the key assumptions is given 
in Table 6.1. 

Among other recent developments, the IS92 Scenarios 
take into account the London Amendments to the Montreal 
Protocol; the revised population forecasts of the World 
Bank and United Nations; the report of the Energy and 
Industry Subgroup of IPCC (IPCC-EIS, 1990); the 
political and economic changes in the former Soviet 
Union, Eastern Europe and the Middle East; and new data 
on tropical deforestation and sources and sinks of 
greenhouse gases. 

1 In the ASF model this region includes Cambodia. Laos. 
Mongolia, North Korea and Vietnam. 

2 A distinction is sometimes made between model parameters 
and input assumptions. Model parameters are assumptions that 
remain constant from case to case, whereas input assumptions 
are the set of assumptions whose variation defines cases. Trae 
are no formal rules for determining which variables are nvJel 
parameters and which are input assumptions, and the bound..rv 
partitioning assumptions into these two sets can change. 

3 Increases in population do not affect GDP for 15 year- rhe 
time required for an infant to reach labour force ;- t. 
Therefore increases in energy demand due to increas n 
population are countered by decreases in energy demamt ;e 
to lower per capita income levels. 
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The IS92a Scenario adopts intermediate assumptions (as 

compared to the other IS92 Scenarios) about population 

and economic growth. The major difference between the 

IS92b and IS92a scenarios is, as noted above, that IS92b 

takes into account information available up to 1992 on the 

commitments of some OECD countries to stabilise their 

C0 2 emissions. The IS92a and b Scenarios give emission 

estimates that are intermediate compared with those of the 

other IS92 Scenarios (Table 6.2). 

The IS92c Scena r io a s sumes the lowest rates of 

population and economic growth (relative to the other IS92 

Scenarios) and severe constraints on fossil fuel supplies. 

As a result, it is the lowest emission scenario and the only 

one showing a decreasing emission trend (Table 6.2). 

IS92d assumes the low population growth rate of lS92c but 

a higher economic growth rate. The net result is that it has 

the second lowest future emission estimates. At the other 

ex t reme , the lS92e Scenar io a s sumes in te rmedia te 

population growth and high economic growth rates with 

plentiful fossil fuels. Consequently, this scenario has the 

highest estimates of future emissions (Table 6.2). IS92C 

uses the highest popu la t ion e s t ima te s of the IS92 

Scenarios, but lower economic growth assumptions. It is 

the second highest emission scenario (Table 6.2). 

We provide more detail about the assumptions and 

results of the IS92 Scenarios in the remainder of the report. 

Table 6.1: Summary of assumptions in the six IPCC 1992 alternative 1S92 Scenarios. 

Scenario Population Economic growth Energy supplies Other CFCs 

IS92a 

IS92b 

IS92c 

IS92d 

IS92c 

IS92f 

World Bank 
(1991) 
11.3 billion 
by 2100 

1990-2025: 
1990-2100: 

2.9% 12,000 EJ conventional oi 
2.3% 13,000 EJ natural gas. 

Solar costs fall to 
$0.075/kWh. 
191 EJ/yearofbiofuels 
available at $70/barrelf 

World Bank 
(1991) 
11.3 billion 
by 2100 

UN Medium-
Low Case 
6.4 billion 
by 2100 

UN Medium-
Low Case 
6.4 billion 
by 2100 

1990-2025: 
1990-2100: 

1990-2025: 
1990-2100: 

1990-2025: 
1990-2100: 

24% 
2 3 % 

24% 
1.2% 

2.7% 
24% 

World Bank 
(1991) 
11.3 billion 
by 2100 

UN Medium-
High Case 
17.6 billion 
by 2100 

1990-2025: 
1990-2100: 

1990-2025: 
1990-2100: 

3.5% 
34% 

24% 
2 3 % 

Same as "a" 

8,000 EJ conventional oil 
7,300 EJ natural gas 
Nuclear costs decline 
by 0.4% annually 

Oil and gas same as "c" 
Solar costs fall to 
$0.065/kWh 
272 EJ/year of biofuels 
available at $50/barrel 

Legally enacted and 
internationally agreed 
controls on SOx , NOx and 
NMVOC emissions. 
Efforts to reduce emissions 
of SO,, NOx and CO in 
developing countries by 
middle of next century. 

Same as "a" plus 
commitments by many 
OECD countries to 
stabilise or reduce C02 

emissions. 

Same as "a" 

Emission controls extended 
worldwide for CO, NOx, 
NMVOC and SO,. Halt 
deforestation. Capture and 
use of emissions from coal 
mining and gas production 
and use. 

18,400 EJ conventional oil Emission controls which 
Gas same as "a" increase fossil energy costs 
Phase out nuclear by 2075 by 30%. 

Oil and gas same as "e" 
Solar costs fall to 
$0.083/kWh 
Nuclear costs increase to 
$0.09/kWh 

Same as "a" 

Partial compliance 
with Montreal 
Protocol. 
Technological transfer 
results in gradual 
phase out of CFCs in 
non-signatory 
countries by 2075. 

Global compliance 
with scheduled phase 
out of Montreal 
Protocol. 

Same as "a" 

CFC production phase 
out by 1997 for 
industrialised 
countries. Phase out 
ofHCFCs. 

Same as "d" 

Same as "a" 

t Approximate conversion factor: 1 barrel = 6 GJ. 
Source of Table: Leggett et ai, IPCC, 1992. 
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Table 6.2: Selected results of the six IS92 Scenarios. 

Scenario Scenario year 

1990 

2025 

2100 

2025 

2100 

2025 
2100 

2025 

2100 

2025 

2100 

2025 

2100 

co2 
(GtC) 

7.4 
12.2 

20.3 

11.8 

19.1 

8.8 
4.6 

9.3 
10.3 

15.1 

35.8 

14.4 

26.6 

C H 4 

(Tg) 

506 
659 
917 

659 
917 

589 
546 

584 
567 

692 
1072 

697 
1168 

Emissions per year1 

N 2 0 

(TgN) 

12.9 

15.8 

17.0 

15.7 

16.9 

15.0 

13.7 

15.1 

14.5 

16.3 

19.1 

16.2 

19.0 

s 
(TgS) 

98 
141 
169 

140 
164 

115 
77 

104 
87 

163 
254 

151 
204 

IS92a 

IS92b 

IS92c 

IS92d 

IS92e 

IS92f 

1 The figures for C02 are anthropogenic emissions. The figures for CH4, N20 and S are combined natural and anthropogenic 
emissions. Natural emissions in 1990 are estimated as: CH4 = 340 TgCH4, N20 = 4.7 TgN, and S = 74 TgS. It is generally assumed 
that natural emissions will remain constant; thus anthropogenic CH4, N20 and S emissions for any scenario and year can be 
estimated by subtracting the figures for natural emissions presented in the text from the numbers in the body of the table. 

6.2.3 GDP Assumptions 
Both the energy-related and land-use emission estimates 
are strongly influenced by the assumptions about GDP and 
population growth. Although a detailed analysis of these 
assumptions is outside the scope of this report, the 
following paragraphs highlight some tentative conclusions 
and important issues concerning these assumptions. We 
begin by briefly reviewing the total GDP growth 
assumptions of the IS92 Scenarios. 

The assumptions of the intermediate IS92 Scenarios 
(IS92a and b) are partly based on the reference scenario of 
the Energy and Industry Subgroup of the First IPCC 
Assessment (IPCC-EIS, 1990) for the period up to 2025. 
Near-term growth rates in the IPCC-EIS scenario were 
adjusted downwards in Eastern Europe, CIS and Persian 
Gulf to reflect the consequences of events occurring at the 
beginning of the 1990s. As noted by the developers of the 
IS92 Scenarios (Leggett, et al., 1992), the medium 
assumptions for near-term economic growth are generally 
below or at the low end of the range given by the World 
Bank for 1990-2000 (Table 6.3). In addition, the medium 
assumptions for economic growth in the period 1990-2025 
are lower than most regions experienced from 1965 to 
1989 with the exception of Africa, Eastern Europe and the 
CIS (Table 6.3). For these regions it was assumed that 
structural adjustments will lead to higher than historical 
growth in the medium-term. For the period 2050-2100, all 
the IS92 Scenarios assume that economic growth will slow 

because of saturation of consumption and expected slower 
population growth (Table 6.3). 

Because of the uncertainty of future economic growth 
trends, the low (IS92c) and high (IS92e) estimates span a 
wide range of possibilities. 

The following additional points can be made about the 
GDP growth assumptions of the IS92 Scenarios: 

• As noted in Section 6.3, the high and low rates of 
growth of global average GDP in the IS92 Scenarios 
are quite representative of the wide range of views 
expressed in other published scenarios. However. 
somewhat higher and lower global growth rates can 
be found in the literature about energy scenarios. 

• With regards to regional results, there are many 
cases in which the IS92 Scenarios are higher or 
lower than any other scenario. In the case of Eastern 
Europe and the CIS, the IS92 Scenarios take into 
account economic restructuring in these regions, bnt 
they assume higher economic growth rates in the 
near term than more recent scenarios. 

• Although the medium assumptions of the ISCi: 
Scenarios are lower than historical growth rates, tin.. 
nevertheless imply a substantial increase in / 
capita GDP. For example, in the second half of t 
next century, per capita GDP in East Asia and I.e.; 
America will exceed current levels in OECD Euro, 
Nevertheless, a large gap will remain betwi 
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Table 6.3: Growth Assumptions of total GDP (average annual rate) 

26J 

OECD 

USSR/E.Europettt 

China & CP$ Asia 

Other 

Global 

1965 
1989 

32% 

1.3% 

7.6% 

4.7% 

-

World Bankt 

Lowft 
1990 
2000 

2.4% 

32% 

5.6% 

3.8% 

-

Hightt 
1990 
2000 

3.1% 

36% 

6.7% 

4.5% 

-

1990 
2025 

1.8% 

1.5% 

42% 

3.0% 

24% 

IS92c 
1990 
2100 

0.6% 

0.5% 

2.5% 

2.1% 

12% 

IS92a 
1990 
2025 

2.5% 

2.4% 

5.3% 

4.1% 

24% 

1990 
2100 

1.7% 

1.6% 

3.9% 

3.3% 

2.3% 

IS92e 
1990 
2025 

3.0% 

32% 

6.1% 

4.8% 

3.5% 

1990 
2100 

22% 

2.4% 

4.7% 

4.1% 

34% 

Source: Leggett, et al. (1992). 

t Source: World Bank (1991). 
ft Estimated using projections of regional growth in GDP per capita and country estimates of 

GDP, population and population growth from 1990 to 2000. 
t t t World bank data do not include all countries in Eastern Europe. 
| CP = Centrally planned economies. 

incomes of developed and developing regions, and 
there is the need to develop emission scenarios 
which assume a closing of this income gap. 

• Emission estimates can be improved by GDP 
projections that take into account the economic 
restructuring under way in many regions. 

Summary of the discussion of GDP assumptions: the 
range of total economic growth assumptions of the IS92 
Scenarios is representative of the range of other global 
scenarios. However, these assumptions are not always 
representative on the regional level. The economic growth 
rate assumptions of the IS92 Scenarios are generally lower 
than historical rates, but they would still lead to large 
increases in per capita GDP in all regions. 

6.2.4 Population Assumptions 

The influence of population assumptions on future 
emission estimates is significant. The following can be 
said about the population assumptions of the intermediate 
IS92 Scenarios: 

• The medium global assumption of the IS92 Scenarios 
(11.3 billion people in year 2100) is based on the latest 
projection of the World Bank (1991) (Table 6.4). 

• For year 2025, the IS92 medium population 
projection is close to the latest medium projections 
of both the UN (1992) and the International Institute 
of Applied Systems Analysis (IIASA) (Lutz et al., 
1994) (Table 6.4). 

• For year 2100 the three medium projections are still 
somewhat close (Table 6.4). 

The projections of the World Bank, UN and IIASA were 
all made using the cohort-component approach to 
demographic projections, but they employed different 
assumptions about changes in demographic variables. 
Hence, it is significant that the medium projections are 
close. Examination of the low and the high population 
assumptions for the IS92 Scenarios indicates that: 

• The low and high global assumptions of IS92 
Scenarios (6.4 to 17.6 billion in year 2100) are the 
latest medium-low and medium-high projections of 
the UN (1992) (Table 6.4). (The World Bank did not 
provide high or low projections with its most recent 
medium projections.) 

• The low and high projections of IS92 Scenarios are 
the highest and lowest projections of all published 
scenarios reviewed in this report. Hence, for 
emission scenarios, they cover, and expand, the full 
range of views about future population. 

• Recent IIASA high projections are close to the high 
projections of the IS92 Scenarios (Table 6.4). The 
low IIASA projection, however, is somewhat above 
the IS92 low projections (Table 6.4). 

Despite the importance of long-term population 
assumptions in estimating future emissions, there have 
been few reviews of these assumptions. In one such 
review, Morita et al. (1993) reviewed the assumptions of 
global models and concluded that a plausible range of 
global population projections for year 2100 was 5.66 to 
19.16 billion people. This range is somewhat lower and 
higher than the range of the IS92 assumptions (Table 6.4). 
The lower bound is from Nordhaus and Yohe (1983), and 
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the upper bound is the high projection of the UN (1992). 
Morita el al. (1993) point out that fertility rates 
corresponding to the low population projection actually 
occurred in Japan from 1975 to 1985, and rates 
corresponding to the high projection occured during the 
period from 1947 to 1950. From this perspective Morita et 
al. judged that these projections are not implausible. 

Because population growth assumptions strongly 
influence future emission projections, it would be helpful 
to assess their relative likelihood. Unfortunately, this 
assessment is not possible at present because of many 
unresolved issues related to population projections. For 
example, the feasibility of low projections is related to the 
issue of a rapidly ageing population. Lutz et al. (1994) 
pointed out that the IIASA low population projection for 
2100 (the IS92 low projection is even lower; see Table 6.4) 
is based on assumptions about low fertility and mortality 
rates, and these low rates would lead to an unprecedented 
ageing of the population. In its low population projection, 
the percentage of the population over 60 increases in 
industrialised countries from 17.4% to 44.9% between 
1990 and 2100, and in developing countries it increases 
from 6.9% to 40.2%. To judge the likelihood of the low 
population projections of IS92 or any other scenario, it is 
important to assess the response of societies to the 
increasing burden of an ageing population on their social 
welfare systems (see, e.g. Lutz et al. 1994). 

Another critical issue is the relationship between high 
population projections and the Earth's carrying capacity, 
i.e. the ability of societies to provide food and resources 
for their populations. The UN projections do not take this 
concern into account, since mortality rates are never 
assumed to increase even for the highest population 
increases. There is very wide disagreement over the size of 
the Earth's carrying capacity; estimates made since the 
1980s range from 2 billion to over 33 billion people, 
depending on a large variety of assumptions (see review in 
Heilig, 1994). This range can be compared to the IS92 

Table 6.4: Population projections (in millions) 

Source 1990 

IS92a, b & c from World Bank(1991) 5,252 

IS92c & d from UN Medium-Low 5,252 

UN Medium 5,252 

lS92f from UN Med-High 5,252 

1IASA Low 5,252 

1IASA Central 5,252 

1IASA High 5,252 

high population assumption of 17.6 billion people in 2100. 
If the low figure for carrying capacity is correct then even 
the current population cannot be sustained, whereas the 
high figure implies that IS92 projections are theoretically 
possible. To judge the feasibility of the high population 
assumptions of the IS92 Scenarios or any scenario, it 
would be beneficial to try and narrow the range of 
estimates about global carrying capacity. 

These are only two of the many issues related to 
demographic studies that require further research and 
understanding before progress can be made in assessing 
the likelihood of different population assumptions. 
Another key issue, the relationship between population and 
GDP per capita is taken up in the next subsection. 

Summary of the discussion of population assumptions: the 
plausibility of the medium population growth assumption 
of the IS92 Scenarios is supported by other recent 
population projections. The low and high projections of 
the IS92 Scenarios cover and expand the range of 
assumptions found in other published scenarios. The IS92 
projections are taken from authoritative projections of 
world population growth and are not inconsistent with 
other recent population projections. However, to assess 
the likelihood of the low and high population assumptions, 
more research is needed to improve our understanding of 
critical issues related to population projections, such as 
carrying capacity and possible fertility responses to 
population ageing. 

6.2.5 The Relationship between GDP per capita and 
Population 

This section reviews the issue of the consistency between 
population and GDP per capita assumptions in the IS92 
Scenarios. This topic was briefly raised by the developers 
of the scenarios themselves (Leggett et al., 1992). The 
IS92 Scenarios combine high population with high GDP 

2025 

8,414 

7,591 

8,472 

9,445 

8,093 

8,955 

9,872 

2100 

11,312 

6,415 

11,186 

17,592 

9,126 

12,562 

16,090 

Source: Lcggett et al. (1992), except 11ASA projections from Lutz et al. (1994). 
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per capita assumptions and low population with low GDP 
per capita assumptions. Although these combinations are 
logical for performing a sensitivity analysis of key input 
assumptions, they also imply that high population growth 
can accompany high economic growth and conversely low 
population growth can accompany low economic growth. 
However, the developers of the scenarios offer the opinion 
that GDP per capita and population are most likely 
negatively correlated (Leggett et al., 1992). 

Actually, there are many opinions about the connection 
between population and GDP per capita. Three of these 
are: 

(i) High population growth is compatible with high 
economic growth (or low population growth with low 
economic growth). As noted, this opinion is implied, if not 
intended, by the IS92 Scenarios. In support of this view, 
Boserup (1981) argued that a larger population density allows 
for investments in infrastructure and stimulates techno
logical progress and the growth of financial institutions. 

(ii) Population growth is negatively correlated to 
economic growth. The reasoning behind this argument is 
that improved economic status leads to lower birth rates 
and eventually lower population growth. This belief is 
embedded in conventional thinking about the 
"demographic transition" of societies, which holds that 
fertility in a society goes down as its standard of living 
goes up. A related point of view is that population growth 
leads to resource and capital constraints that in turn reduce 
GDVper capita growth. 

In support of a negative correlation between population 
and GD? per capita, Morita et al. (1994) derived a 
relationship between total fertility rate and per capita 
income from Japanese data from the period 1950 to 1985. 
Applying this relationship globally, they back-calculated 
the annual per capita GDP growth rate that corresponds to 
the population growth rates of the IS92a scenario. In this 
way they estimated that the IS92a Scenario should have an 
effective annual per capita GDP growth rate of 3% rather 
than the 1.7% actually used. Hence, Morita et al. (1994) 
suggest that the population and economic assumptions of 
this scenario may be inconsistent. 

(iii) Population growth and economic growth are 
independent. Recent field surveys in developing countries 
have led demographers to begin to argue that the empirical 
evidence does not support either of the preceding points of 
view, and that the fertility rate in many countries is much 
more clearly related to the educational level of women and 
the existence of family planning programmes than any 
economic indicators (see, e.g., UN, 1987; Lutz 1994; 
Westhoff, 1994). 

As a final comment on this issue, we note that it is 
possible that the relationship between population and 
income can vary between cultures and that the three 
different relationships may actually correspond to different 
stages in a society's development. 

Summary of the discussion of the relationship between 
population and GDP per capita: there are at least three 
points of view about this relationship, and it is beyond the 
scope of this evaluation to pass judgement on their 
validity. It is important to note, however, that the issue of 
population and GDP per capita is relevant to judging the 
consistency and likelihood of population and economic 
assumptions, which in turn affect future emission 
projections. Hence, it would be beneficial to improve our 
understanding of the relationship between population and 
GDP per capita. 

6.3 Comparison of Energy-Related Scenarios 

In this section we compare the IS92 energy-related 
emission scenarios to other published non-intervention 
scenarios. The goal of this comparison is to determine the 
degree to which the IS92 Scenarios reflect the range of 
emissions and major input assumptions found in other 
scenarios at both the global and the regional level. 

We analyse global and regional emissions. Scenarios of 
C02 , CH4 and N 20 are examined, although the IS92 
Scenarios consider the full spectrum of greenhouse gases. 
Because of the limited scope of this evaluation, the 
regional analysis is limited to four representative regions: 
China and Centrally Planned Asia, Eastern Europe and the 
former Soviet Union, Africa, and the United States. These 
regions are selected because they are at different stages of 
economic development. 

For global and regional emissions we first assess the 
accuracy of the base year (1990) emission data in 
comparison to the latest emission inventory as described in 
UN energy statistics (Marland et al., 1989 and 1993). 
Next, we compare future emission paths for IS92 to the 
range of emissions of other published non-intervention 
scenarios with similar methodologies and the range 
spanned by the 16th and 84th percentile (median 
plus/minus one standard deviation) of the poll of energy 
scenarios assembled by the International Energy 
Workshop (Manne et al., 1991; Manne and 
Schrattenholzer, 1993, 1994). Finally, we compare the 
main input assumptions and scenario components of the 
IS92 with similar aspects of other published scenarios. 

6.3.1 Global Energy Scenarios 

6.3.1.1 Results from global C02 emission scenarios 

Of all the greenhouse gas emissions, C 0 2 is the most 
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studied. Of all the CO, sources, fossil fuel combustion is 
the most studied. This interest arises because fossil fuel 
CO., emissions contribute more to current and potential 
future climate change than any other single gas released by 
any other single human activity. C09 emissions dominate 
the IS92 Scenarios (IPCC, 1992). There is also more 
literature on scenarios of global fossil fuel carbon 
emissions than on those of land-use emissions. This is 
because the models and methods used to estimate energy-
related emissions are more detailed and advanced than 
those used to compute land-use related emissions, and 
because existing energy models can easily be adapted to 
generate C0 2 emissions. 

It is interesting that the scenarios developed in the past 
decade (beginning in 1983) have a narrower range of 
future emission estimates than those developed in the 
previous decade. Scenarios no longer anticipate emissions 
of greater than 90 GtC/yr in the year 2050, as considered, 
for example, by Siegenthaler and Oeschger (1978), Jason 
(1979), and Bacastow and Keeling (1981). The highest 
estimate of the post 1983 period projects emissions of 35 
GtC/yr in the year 2050, (Lashof and Tirpak, 1990). 

The IS92 scenario estimate of base year (1990) 
emissions, 6 GtC/yr, is close to the estimate of 5.9 GtC/yr 
by Boden et al. (1992) and Marland et al. (1993). 

Estimates for 1990 from other published scenarios range 
from 5.4 GtC/yr to 6.8 GtC/yr. 

Future estimates of emissions diverge substantially with 
time (Figure 6.1) and only resemble each other in that they 
almost all increase with time. A notable exception is the 
IS92c Scenario, which declines from 1990 to 2100. For the 
year 2025, the spread of non-IS92 scenario emissions 
ranges from 6.7 GtC/yr in Ausubel et al. (1988), to 19.8 
GtC/yr in Lashof and Tirpak (1990). The IS92 Scenarios 
range from 7.4 (IS92c) to 13.5 GtC/yr (IS92e). As another 
indication of the range of views of the energy community, 
the 16th and 84th percentile range from the International 
Energy Workshop (IEW) scenario poll is between 6.9 
GtC/yr and 10.9 GtC/yr for the year 2020. 

By the year 2100 the range of non-intervention 
scenarios expands significantly, with the IS92 Scenarios 
extending from 4.6 GtC/yr to 35 GtC/yr, a factor of more 
than seven. The lowest non-IS92 scenario examined is 
given by Ausubel et al. (1988), 1.2 GtC/yr, and the highest 
is given by Ogawa (1990) at 60 GtC/yr, a range of a factor 
of 50. This range also encompasses the range of 12 
reference scenarios compared by the Energy Modelling 
Forum (the "EMF-12" study) (Weyant, 1993). These 
scenarios span from 20 GtC/yr (Global-Macro) to 43 
GtC/yr (CETA). The EMF-12 results are particularly 
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Figure 6.1: Energy-related global CO, emissions for various scenarios. Shaded area indicates coverage of IS92 Scenarios. Number-

correspond to list of scenarios in the Supplementary Table. 
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Figure 6.2: Histograms depicting distribution of different 
scenario estimates of energy-related global C02 emissions for 
three scenario years. 

2000 
Year 2100 

Figure 63: Results from uncertainty analyses showing 5th and 
9th percentile of global CO, emissions. Also shown are IS92 
estimates (code numbers beginning with "1"), with their range 
indicated by the shaded area (IS92 results are not from 
uncertainty analysis). Numbers correspond to list of scenarios in 
the Supplementary Table. 

interesting because they were obtained from models with 
harmonised input assumptions about population and 
economic activity. Consequently, these results highlight 
how future emission estimates can vary because of 
differences in models and in input assumptions. 

Histograms of projected emissions (Figure 6.2) show 
that emission estimates are relatively closely clustered in 
the year 2020, but also diverge subsequently. The 
frequency of the mode also becomes smaller and smaller 
with time, indicating that the scenarios agree less and less 
about the central estimate of emissions. The interval that 
contains each of the IS92 cases is also indicated, and 
shows that the IS92 Scenarios bracket a majority of other 
scenarios, but never capture their full range. This 
observation is particularly apt for the year 2100. 
Throughout the period, there are always scenarios with 
substantially more or less fossil fuel carbon emissions than 
the IS92 Scenarios. 

Additional information about the range of future 
emissions can be obtained by examining results from 
detailed uncertainty analyses. These were conducted by 
Nordhaus and Yohe (1983), Edmonds el al. (1986), Manne 
and Richels (1993), and de Vries et al. (1994). 

It is noteworthy that despite the enormous range of 
results produced by the uncertainty analyses (Figure 6.3), 
emissions almost always increase with time, with the 
exception of the extremes of results. The uncertainty 
analysis of Edmonds et al. (1986) shows a range of 2 GtC 
and 87 GtC/yr for the 5th and 95th percentile cases 
respectively in the year 2075, and a range of 4 GtC to 27 
GtC/yr between the 25th and 75th percentiles. The 
uncertainty analysis of Nordhaus and Yohe (1983) spans 
the range 12 GtC to 27 GtC/yr for the year 2100 between 
its 25th and 75th percentiles, and 7 GtC to 55 GtC/yr 
between its 5th and 95th percentile cases. 

It should be emphasised that these results stem from 
differences among models and uncertainties about input 
assumptions, such as population and economic activity. By 
comparison, when input assumptions are fixed between 
scenarios, a much lower range of emission estimates is 
found. For example, it was noted above that when key 
model inputs were harmonised in the EMF-12 scenarios, 
emission estimates in year 2100 varied by only a factor of 
two rather than over a factor of 40, as found in the 
uncertainty studies. This finding is consistent with the 
recent results of de Vries et al. (1994), who only assigned 
uncertainty to model input parameters, while fixing other 
input assumptions such as population and economic 
growth relative to a base case. As a consequence, they 
computed emission estimates for the year 2050 ranging by 
only a factor of about two, from 11.3 GtC to 24.4 GtC/yr 
(5th and 95th percentiles). 

Although published energy-related emission estimates 
for 2100 vary by a factor of 50 between the highest and 
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Figure 6.4: Range of cumulative energy-related CO^ emissions 
from IS92 and other published scenarios. 

lowest reference scenarios and by a factor more than 7 in 
the IS92 Scenarios, cumulative emissions have a much 
smaller variation. The cumulative emissions of the 
published scenarios over the period 1990 to 2100 (Figure 
6.4) vary by a factor 7 (from 492 GtC in Ausubel et al., 
1988, to 3447 GtC in Lashof and Tirpak, 1990). The 
cumulative emissions of the IS92 Scenarios vary by a 
factor of 3 between IS92c (700 GtC) and IS92e (2078 
GtC).1 

The above cumulative emission figures can also be 
compared to the cumulative energy related carbon 
emissions between 1860 to 1990 of about 215 GtC 
(Marland et al., 1989; 1PCC, 1990; Nakicenovic et al, 
1993). Thus, even the lowest reference and policy 
scenarios indicate that more energy related carbon will be 
emitted from 1990 to 2100, than in the last 130 years. 

It is important to note that cumulative emissions are not 
equivalent to the accumulation of carbon in the 
atmosphere. The relationship between emissions and 
atmospheric accumulation is described by carbon cycle 
models which are discussed in the IPCC Working Group I 
report. Carbon cycle models can be used to translate any 
time profile of carbon emissions into a corresponding time 
profile of atmospheric concentrations of CO-,. In a 
modelling exercise of this type, Working Group I of the 
IPCC estimated that the IS92c scenario could raise 
atmospheric CO-, levels to 480 ppmv by 2100 from 
approximately 350 ppmv in 1990. 

We also note that a few scenarios, for example Cline 
and Manne and Richels (1994), have explored emissions 

1 The cumulative emissions of policy scenarios are obviously 
lower, ranging from 290 GtC (Lazarus et al.. 1993) to 600 GtC 
(Lashof and Tirpak. 1990) in the scenarios reviewed. 

over even longer time periods. These cases extend beyond 
the time frame of the IS92 Scenarios, but we have not 
examined the implications of these scenarios beyond the 
year 2100. We note that cumulative emissions in these 
scenarios may be significantly greater than the cases 
examined in this report. These scenarios consider depletion 
of all available oil, gas and coal. The magnitude and 
distribution of these fuels is discussed in the chapter on 
energy supply mitigation in the IPCC Working Group II 
report. 

Summary of the discussion of results of global energv-
related CO-, scenarios: the scenarios diverge with time and 
almost all have an upward trend. Their range is much 
narrower in 2020 and 2050 than in 2100. The IS92 
Scenarios follow the same pattern, and fall within the 
range of the majority of published scenarios. The lowest 
and highest published scenarios reviewed in this report 
vary by a factor of 50 in 2100. Much of this large range, 
however, can be attributed to the wide range of input 
assumptions , such as economic activity, end-use energy 
intensity and the energy supply mix. The range of estimates 
for cumulative emissions between 1990 and 2100 is much 
narrower than for annual emissions (a factor of 7 versus a 

6.3.1.2 Components of global CO? scenarios 

The limited scope of this report makes it impossible to 
carefully examine and compare all the input assumptions 
of the published scenarios. Instead, selected energy-related 
scenarios are compared by breaking down the calculated 
emissions into different components: 

CO, Emissions = Population*(GDP/Population) 
(Energy/GDP)*(C02/Energy) 

In this equation, the ratio "Energy/GDP" represents 
energy intensity (primary energy consumed/unit of GDP). 
Energy intensity data are indexed to 1990 data because of 
the lack of comparability of GNP/GDP data in different 
studies. The ratio "C02/Energy" is the carbon intensity 
(carbon emissions/unit of primary energy consumed I. 
which reflects the amounts of carbon-based fuels used in 
the energy economy. Carbon intensity is given as kg C (il 

Such an approach for analysing the components >l 
future CO-, emissions has been proposed by Kaya (1° •') 
and applied by Edmonds and Barns (1992), Ogawa (1,! ' i 
and Grubier et al. (1993) among others. 

The decomposition of CO, emission growth into ' e 
four components provides an accounting of the sources ; 
future emissions. The decomposition is useful becaus* 
indicates where to look for differences in seen;/ 
assumptions that may account for differences in projci 
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emissions. Decomposition, however, neither identifies the 
key assumptions nor provides an explanation of the 
fundamental causes of differences in emission projections. 
Decomposition is also useful because it coincides with 
four broad areas of public policy concern that can 
potentially influence future emissions: demographics, 
economic growth and development, energy conservation, 
and energy supply. 

Population and per capita income growth are an input 
assumptions in most models. Typically, energy intensity is 
partly specified and partly computed by the model. Carbon 
intensity is usually determined by the interaction of a 
variety of assumptions, including those concerning 
availability and cost of fossil energy resources, relative 
fuel prices, and the availability and cost of renewable 
energies. 

Two additional caveats should be noted. First, for the 
purposes of this comparison, all components, not just 
population and income, are treated as independent of one 
another. This assumption may be inconsistent with some 
models which assume that components, such as per capita 
income and energy intensity are related to one another. 
Second, the influence of some components on emissions 
may depend on the aggregation level of the analysis 
(global versus regional or national). Hence, an analysis of 
the components of emissions on the global level may mask 
decisive differences between regions. For this reason, the 
component analysis should only be used to compare the 
input assumptions and the results of different scenarios, 
not, for example, to project emissions on the basis of 
population growth in different regions. 

Table 6.5 shows the growth rates of components of 
selected scenarios, including the IS92 Scenarios to 2020'. 

A I 1 1 1 1 1 1 1 1 1 i I 
u 2000 2100 

Year 

Figure 6.5: Trends of energy intensity for various global 
scenarios. Shaded area indicates range of IS92 scenarios. 
Numbers correspond to list of scenarios in the Supplementary 
Table. 
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Figure 6.6: Trends of carbon intensity for various global 
scenarios. Shaded area indicates range of IS92 scenarios. 
Numbers correspond to list of scenarios in the Supplementary 
Tabic. 

The IS92 Scenarios are in most instances within the range 
of the alternative scenarios, although they arc not always 
representative of the range. They span a representative 
range of global economic growth rates, but the population 
growth assumptions of IS92c and d are lower and those of 
IS92f are higher than any of the published scenarios. 
Population and GDP were discussed in Section 6.2 and 
will not be discussed further here. 

Figures 6.5 and 6.6 depict the ranges of energy intensity 
and carbon intensity for published global scenarios. It is 
noteworthy that all the scenarios reviewed show 
decreasing energy intensities, with a median decrease of 
about I %/yr. The IS92 Scenarios fall within the range of a 
majority of published scenarios, although they cover a 
narrower range, especially up to 2020.2 

Most scenarios assume that carbon intensity decreases at 
a lower rate than energy intensity (Figure 6.6); in some 
cases the carbon intensity increases, indicating increased 
use of carbon-rich fuels such as synthetic fossil fuels or 
coal (Table 6.5). However, on average, carbon intensity in 
the non-intervention scenarios decreases at a rate of about 
0.2%/yr (1990 to 2020 average), a rate that is somewhat 
lower than the long-term historical average of 0.3%/yr 
(Nakicenovic et al., 1993). Up to 2020, the rate of decline 
of carbon intensity assumed in the IS92 Scenarios agrees 

1 For an analysis of the period beyond 2020, see Grubler (1994). 
2 There is a significant overlap, particularly before 2020, 

between the ranges of reference and policy scenarios, although 
the policy scenarios are generally lower. 
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with the IEW poll and other reference scenarios. However, 
all the IS92 Scenarios have declining carbon intensities. 
Beyond the year 2020, the range of published reference 
scenarios shows a much wider variation than the IS92 
cases. In some non-IS92 Scenarios, carbon intensities 
increase with time owing to a rapid expansion in coal 
production and use, a case not considered in the IS92 
Scenarios.' 

The decomposition of global emissions of the IS92 and 
the non-IS92 emissions tell a generally consistent story 
about the sources of emission growth and the uncertainty 
of future emissions. In all scenarios, population growth 
and per capita income growth contribute to rising global 
CO-, emissions over time. Growing world population and 
incomes increase the consumption of energy, giving rise to 
higher emissions. The relative contribution of per capita 
income growth to global C0 2 emissions is slightly greater 
than the contribution of population growth in most but not 
all scenarios. 

Decreases in energy intensity mitigate emission growth 
in all scenarios, which is consistent with historical 
observations. With a decrease in energy intensity, energy 
consumption for a given population and per capita income 
declines. Consequently, carbon emissions also decline. 
Declining energy intensity offsets roughly one-fifth to one-
half of the effects of population and per capita income 
growth, depending on the scenario. The IS92 Scenarios 
reflect a much narrower range of changes in future energy 
intensity than other scenarios. This narrower range is the 
most important source of the narrower range of carbon 
emissions displayed in the IS92 Scenarios relative to the 
range of emissions in other published scenarios. 

Carbon intensity is projected to decline in all IS92 
Scenarios and the vast majority of other scenarios, further 
mitigating the effects of growing population and per capita 
incomes. This decline reflects a shift toward greater 
reliance on energy resources that emit less carbon per unit 
of energy. The offset from declining carbon intensity is 
typically much less than the offset from declining energy 
intensity. As in the case of energy intensity, the IS92 
Scenarios display a narrower range of changes in carbon 
intensity relative to other scenarios. A small number of 
non-IS92 Scenarios allow for the possibility of increases in 
carbon intensity over time, adding another source of 
emission growth. This possibility is not allowed for in any 
of the IS92 Scenarios. 

The decomposition of C0 2 emission growth into the 

1 Carbon intensities assumed in policy scenarios are generally 
lower than those assumed in the IS92 Scenarios and other non
intervention scenarios, although some reference scenarios have 
quite low carbon intensities as in the case of the "methane 
economy" of Ausubel et al. (1988). 

components of population growth, per capita income 
growth, energy intensity and carbon intensity identifies the 
general sources of emission growth from energy use, but 
the decomposition does not explain why the contributions 
of the four components differ across scenarios. To 
understand the fundamental causes of differences in 
emissions from one scenario to the next, it is necessary to 
explore and evaluate differences in assumptions regarding 
the factors that determine growth in population, per capita 
income, energy intensity and carbon intensity. 

In most emission scenarios, population and per capita 
income growth, or their composite effect on total income, 
are input assumptions. These input assumptions are 
important sources of differences in projected emissions. 
However, the determinants of population and per capita 
income growth, and feedbacks between them are not 
explicitly incorporated into emission scenarios (see section 
6.2). Identifying the factors influencing population and per 
capita income growth, and exploring the uncertainties 
regarding their change over time, are therefore important 
research tasks. 

The input assumptions that drive differences in energy 
and carbon intensity across scenarios include different 
estimates of the reserves and supply costs of carbon and 
non-carbon-emitting energy resources; the income and 
price elasticities of household demands for energy, the 
production of energy-intensive goods and services, and 
many others. A particularly important component is 
technological change at both levels of energy production 
and energy end use. Because of time limitations, 
differences in assumptions regarding factors that influence 
energy and carbon intensity have not been compared 
across scenarios. Consequently, another important task to 
explore the causes of differences in energy intensity and 
carbon intensity trends and their role in shaping future 
emissions. 

Summary of the discussion of the components of global 
CO2 emissions, especially for energy and carbon intensity: 
the energy intensity assumptions of the IS92 Scenarios 
have a narrower range than similar assumptions in other 
published scenarios. The carbon intensity assumptions of 
the IS92 Scenarios all show a downward trend, but some 
of the published scenarios assume an upward trend 
(although most show an eventual decrease over time). An 
important task for new scenario work is to explore future 
trends for energy and carbon intensity. 

6.3.2 Regional C02 Scenarios 

The background report for the IS92 Scenarios gives resu -
for four regions: OECD, Eastern Europe and the Fori 
Soviet Union, China and Centrally Planned Asia, and : 
Rest of the World (Pepper et al., 1992). The original IS 
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Table 6.5:1990 to 2020 - World average annual growth rates1 (%/yr) for selected non-intervention (reference) scenarios 

and range for intervention (policy) scenarios. 

Non-intervention 
scenarios3 

POP GDP 
capita 

GDP Energy 
GDP 

Carbon 
energy 

Carbon 
emissions 

1-1 IS92a 

1-2 IS92b 

1-3 IS92c 

1-4 IS92d 

1-5 IS92e 

1-6 IS92f 

8-4 IPCC-EIS 

20-3 IEW-84%2 

20-2 IEW-50%2 

20-4 IEW-16%2 

18 ECS'92 

6-1 CH4-efficiency 

16-1 CHALLENGE 

31-2 WEC A 

31-1 WECB 

3-1 E&RB 

7-1 EPA-SCW 

7-2 EPA-RCW 

12-2 GREEN 

30-112RT 

27-2 IMAGE 2.0-CW 

Minimum2 

Median2 

Mean2 

Maximum2 

1.40 

1.40 

1.10 

1.10 

1.40 

1.75 

1.24 

1.42 

1.29 

1.43 

1.43 

1.13 

1.43 

1.29 

1.40 

1.10 

1.40 

1.35 

1.75 

1.53 

1.53 

0.92 

1.75 

2.29 

1.36 

1.74 

0.78 

0.83 

2.36 

1.85 

1.68 

0.35 

1.35 

1.61 

0.35 

1.53 

1.46 

2.36 

2.92 

2.92 

2.00 

2.83 

3.71 

3.10 

3.00 

3.36 

2.78 

2.46 

2.21 

2.13 

2.55 

3.82 

3.30 

2.85 

1.79 

2.65 

2.71 

2.50 

3.00 

1.79 

2.83 

2.79 

3.82 

-0.97 

-1.08 

-0.86 

-1.10 

-1.16 

-0.85 

-0.80 

-0.75 

-1.16 

-1.71 

-0.75 

-0.78 

-0.94 

-1.50 

-1.84 

-1.03 

-0.72 

-0.70 

-0.53 

-0.99 

-0.56 

-1.84 

-0.94 

-0.99 

-0.53 

-0.24 

-0.26 

-0.55 

-0.68 

-0.11 

-0.03 

0.05 

0.05 

-0.18 

-0.67 

-0.16 

-0.85 

-0.18 

-0.01 

-0.22 

-0.23 

-0.07 

0.04 

0.14 

0.00 

-0.25 

-0.85 

-0.18 

-0.21 

0.14 

1.68 

1.54 

0.56 

1.00 

2.39 

2.19 

2.23 

1.95 

1.44 

0.63 

1.28 

0.47 

1.41 

2.25 

1.17 

1.54 

0.98 

1.98 

2.31 

1.49 

2.20 

0.47 

1.54 

1.56 

2.39 

Policy Scenarios 

Minimum2 

Median2 

Mean2 

Maximum2 

1.17 

1.29 

1.32 

1.43 

0.35 

1.35 

1.37 

2.19 

1.79 

2.65 

2.66 

3.50 

-2.40 

-1.78 

-1.74 

-1.08 

-1.94 

-1.19 

-1.16 

-0.52 

-1.31 

-0.32 

-0.29 

0.24 

1 Component growth rates do not add exactly to (sub)totals due to independent rounding errors. 
2 Component growth rates do not add as calculated from original frequency distributions. 
3 Reference for scenarios given in the Supplementary Table. 
BOLD denotes IPCC Scenarios 
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Table 6.6: 1990 to 2020 - China and centrally planned Asia average annual growth rates1 (%/yr) for selected non

intervention (reference) scenarios and range from intervention (policy) scenarios 

Non-intervention 
scenarios3 

POP GDP 
capita 

GDP Energy 
GDP 

Carbon 
energy 

Carbon 
emissions 

1-1 IS92a 

1-2 IS92b 

1-3 IS92c 

1-4 IS92d 

1-5 IS92e 

1-6 IS92f 

8-4 IPCC-EIS 

20-3 IEW-84%2 

20-2 lEW-50%2 

20-4 IEW-16%2 

18 ECS '92 

33-2 ESCAPE SI 

37 Heetal. (c) 

31-2 WEC A 

31-1 WECB 

3-1 E&RB 

7-1 EPA-SCW 

7-2 EPA-RCW 

12-2 GREEN 

30-1 12RT 

27-2 IMAGE 2.0-CW 

Minimum2 

Median2 

Mean2 

Maximum2 

1.03 

1.03 

0.69 

0.69 

1.03 

1.31 

0.78 

0.97 

0.68 

0.94 

0.94 

0.91 

0.90 

1.02 

1.02 

0.67 

0.94 

0.93 

L31 

3.91 

3.91 

2.98 

4.09 

4.83 

3.75 

4.49 

2.01 

3.96 

5.07 

4.08 

2.34 

2.25 

4.11 

4.15 

2.01 

3.91 

3.73 

5.07 

4.98 

4.98 

3.70 

4.81 

5.91 

5.12 

5.30 

5.74 

4.79 

3.88 

3.00 

5.50 

4.67 

6.06 

5.06 

3.28 

3.17 

5.17 

4.40 

4.03 

5.21 

3.00 

4.90 

4.66 

6.06 

-1.73 

-1.73 

-1.61 

-1.88 

-2.00 

-1.57 

-2.44 

-0.96 

-1.61 

-2.49 

-1.02 

-1.42 

-1.60 

-2.85 

-2.40 

-0.22 

-0.81 

-1.21 

-0.27 

-1.36 

-0.82 

-2.85 

-1.59 

-1.52 

-0.22 

-0.32 

-0.32 

-0.51 

-0.57 

-0.21 

-0.22 

0.30 

-0.29 

-0.38 

-0.38 

-0.18 

-0.20 

-0.34 

-0.24 

-0.03 

-0.52 

-0.58 

-0.47 

0.25 

-0.38 

-0.21 

-0.58 

-0.30 

-0.28 

0.30 

2.84 

2.84 

1.51 

2.25 

3.57 

3.24 

3.04 

3.15 

2.77 

233 

1.76 

3.78 

2.75 

2.79 

2.51 

2.52 

1.74 

3.41 

4.38 

2.22 

4.13 

1.51 

2.85 

2.83 

4.38 

Policy Scenarios 

Minimum2 

Median2 

Mean2 

Maximum2 

0.81 

0.94 

0.94 

1.02 

2.25 

4.08 

3.70 

4.11 

2.34 

4.48 

4.24 

5.17 

-4.32 

-1.89 

-2.24 

-0.53 

-1.72 

-1.06 

-1.03 

-0.52 

-0.82 

7.24 

0.86 

2.2P 

1 Component growth rates do not add exactly to (sub)totals due to independent rounding errors. 
2 Component growth rates do not add as calculated from original frequency distributions. 
3 Reference for scenarios given in the Supplementary Table. 
BOLD denotes IPCC scenarios 
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Table 6.7:1990 to 2020 - Eastern Europe and ex-USSR average annual growth rates' (%/yr) for selected non

intervention (reference) scenarios and range from intervention (policy) scenarios. 

Non-intervention 
scenarios3 

POP GDP 
capita 

GDP Energy 
GDP 

Carbon 
energy 

Carbon 
emissions 

1-1 IS92a 

1-2 IS92b 

1-3 IS92c 

1-4 IS92d 

1-5 IS92e 

1-6 IS92f 

8-4 IPCC-EIS 

20-3 IEW-84%2 

20-2 IEW-50%2 

20-4 IEW-16%2 

18 ECS'92 

34-1 Bashmakov Base 

35-1 Sinyakera/. DAU 

31-2 WEC A 

31-1 WEC B 

3-1 E&RB 

7-1 EPA-SCW 

7-2 EPA-SCW 

12-2 GREEN 

30-112RT 

27-2 IMAGE 2.0-CW 

Minimum2 

Median2 

Mean2 

Maximum2 

0.43 

0.43 

0.31 

0.31 

0.43 

0.67 

0.70 

0.49 

0.58 

0.56 

0.52 

0.52 

0.48 

0.52 

0.45 

0.43 

0.31 

0.48 

0.49 

0.70 

1.49 

1.49 

0.95 

1.88 

2.83 

1.73 

2.49 

2.18 

0.77 

1.44 

1.85 

1.85 

1.62 

1.73 

3.80 

1.48 

0.77 

1.73 

1.85 

3.80 

1.93 

1.93 

1.26 

2.21 

3.27 

2.31 

3.20 

2.98 

2.16 

1.51 

2.68 

1.36 

2.00 

2.38 

2.38 

2.11 

2.27 

4.27 

2.51 

2.29 

1.91 

1.26 

2.29 

2.63 

4.25 

-0.66 

-0.66 

-0.69 

-1.03 

-1.37 

-0.88 

-1.14 

-1.06 

-1.42 

-2.01 

-1.52 

-0.93 

-1.09 

-1.81 

-2.13 

-1.07 

-1.29 

-2.97 

-0.63 

-2.00 

0.72 

-2.97 

-1.12 

-1.17 

0.72 

-0.24 

-0.24 

-0.50 

-0.67 

-0.19 

-0.13 

-0.17 

-0.34 

-0.36 

-0.41 

-0.24 

-0.05 

-0.41 

-0.62 

-0.38 

-0.40 

-0.17 

-0.16 

0.32 

-0.29 

-1.62 

-1.62 

-0.23 

-0.29 

0.32 

1.01 

1.01 

0.06 

0.48 

1.67 

1.28 

1.84 

0.46 

0.07 

-0.25 

0.88 

0.37 

0.49 

-0.10 

-0.18 

0.61 

0.78 

1.01 

2.19 

-0.05 

0.99 

-0.25 

0.61 

0.76 

2.42 

Policy Scenarios 

Minimum2 

Median2 

Mean2 

Maximum2 

0.37 

0.52 

0.50 

0.58 

0.77 

1.85 

2.26 

3.80 

1.36 

2.38 

2.68 

4.27 

-4.01 

-2.41 

-2.59 

-1.45 

-1.96 

-1.24 

-1.15 

-0.21 

-1.79 

•1.34 

-1.13 

-0.25 

1 Component growth rates do not add exactly to (sub)totals due to independent rounding errors. 
2 Component growth rates do not add as calculated from original frequency distributions. 
3 References for scenarios given in the Supplementary Table. 
BOLD denotes IPCC scenarios 
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Table 6.8:1990-2020 - Africa average annual growth rates1 (%/yr) for selected non-intervention (reference) scenarios 

and range from intervention (policy) scenarios 

Non-intervention 
scenarios4 

POP GDP 
capita 

GDP Energy 
GDP 

Carbon 
energy 

Carbon 
emissions 

1-1 IS92a 

1-2 IS92b 

1-3 IS92c 

1-4 IS92d 

1-5 IS92e 

1-6 IS92f 

8-4 IPCC-EIS 

20-3 IEW-84%2 

20-2 IEW-50%2 

20-4 IEW-16%2 

38-1 UNEP base 

31-2 WEC A 

31-1 WECB 

3-1 E&RB 

7-1 EPA-SCW 

7-2 EPA-RCW 

27-2 IMAGE 2.0-CW 

Minimum3 

Median3 

Average3 

Maximum3 

2.63 

2.63 

2.20 

2.20 

2.63 

3.03 

2.42 

1.86 

2.94 

2.94 

1.56 

2.72 

2.42 

2.63 

1.56 

2.63 

2.49 

3.03 

1.25 

1.25 

0.40 

1.46 

2.11 

1.06 

1.55 

2.53 

2.98 

2.00 

2.29 

0.01 

1.71 

1.25 

0.01 

1.50 

1.56 

2.98 

3.92 

3.92 

2.60 

3.69 

4.80 

4.12 

4.00 

3.82 

3.64 

3.45 

4.44 

6.00 

5.00 

3.89 

2.73 

4.17 

3.92 

2.60 

3.92 

4.00 

6.00 

0.26 

0.26 

0.40 

0.09 

0.17 

0.51 

-0.48 

-0.52 

-0.28 

-0.63 

-1.40 

-0.58 

-1.67 

-1.46 

-0.17 

-0.10 

0.53 

-1.67 

-0.17 

-0.30 

0.53 

-0.21 

-0.21 

-0.39 

-0.44 

-0.19 

-0.12 

0.46 

0.10 

-0.17 

-0.09 

0.47 

1.17 

0.26 

0.07 

0.86 

0.72 

-0.16 

-0.44 

-0.09 

0.13 

1.17 

198 

3.98 

2.61 

3.32 

4.78 

4.53 

3.99 

3.33 

3.28 

3.06 

3.46 

6.61 

3.51 

2.44 

3.45 

4.81 

4.30 

2.44 

3.51 

3.85 

6.61 

Policy Scenarios 

Minimum3 

Median3 

Mean3 

Maximum3 

1.86 

2.57 

2.51 

2.94 

0.01 

1.71 

1.53 

2.53 

2.73 

4.15 

4.08 

5.00 

-2.19 

-1.46 

-1.31 

-0.30 

-4.01 

-1.13 

-1.47 

-0.11 

-0.31 

1.25 

1.21 

2.43 

1 Component growth rates do not add exactly to (sub)totals due to independent rounding errors. 
2 Refers to non-OPEC developing countries. Component growth rates do not add as calculated from 
original frequency distributions. 
3 Component growth rates do not add as calculated from original frequency distributions. 
4 References for scenarios given in the Supplementary Table. 
BOLD denotes IPCC scenarios 
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Table 6.9:1990-2020 - USA average annual growth rates1 (%/yr) for selected non-intervention (reference) scenarios 

and range from intervention (policy) scenarios. 

Non-intervention 
scenarios3 

POP GDP 
capita 

GDP Energy 
GDP 

Carbon 
energy 

Carbon 
emissions 

1-1 IS92a 

1-2 IS92b 

1-3 IS92c 

1-4 IS92d 

1-5 IS92e 

1-6 IS92f 

8-4 IPCC-EIS 

20-3 IEW-84%2 

20-2 IEW-50%2 

20-4 IEW-16%2 

18 ECS '92 

16-1 CHALLENGE 

36-1 EMF 12 (lowest) 

36-2 EMF 12 (highest) 

31-2 WEC A 

31-1 WECB 

3-1 E&RB 

7-1 EPA-SCW 

7-2 EPA-RCW 

32 NES 

12-2 GREEN 

30-112RT 

27-2 IMAGE 2.0-CW 

Minimum2 

Median2 

Mean2 

Maximum2 

0.57 

0.57 

0.22 

0.22 

0.57 

0.90 

0.56 

0.54 

0.56 

0.56 

0.51 

0.53 

0.43 

0.56 

0.22 

0.56 

0.52 

0.90 

2.33 

2.33 

1.72 

2.45 

2.91 

2.09 

0.90 

1.09 

1.83 

1.83 

1.63 

1.13 

2.23 

2.33 

0.90 

1.96 

1.91 

2.91 

2.91 

2.91 

1.94 

2.67 

3.49 

3.00 

1.46 

2.36 

2.20 

2.03 

1.63 

1.28 

2.20 

2.20 

2.40 

2.40 

2.15 

1.67 

2.64 

2.08 

2.27 

2.20 

2.91 

1.28 

2.20 

2.31 

3.49 

-1.81 

-1.81 

-1.59 

-1.94 

-1.98 

-1.62 

-0.20 

-0.88 

-0.96 

-1.18 

-1.21 

-0.66 

-1.38 

-1.04 

-1.94 

-2.08 

-1.09 

-1.29 

-1.83 

-0.32 

-0.97 

-1.06 

-2.17 

-2.17 

-1.29 

-1.35 

-0.20 

-0.26 

-0.26 

-0.63 

-0.88 

-0.11 

0.00 

0.16 

0.29 

0.24 

-0.22 

-0.25 

0.03 

-0.24 

0.13 

-0.44 

-0.40 

0.22 

0.00 

0.02 

-0.12 

-0.05 

0.16 

-0.22 

-0.88 

-0.11 

-0.12 

0.29 

0.78 

0.78 

-0.31 

-0.21 

1.34 

1.34 

1.42 

1.37 

1.24 

0.80 

0.15 

0.80 

0.49 

1.24 

-0.02 

-0.13 

1.26 

0.35 

0.81 

1.63 

1.23 

1.28 

0.46 

-0J1 

0.80 

0.79 

1.63 

Policy Scenarios 

Minimum2 

Median2 

Mean2 

Maximum2 

0.43 

0.53 

0.51 

0.56 

1.04 

1.83 

1.69 

2.23 

1.19 

2.14 

2.08 

2.67 

-2.88 

-1.91 

-1.87 

-0.66 

-2.98 

-1.13 

-1.18 

-0.53 

-2.30 

-0.97 

-1.08 

0.73 

1 Component growth rates do not add exactly to (sub)totals due to independent rounding errors. 
2 Component growth rates do not add as calculated from original frequency distributions. 
3 Reference for scenarios given in the Supplementary Table. 
BOLD, denotes IPCC scenarios 
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Figure 6.7: Range of regional CO^ emissions from IS92 and other published scenarios. 
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analysis, however, was conducted for nine regions. For our 
analysis we use the following regions: China and Centrally 
Planned Asia, Central and Eastern Europe and the former 
Soviet Union (EEFSU), Africa, and the United States of 
America (USA). These regions were selected because they 
are at different stages of economic and demographic 
development. The USA was selected because there are a 
large number of published scenarios for this region. 

Only C0 2 emissions are analysed because the literature 
contains few non-C02 regional scenarios. The main 
components of the different scenarios from 1990 to 2020 
are given in Tables 6.5 to 6.9 and Figures 6.7 to 6.9. 

6.3.2.1 China and Centrally Planned Asia 

The carbon emissions of the IS92 Scenarios are within the 
range of the other reference scenarios. However, their 
underlying driving forces are not representative of other 
published scenarios. The IS92 Scenarios assume GDP 
increases that are on the high side of the other scenarios, 
and their range of assumptions about energy intensity and 
carbon intensity for China is both narrower and lower than 
the range in other scenarios. 

Figure 6.7 shows the range of carbon emission scenarios 
up to the year 2100. The IS92a, IS92b, IS92d and IS92f 
scenarios are well within the 16th to 84th percentile range 
of the IEW poll for 2020. The IS92a is close to the IEW 
poll median and consequently can be considered as a 
"middle of the road" scenario. Conversely both IS92e and 
IS92c expand the range of all other long-term (2100) 
emission scenarios reviewed. IS92e is the highest, and 
IS92c is the lowest of all reference scenarios analysed. 

Analysis of the components in the growth of carbon 
emissions (Table 6.6) indicates the importance of 
economic and population growth assumptions followed by 
decreases in energy intensity. By 2100 IS92e assumes the 
highest and IS92c the lowest GDP growth rates of all 
scenarios reviewed. In all scenarios the intensity of energy 
use decreases typically by about 1.5%/yr in reference cases 
and well above 2% in policy cases (Figure 6.8). The 
resulting improvements in energy efficiency across all 
scenarios are large, but within the range of both historical 
experience and calculations of the theoretical minimum 
requirements derived from energy analysis (cf. 
Nakicenovic et al., 1993). The IS92 Scenarios have a 
narrower range of assumed energy intensities than other 
scenarios. Most scenarios also anticipate further 
decarbonisation of the energy system, i.e. a decrease in 
carbon intensity of 0.2 to 0.5%/yr (Figure 6.9). The IS92 
range is lower than other reference scenarios (cf. the IEW 
poll). Indeed, the low carbon intensities assumed in IS92c, 
IS92d and IS92e for China in the years after 2050 are more 
characteristic of policy scenarios than non-intervention 
scenarios. 

6.3.2.2 Eastern Europe and former USSR (EEESU) 

The IS92 Scenarios do not fully capture current 
perceptions about trends in energy-related emissions in 
EEFSU in the medium term (up to 2020). First, the IS92 
base year (1990) emission estimate (1.7 GtC/yr ) exceeds 
by 30% the most recent estimate based on UN energy 
statistics (1.304 GtC/yr) (Marland et «/., 1993). Second, 
the assumptions in the 1S92 Scenarios about high growth 
rates (particularly for GDP) are probably unrealistic 
considering the current economic crisis in the region. 
These assumptions lead to medium term estimates of CO-, 
emissions in the IS92 Scenarios that are higher and 
narrower in range than the estimates in other published 
scenarios (Figure 6.7). The range of IS92 Scenarios in 
2020 span from 1.8 GtC/yr to 3.0 GtC/yr, whereas the 
more recent IEW poll spans a range of 1 to 1.6 GtC/yr by 
2020. Because of uncertainty in economic trends, the range 
of medium-term emission estimates in the literature 
(Figure 6.7) is perhaps the largest of any region. 

Most long-term scenarios (including IS92) represent 
more or less a pre-1990 "business as usual" point of view, 
and that does not fully take into account the economic 
crisis in EEFSU. By 2100 the published scenarios have a 
range that differs by a factor of eight. One reason for this 
wide spread is that both IS92c and IS92d are beyond the 
emission range of other published scenarios and are more 
characteristic of policy scenarios. 

As expected, the rate of economic growth has the largest 
range of any input variable (Table 6.7). Recent scenarios 
(e.g., Bashmakov, 1992; Sinyak and Nagano, 1992) 
assume much lower values (lower by nearly a factor of 
two) than scenarios developed before 1991. 

Almost all scenarios agree that both energy and carbon 
intensities will decline. The projected decline in energy 
intensity ranges from 1%/yr to 2%/yr (Figure 6.8), 
although there are significant differences in assumed short-
term (up to 2000) and longer-term (2020 and beyond) 
trends. As indicated by results from the IEW poll, short-
term energy intensities in the region could increase. In fact, 
between 1990 and 1992 the energy intensity of the former 
USSR increased by 23% (ECE, 1993) as economic output 
fell more rapidly than energy consumption. Over the 
longer term, significant improvements in energy intensities 
could occur following economic restructuring and the 
replacement of inefficient capital stock and the removal of 
price distortions. Current estimates of energy conservation 
in the former USSR, for instance, indicate a potential of 
more than 50% of actual consumption (Bashmakov, 1992 
and Sinyak and Nagano, 1992). That economic 
restructuring results in significant uncertainty in future 
emissions is also confirmed by recent studies of other 
economies in transition, e.g., Hungary. 

The extent and timing of efficiency improvements in the 
region are of course uncertain, and this uncertainty is 
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REGIONAL CARBON INTENSITY SCENARIOS 
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reflected in the scenario ranges of the IEW poll. This range 
is wider than the range of assumptions used in the IS92 
Scenarios (Figure 6.8). Most scenarios also project 
declining carbon intensities of around 0.3%/yr (Figure 
6.9), although statistical data and base year calibration 
problems in some models/scenarios remain significant 
(illustrated by the wide range in 1990 carbon intensities). 
By 2020, the range spanned by the IS92 Scenarios is 
narrow, but continues to be representative of the "middle 
of the road" scenarios available in the literature. Over the 
long term (to 2100), the range of the IS92 Scenarios is 
much wider than, and at the low end of, published 
scenarios. The carbon intensities of the IS92c and d 
scenarios are close to the values of published policy 
scenarios (Figure 6.9). 

6.3.2.3 Africa 

The IS92 Scenarios account for half of all the available 
scenarios of long-term energy related emissions for Africa. 

The range of emission scenarios is among the widest in 
both absolute and relative terms for all regions covered in 
this review (Figure 6.7). By 2020 regional emissions range 
from 0.3 GtC/yr to 0.8 GtC/yr, and the range increases to 
0.5 GtC/yr to 5.2 GtC/yr (i.e., a factor of 10). However 
even for the highest scenario, per capita carbon emissions 
by 2100 would remain significantly below current OECD 
averages. Overall, the range of absolute emission 
projections trajectories spanned by the IS92 Scenarios is in 
agreement with the limited number of published scenarios. 

Up to 2020, population growth rates dominate over per 
capita GDP growth (Table 6.8), but afterwards they become 
less important than other driving forces (Griibler, 1994). 
Up to 2020, assumed per capita economic growth rates show 
a large range (0 to 3%/yr), with GDP growth rates ranging 
from 2.6 to 6% annually. IS92c assumes the lowest GDP 
growth rate of all the reference scenarios reviewed. 

Scenarios differ substantially in their assumptions about 
energy and carbon intensities up to 2020. Whereas the 
IS92 Scenarios all assume increasing energy intensities 
(Figure 6.8), all but one of the other scenarios project 
decreasing energy intensities. Conversely, the IS92 
Scenarios all project declining carbon intensities (Figure 
6.9), whereas all but one of the other scenarios anticipate 
increasing carbon intensities. The IS92 Scenarios also 
assume a much smaller range of energy intensities than is 
found in other scenarios (Figure 6.8). The overlap between 
reference and policy scenarios is another indication of 
disagreement over trends in Africa (Figures 6.7, 6.8 and 6.9). 

6.3.2.4 USA 

This region has the largest number of published scenarios 
available and this review covers over 50 of them. The IS92 

Scenarios only partly reflect the range of views in the 
published scenarios. 

The range spanned by scenarios of future emissions in the 
USA is large (Figure 6.7). For 2020, scenario results range 
from 1.2 GtC/yr (IS92c) to 2.3 GtC/yr (e.g., IPCC-EIS or 
NES, 1991). The IS92 Scenarios are skewed to the low side 
(Figure 6.7). By 2100, the range of the published scenarios 
widens from 0.6 GtC/yr (IS92c) to 4.5 GtC/yr (the highest 
scenario from the EMF-12 model runs). The 1S92 Scenarios 
range by a factor of five by 2100 and continue to cover the 
low side of the range of published scenarios. 

The upper range of the published scenarios implies a 
large increase in USA emissions by 2100 (up to 3.2 
GtC/yr). However, an increase of this magnitude may be 
unlikely in a developed, service-oriented economy such as 
that of the USA, which already has one of the highest per 
capita emission levels in the world. The lower emission 
estimates of the majority of other published scenarios 
supports this view. 

Assumptions about trends in energy intensity vary 
significantly between scenarios, although all scenarios 
assume a decline in intensity (Table 6.9 and Figure 6.8). 
The range of energy intensities spanned by the IS92 
Scenarios (and the IEW poll) appears narrow, especially 
up to 2020. Over the long term (2050 and beyond), there is 
a significant overlap between reference and policy 
scenarios. One interpretation of this overlap is that the 
distinction between climate policies targeted towards 
improving energy efficiency and efficiency improvements 
due to other reasons becomes increasingly blurred in the 
long term. 

Although all non-intervention scenarios assume that 
energy intensity declines, they do not make the same 
assumption for carbon intensity. Some scenarios show a 
decrease because of increased reliance on low- or no-
carbon fuels, whereas other scenarios increase carbon 
intensity due to assumptions, for example, about greater 
use of coal. Both IS92c and IS92d assume much lower 
carbon intensities than other reference scenarios (Table 6.9). 

Over longer time horizons, changes in energy intensify 
and carbon intensity become as important as determinants 
of uncertainty in future emissions as do changes in 
population and economic growth (Griibler, 1994). This 
situation implies that over the long run, differences in 
models and parameter assumptions may become more 
important than uncertainties about future population am! 
economic growth. This conclusion is supported by the 
results of the EMF-12 exercise (Gaskins and Weyan' 
1993; Weyant 1993). It also suggests that more scenario 
are needed to represent a wider range of views on chanw -
in the energy and carbon intensity of the future economy. 

Summary of the discussion of regional energy scenaric 
there are several instances where the emission estimate* 
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the IS92 Scenarios are not representative of the range of 
other published scenarios. In the case of Eastern Europe 
and the former Soviet Union, IS92 estimates are 
considerably higher than other recently published 
scenarios that take into account the current economic 
situation in that region. For the USA, the IS92 Scenarios 
span a lower range of emission estimates than the range of 
other published scenarios. The input assumptions of the 
IS92 Scenarios (e.g. the economic growth and carbon 
intensity assumptions) are in many cases not 
representative of other published regional scenarios. 

6.3.3 Scenarios for CH4 and N20 

Although fossil fuel C 0 2 is not the only radiatively 
important gas associated with human activities, far less 
attention has been paid to non-C02 greenhouse gases. In 
this section we compare the IS92 Scenarios with the few 
others available for energy-related CH4 and N20 emissions 
(Lashof and Tirpak, 1990; Messner and Strubegger, 1991; 
Edmonds, 1993; Matsuoka et al., 1993; Nakicenovic et al., 
1993 and Alcamo et al., 1994). The IS92 Scenarios 
provide a broad range of possible future trajectories for 
both CH4 and N 20 (Figure 6.10). By the year 2100 the 
difference between the high and low cases for CH4 and 
N20 is similar to that for C0 2 (that is, a factor of about 
seven or eight). Of particular importance to CH4 and N20 
scenarios is the significant uncertainty in base year (1990) 
emissions, which reflects gaps in data collection and gaps 
in our knowledge about the processes which lead to these 
emissions. 

METHANE 

6.3.4 Scenarios for Sulphur Emissions 

Scientific studies reported by Working Group I indicate 
that the cooling effects of the atmospheric sulphate 
particles associated with sulphur emissions may be highly 
significant. Consequently, the IS92 Scenarios include 
sulphur emissions in addition to greenhouse-related gases. 
Global sulphur emissions were included as part of a 
comprehensive set of scenarios for the first time in the 
IS92 Scenarios. 

The IS92 global scenarios of sulphur emissions range 
from 77 to 254 Tg/yr for the year 2100. These figures 
include natural sulphur emissions, which are estimated at 
74 Tg/yr for 1990. Natural emissions are expected to 
remain constant. Thus the IS92 Scenarios imply 
anthropogenic sulphur emissions ranging from 3 Tg/yr to 
180 Tg/yr. The main source of current and future 
anthropogenic emissions is estimated to be energy 
combustion, although there the estimation of current non-
energy sources is highly uncertain. 

Few global scenarios are available for comparison with 
the IS92 sulphur scenarios. The only global scenarios that 
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Figure 6.10: Range of CH4 and NOx energy-related global 
emissions from IS92 and other published scenarios. 

we have been able to identify are those of Matsuoka 
(1992) developed for the AIM (Asian-Pacific Integrated 
Model) Programme (Morita et al., 1993). Both the IS92 
and the AIM scenarios assume that emissions in OECD 
regions will decline because of a shift away from coal use, 
and international agreements on air pollution control. 
These scenarios also indicate that emissions from 
developing regions will greatly increase due to economic 
development. 

There has been considerable work on estimating current 
and near-term emissions of sulphur in some OECD 
regions. The near-term reference scenarios, under the 
assumption of no intervention, show a levelling of 
emissions in Europe (Alcamo et al., 1990), and a decline in 
the USA (NAPAP, 1991) because of a shift away from 
coal use. These results are consistent with the IS92 
assumptions. As an indication of the range of uncertainty, 
the 2030 reference estimate for the USA ranged from 10 
Tg/yr to 25 Tg/yr (NAPAP, 1991). If recent legislation is 
taken into account (e.g., Amendments to the Clean Air Act 
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in the USA and the 1994 Sulphur Protocol of the Geneva 
Convention on Transboundary Air Pollution) sulphur 
emissions in all OECD regions are expected to decline 
drastically in coming decades. The IS92 Scenarios only 
reflect some of this legislation. 

The uncertainty surrounding baseline emissions in 
OECD regions is relatively small because of the 
development of detailed emission inventories in 
connection with air pollution control efforts. As an 
example, the uncertainty about current sulphur emissions 
in the USA is estimated to be only ±6% to 11% (NAPAP, 
1991). The baseline estimates for OECD in the IS92 
emissions are close to the latest official figures. Outside 
the OECD, baseline emissions are not well known because 
the first comprehensive emission inventories are only now 
becoming available. We note that for China the estimates 
from the AIM model (Matsuoka, 1992) and the IS92 
Scenarios differ by a factor of two for 1985 emissions. 

The baseline global sulphur emissions (1990) of the 
IS92 Scenarios are 73.5 Tg S/yr, which is within the wide 
range of 70 Tg S/yr to 80 Tg S/yr given by Leggett et al. 
(1992). 

The main sources of uncertainty in estimating sulphur 
emissions from worldwide energy use is the sulphur 
content of coal (if it is used) and the amount of sulphur 
remaining in an energy-generating device after 
combustion. As already noted, estimates of emissions from 
biomass burning and natural sources are also highly 
uncertain. 

6.3.5 Different Variables: their Relative Importance and 
the Sensitivity of Emissions to them 

A sensitivity analysis investigated the relative influence of 
three variables, GDP, energy intensity, and carbon 
intensity on energy-related C09 emissions. Population was 
not included in the analysis because information about 
population assumptions is not available for all the 
scenarios reviewed. In addition, the sensitivity of emission 
estimates to varying assumptions about population growth 
is clearly illustrated by the IS92 Scenarios, which have 
higher and lower population assumptions than any other 
scenario reviewed. Sensitivity is expressed as the change 
in emissions relative to IS92a emissions, resulting from 
changes in GDP, energy intensity and carbon intensity 
derived from the extremes of the non-intervention 
scenarios in the sample presented in Tables 6.4 to 6.8 

For the non-intervention scenarios over the medium 
term (up to 2020), assumptions about GDP growth are the 
most important, followed by energy intensity or carbon 
intensity (Figure 6.11). Over the longer term (to 2050 and 
2100) energy and carbon intensity become increasingly 
important globally and in some regions, although GDP 
growth continues to be the most important factor. If policy 
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Figure 6.11: Uncertainty analysis of energy-related C02 

emission estimates relative to the IS92a scenario. 

scenarios are included in the analysis, assumptions about 
carbon intensity become as important as GDP growth 
assumptions (Figure 6.11). 

A comparison of the reference and policy scenarios 
suggests that uncertainties in the driving forces of 
emissions within reference cases are at least as significant 
as the uncertainties between reference and policy cases. 
This comparison implies that over a time horizon of 50 to 
100 years it is difficult to distinguish between the effect of 
climate policies and the effect of societal/technological 
changes irrespective of climate policies. 

The sensitivity analysis suggests that varying the critical 
input assumptions and model parameters for future 
emission scenarios can have large impacts on emissions. 
These sensitivities are so large over the time horizon to 
2100 that we recommend against the use of a single 
scenario as input to climate models. Rather a range "f 
scenarios should be used as input. Moreover, he 
distribution of sensitivities for the different emiss: m 
components of the non-IS92 Scenarios around IS92a is 
highly skewed and is particularly divergent at the regit al 
level. Therefore, the IS92a Scenario may not be suitahl s 
a "central" or "middle of the road" scenario, especial!;, r 
regional emission estimates (see also Figure 6.2). Even i 
scenario clearly represented a consensus view <l e 
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evolution of most critical input assumptions and driving 
forces affecting future emissions, the scenario would not 
necessarily have a higher likelihood than an alternative 
case. This situation is an additional reason to refrain from 
using a single emission scenario as input to assess the 
climate consequences of no action to reduce greenhouse 
gas emissions. Even if policies do not change, the future 
will be different from the present and is thus inherently 
uncertain. 

Published uncertainty analyses also provide information 
about the relative importance of different input 
assumptions. We have already discussed the emission 
results of four published uncertainty analyses (see Section 
6.3.1.2). In this section their findings regarding the 
importance of input assumptions are discussed. Nordhaus 
and Yohe (1983) identified ten key input parameters to 
which they assigned probability distributions. Their 
analysis singled out the elasticity of substitution between 
fossil and non-fossil energy use as the most important 
parameter in explaining the uncertainty in carbon 
emissions. They found that the rate of growth of total 
factor productivity, a measure which affects both labour 
and energy productivity, is the next most important 
parameter. Interestingly, population assumptions were low 
on the list of factors affecting baseline emissions. 
Edmonds et al. (1986) obtained a similar result. However, 
the range of population growth assumptions used in both 
of these uncertainty studies did not encompass the current 
range of population projections so their conclusions are 
limited. 

Edmonds et al. (1986) performed an uncertainty 
analysis that was similar to Nordhaus and Yohe (1983), 
but the model used by Edmonds et al. contained much 
more detail about energy-producing and energy-consuming 
sectors. The carbon emission forecasts from this study 
formed a biased distribution with median values 
significantly below the mean values. Edmonds et al. 
identified the four most important factors influencing 
carbon emission uncertainty as labour productivity in 
developing countries, labour productivity in developed 
countries, end-use energy efficiency improvements and the 
income elasticity of energy demand for the world. 

Lashof and Tirpak (1990) also performed a sensitivity 
analysis of the ASF model, which was used to generate the 
IS92 Scenarios. This study showed that the most important 
factors were higher prices for coal and cost reductions for 
non-fossil energy technologies, both of which lead to 
emission reductions. Conversely, the impact of increasing 
the resource base for oil or gas was found to have 
comparatively small impact. 

Manne and Richels (1993) performed an uncertainty 
analysis which used a poll of experts to set the uncertainty 
distributions of key input parameters, such as GDP growth 
rates, elasticity of substitution between energy, labour and 

capital, rate of autonomous energy efficiency 
improvements (AEEI), commercial year for economically-
competitive carbon-free electricity, and the cost of the non
electric backstop technology. They found that the most 
important parameter was the potential GDP growth rates, 
followed by the AEEI and (to a smaller extent) the two 
supply side technology parameters. At the same time, the 
elasticity of substitution between energy and capital and 
labour only had a minor influence in reference scenarios 
(assuming comparatively modest energy price increases), a 
situation that changes drastically in policy intervention 
cases. 

As noted earlier, de Vries et al. (1994) did not evaluate 
the uncertainty of model driving forces, but concentrated 
instead on the influence of uncertainty in model 
parameters on scenario results. They found that the most 
important parameters were the elasticities of energy 
demand, and the parameters that describe consumer 
responses to fuel price increases. 

Summary of the discussion of sensitivity analysis: 
variations in the rate of GDP growth across regions which 
reflect the combined population and per capita income 
growth are the most important sources of variation in CO-, 
emissions in the near to medium term. Over time, however, 
variations in the rates of change in energy and carbon 
intensity are equally important to GDP growth globally 
and in some regions. The sensitivity analysis did not 
suggest that the IS92a or any of the IS92 Scenarios is a 
"central" or "medium " case or has higher likelihood than 
alternative scenarios. In addition, uncertainty analyses 
demonstrate that emission estimates are sensitive to the 
structure and processes used in models to represent the 
real world. Consequently, to obtain a full range of views 
about future emissions, it is also important to use a wide 
range of models and methodologies. 

6.3.6 Discussion of Scenarios for Energy-Related 
Emissions 

The global C07 estimates of the IS92 Scenarios bracket the 
majority of other published non-intervention scenarios, and 
therefore can be said to reflect a reasonable range of fossil 
fuel scenarios. Although some plausible scenarios fall 
above or below the range spanned by the IS92 Scenarios, 
the number of such scenarios is comparatively small. 

Compared to the literature on C 0 2 emissions, the 
literature on non-C02 greenhouse gases is limited. Few 
other studies consider the variety of gaseous emissions 
reported by the IS92 Scenarios. An important reason for 
the divergence of the emission estimates for non-C02 

gases is the lack of agreement on base year emissions, 
which reflects a lack of knowledge or agreement on how to 
represent emission-causing processes. 
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Although the IS92 Scenarios were designed as non
intervention reference cases, the emission estimates of the 
lowest scenario (IS92c) fall within the range of published 
policy scenarios. Nevertheless, as a whole, the IS92 
Scenarios do not reflect the range of policy scenarios and 
they should not be interpreted as policy scenarios. It is 
important to note that some sources of uncertainty are 
more subject to control by policy than others. 

At the regional level there are several instances where 
the IS92 Scenarios do not reflect the range of views 
represented by other scenarios. Notably, future emissions 
in Central and Eastern Europe and the Former USSR 
(EEFSU) are higher in the IS92 Scenarios than in more 
recent scenario studies that take the effects of the 
economic crisis in the region into account. In addition, the 
IS92 base year (1990) estimate of CO-, emissions is about 
30% higher than the latest estimate. For the USA, the IS92 
Scenarios span a lower range than the full spectrum of 
scenarios available in the literature. 

The analysis of energy scenarios does not provide any 
evidence that IS92a or any other individual IS92 Scenario 
is a "medium" or "central" case. IS92a sometimes covers 
the "middle of the road" alternative regional scenarios, but 
is often above or below the median of other scenarios. 

The IS92 Scenarios are within the range of most 
emission estimates and input assumptions for global energy 
scenarios. However, they are not always representative of 
the range of driving forces, such as population and 
economic development, energy intensity and carbon 
intensity, found in published regional scenarios. In some 
cases the IS92 Scenarios span a much narrower range than 
other scenarios. For example, the IS92 Scenarios assume a 
much narrower range of energy intensities in the USA and 
China plus Centrally Planned Asia than the range of 
published scenarios. In other cases, the IS92 Scenarios fall 
outside the range of other scenarios, for example the GDP 
growth rate assumed in lS92e, which is higher for the USA 
and China plus Centrally Planned Asia, than any other 
scenario. The trends for driving forces in the IS92 
Scenarios also deviate in some circumstances from the 
other published scenarios, as in the case of Africa, where 
the IS92 Scenarios assume increasing energy intensity up 
to year 2020, even though all but one other scenario 
assume a downward trend. Thus the IS92 Scenarios only 
partly reflect the range of regional views expressed in the 
published scenarios. Regional perspectives can be included 
in global scenarios through a decentralised approach to 
scenario-building which includes the participation of 
scientists and policymakers familiar with national and 
regional circumstances. Examples of the inclusion of 
regional perspectives are the scenario-building exercises 
sponsored by the World Energy Council, the Energy 
Modelling Forum, the International Energy Workshop, 
UNEP and the CHALLENGE project of IIASA. 

6.4 Comparison of Land-Use-Related Scenarios 
Few scenarios of emissions related to land-use and 
agricultural activities are available for comparison to the 
IS92 Scenarios. However, in contrast to the energy-related 
scenarios, most land-use-related scenarios include a range 
of greenhouse gas emissions rather than just C02 . The 
scenarios reviewed in this section include: 

The previously described IS92 Scenarios plus two 
sensitivity scenarios included in the IS92 document: 
SI (high estimates of deforestation and the carbon 
content of vegetation) and S4 (low estimates of 
deforestation, high afforestation rate). 

• The following scenarios of the US Environmental 
Protection Agency (Lashof and Tirpak, 1990): 
"Slowly Changing World" (SCW), "Rapidly 
Changing World" (RCW) and two "Stabilising 
Policies" scenarios (SCWP and RCWP, where P 
stands for policy). These scenarios were developed 
from the Atmospheric Stabilisation Framework 
(ASF) of the EPA, which includes calculations from 
the global food system model entitled the "Basic 
Linked System" (BLS), which was developed at the 
International Institute for Applied Systems Analysis 
(IIASA). 

• The IMAGE 2.0 "Conventional Wisdom" (CW) 
scenario (Alcamo et al., 1994b). 

• The Asian Pacific Integrated Model (AIM) 
(Matsuoka and Morita, 1994). 

• The three scenarios (H1-H3) developed by Houghton 
(1991). 

Scenarios S4, SCWP and H3 assume policy intervention 
to reduce emissions, whereas the other scenarios can be 
considered "non-intervention" reference scenarios. 

Because of the time constraints under which this 
evaluation was performed, this section focuses on only a 
few categories of land-use emissions, namely, emissions of 
CO, from deforestation, CH4 from wetland rice fields and 
enteric fermentation, and N 2 0 from soils underlying 
fertilised agricultural areas and soils underlying natural 
vegetation. These categories were selected because they 
illustrate the sensitivity of emission estimates to 
differences in the input assumptions for agricultural 
variables. The scenario comparisons focus on both global 
scenarios and scenarios from Latin America, Africa and 
Asia. These regions are of particular interest because they 
are experiencing significant changes in the driving forces 
of land-use emissions (e.g., agricultural expansion, 
agricultural productivity, deforestation and population 
growth). The scenarios concerning emissions of CO-, from 
deforestation include the fluxes of carbon resulting from 
changes in the area of forests, but not climatic feedbacks to 
the terrestrial carbon cycle. 
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Table 6.10: Major driving forces for land cover/use change. 

2&5 

Process IS92 (IPCC) SCW/RCW CW (IMAGE 2.0) 

Deforestation Proportional to 
population increase, 
with a lag time of 25 
years. 

Demand for 
agricultural 
products 

See SCW/RCW 

Crop 
production 

Rice acreage 

See SCW/RCW 

See SCW/RCW 

Animal 
production 
and numbers 

See SCW/RCW 

Fertiliser use Pre-specified. 
Scenario from 
Pepper et al. 
(1992). 

External scenario based on 
Terrestrial carbon model 
(Houghton et al., 1985) for 
tropics only. Deforestation is 
not a result of demand for 
agricultural products. 

Demand consists of human 
consumption, feed, seed, 
industrial usage and waste. 
Human consumption is based 
on past trends (reflecting 
income, habits, tastes). 
Income changes allow 
changes in consumption. 
The model allows changes in 
arable land and pastures. 
Technical progress is 
captured in yield functions for 
9 commodity classes. 

Crop yields are function of 
fertiliser application. BLS 
extrapolates the trend in land-
use per capita from 2025-2050 
to the period 2050-2100. 

Various methods, e.g. China: 
based on past trends; India, 
Indonesia, USA: based on 
relative profitability of rice 
compared to other crops. 

The production of animal 
products is function of 
feeding intensity. For most 
regions the number of 
animals is not calculated 
explicitly. 

Fertiliser use is explicit 
variable in most parts, except 
in regional models in BLS. In 
regional models agricultural 
production determines 
fertiliser use. 

Forest clearing results from 
change in demand for crop 
and animal products and 
industrial wood and 
fuelwood. Changes in land 
productivity take into 
account soil and changing 
climate. 

Demand is determined by 
population and income 
through elasticities. This 
affects the required areas of 
both arable land and 
grassland. Arable crops are 
divided into 9 classes of 
vegetable products 
including rice and 5 classes 
of animal products. 

Crop yields change as a 
consequence of the 
additions of agricultural 
inputs and technological 
development. 

Rice acreage is modelled 
from demand for rice, 
climate and soil. The 
increase in harvested area is 
the result of increases in 
irrigated rice only, with the 
1990 dryland area 
remaining constant. 

In period 1990 to 2025 the 
production per animal 
increases along with GNP 
per capita to 1990 OECD-
Europe productivity as 
GNP reaches 1990 OECD-
Europe level. For 
industrialised countries 
increase in productivity is 
10%. In 2025-2050 the 
increase in productivity is 
50% of that in 1990-2025, 
in 2050-2100 the increase is 
zero. 

Fertiliser use is pre-
specified, not a model 
result. Scenario for fertiliser 
use is from IS92a. 
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Figure 6.12: Comparison of global scenarios of C02 fluxes from 
deforestation. Numbers correspond to list of scenarios in the 
Supplementary Table. 

For reference, Table 6.10 presents an overview of how 
each of the scenarios takes into account the driving forces 
of land-use emissions. Table 6.11 summarises other key 
assumptions of the scenarios. It should be noted that the 
IPCC methodology for national inventories may differ 
from the IPCC scenario assumptions for emission factors, 
the carbon contents of biomass, etc. 

6.4.1 Results from C02 Global Scenarios 

Before discussing scenarios for land-use-related C0 2 

emissions, it should be noted that the scenarios 
substantially disagree on base year (1990) emissions; 
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Figure 6.13: Comparison of cumulative global CO-, fluxes from 
deforestation for different scenarios. Numbers correspond to list 
of scenarios in the Supplementary Table. 

estimates range from 0.7 GtC to 2.5 GtC/yr. This 
disagreement reflects the lack of knowledge or agreement 
on how to represent the processes leading to CO-, fluxes 
between the biosphere and atmosphere. It was noted in a 
previous section that a similar situation exists for regional-
scale energy-related emissions. 

Most "non-intervention" scenarios show an upward trend 
in emissions until about 2020, followed by a gradual decline 
(Figure 6.12). In comparison with energy-related scenarios 
which diverge up to 2100, land-use emissions show their 
greatest absolute differences just before the middle of the 
next century (with a maximum range of about 0.2 GtC to 4.8 
GtC/yr), and then converge towards zero at the end of the 
century. Emissions decrease because either the driving 
forces of deforestation equilibrate or forests are depleted. 

The lower scenarios are IS92 a,b,d and e, AIM, and CW. 
These scenarios all show decreasing global trends after 
2010. Both HI and SCW increase sharply until 2050, but 
their magnitude of emissions is different because they 
begin with different base year emissions. IS92 a,b and e 
show a net uptake in carbon from 2090 to 2100 because of 
their assumptions about forest plantations in Africa and 
Asia. In most of the scenarios, the release of carbon by 
forest biomass burning greatly exceeds the amount of 
carbon taken up in plantations. 

The range of cumulative emissions for the non
intervention scenarios from 1990 to 2100 is 30 GtC to 320 
GtC, indicating that the biosphere could continue to be a 
significant source of C0 2 in the atmosphere in the next 
century (Figure 6.13). The cumulative emissions of 
intervention scenarios assume considerable afforestation 
and result in a significant net uptake of atmospheric CO-, 
(30 GtC to 150 GtC). 

The upper limit in cumulative emissions of C0 2 from 
deforestation is formed by the amount of carbon stored in 
the global terrestrial biosphere, which is about 600 Gt 
(Atjay et al., 1979; Olson et al. 1983) assuming no 
afforestation. According to the non-intervention scenarios 
reviewed in this chapter, deforestation in the next century 
may release between 5% and 53% of the carbon stored in 
the global terrestrial biosphere. 

Summary of the discussion of global C02 scenarios for 
land-use-related emissions: emission estimates considered 
show their greatest absolute differences just before the 
middle of the next century (a factor of six). Emission 
estimates then converge to zero towards the end of the 
century because the driving forces of deforestation 
equilibrate or forests are depleted. 

6.4.2 Results from C02 Regional Scenarios 

The available regional scenarios for land-use-related 
emissions of C0 2 (IS92, SCW and CW) show considerable 
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Figure 6.14b: Deforestation rates for Africa for different Figure 6.14a: C0 2 fluxes from deforestation for Africa for 
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Figure 6.15b: Deforestation rates for Latin America for different Figure 6.15a: C0 2 fluxes from deforestation for Latin America 
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the Supplementary Table. Supplementary Table. 
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Figure 6.16a: C0 2 fluxes from deforestation for Asia for Figure 6.16b: Deforestation rates for Asia for different scenarios, 
different scenarios. Numbers correspond to list of scenarios in the Numbers correspond to list of scenarios in the Supplementary 
Supplementary Table. Table. 
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Table 6.11: Assumptions of land-use scenarios of emissions 

Source IS92a SCW/RCW CW 

C0 2 from 
deforestation 
and afforestation 

Low estimates of biomass 
based on OECD (1991) 

Based on clearing rates and on 
low biomass estimates in vegetation 
and soils from Houghton (1991). 
High and low biomass values are 
specified for 6 types of forest 
(disturbed and undisturbed moist, 
seasonal and dry forests) and for 
3 continents. The SCW scenario uses 
the low biomass estimates. 

Carbon contents are result of soil 
and climate using BIOME model 
and Klein-Goldewijk et al. (1993) 

CH4 from wet 
rice cultivation 

38 g2/yr 75 g2/yr 38 g2/yr 

CH4 from 
animals 

Crutzene(a/.(1986); 
Lerner era/. (1988). 
Emissions per unit of 
product decrease with 
productivity. 

Crutzen et al. (1986); 
Lerner et al. (1988). 
Emissions per unit of product 
decrease with productivity. 

Gibbs and Leng (1993); 
Crutzen et al. (1986). 
Emissions per unit of product 
decrease with productivity. 

CH4from 
animal waste 

Biomass 
burning 
emissions 
(CH4, CO, 
NOx, N20, 
VOC) 

N20 from 
fertiliser and 
animal excreta 

1990 emission of 26 
Tg/yr (source not 
specified) 

Crutzen and Andreae 
(1990) 

Fertiliser induced 
emission of 2.6% of 
applied mineral fertiliser-N 
Background and animal 
excreta not considered. 

Not included in calculations 

Various literature sources (Cicerone 
and Oremland, 1988; Seller and 
Crutzen, 1980 and other references) 

Fertiliser induced emission of 2.5% 
of applied mineral fertiliser-N. 
Background and animal excreta not 
considered. 

Based on Gibbs and Woodbury 
(1993), giving total of -13 Tg/yr 
for 1990 

Crutzen and Andreae (1990) 

Fertiliser induced emission of 1% 
of applied mineral N and 1% of N 
in animal excreta, based on 
Bouwman et al. (1994.). 
Background emission from arable 
lands and pastures are based on 
climate and NPP. 

N20 from 
natural 
ecosystems 

N20 from gain 
in agricultural 
land 

Other sources 

6.1 TgN/yr, constant in 
time. 

Luizao etal. (1989) for 
current flux of 0.8 TgN/yr. 

Calculated as complement 
to assumed global source 

6.0 TgN/yr, constant in time. 

Bolle et al. (1986) for current flux 
of0.4TgN/yr. 

Calculated as complement 
to assumed global source 

Depending on temperature, 
precipitation, NPP 
(Based on Bouwman et al. (1993). 

Modelled, based on Keller et al. 
(1993) and Bouwman et al. (1994). 

Calculated as complement to 
assumed global source 
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differences (Figures 6.14a to 6.16a). For Africa, CW 
greatly exceeds the other scenarios until about 2060, when 
African forests are depleted according to the scenario 
(Figure 6.14). After 2050, IS92 a,b and e show a net 
uptake in Africa as a result of forest plantations. 

In Latin America, SCW is much higher than the others 
because it assumes a higher forest exploitation rate; CW is 
much lower than the others because it projects a 
stabilisation of the driving forces that have led to 
deforestation (Figure 6.15). 

For Asia, SCW and CW differ the most from the IS92 
Scenarios and AIM (Figure 6.16). Part of the difference may 
be caused by the definition of the region. For example, the 
deforestation estimates in IS92 and SCW do not include 
China, but CW does. For Asia, CW peaks around 2000, 
mainly because of high deforestation rates in India. Both 
the IS92 Scenarios and CW assume that wood from forest 
clearings is not burned in China and the Centrally-Planned 
Asian countries. Hence, deforestation in this part of Asia is 
assumed to result in a low, long-term flux of carbon from 
enhanced soil respiration rather than a higher short-term 
flux due to wood burning of cleared forests. Thus, even 
though the global results for CO-, fluxes are consistent, the 
regional results show some inconsistency. 

Summary of the discussion of regional C02 scenarios for 
deforestation: the differences in the various emission 
estimates of the regional scenarios are quite large. The 
most significant inconsistencies occur in Africa and Asia. 
However, some of these regional differences apparently 
offset each other so that differences in the global results of 
the scenarios are not as great as might be expected from 
the differences in the regional scenarios. 

6.4.3 Factors Affecting CO? Emissions from 
Deforestation and Afforestation 

The main factors used to estimate C0 2 emissions from 
deforestation are: 

(i) the rate of deforestation; 
(ii) the carbon content of vegetation; 
(iii) the allocation of the cleared biomass to different 
carbon pools on the deforested land. 

The last factor will influence the timing of the release of 
CO? but will have only a small effect on the cumulative 
emissions. Hence the following sections will only discuss 
the first two factors. 

6.4.3.1 Rate of deforestation 

The IS92 Scenarios and CW use similar global average 
deforestation rates, but incorporate different rates within 
regions (Figures 6.14b, 6.15b, 6.16b). The IS92 Scenarios 

for Africa increase up to 2020, and decline slowly 
afterwards (Figure 6.14b). CW increases deforestation 
rates more quickly than IS92, but also peaks around 2020. 
After 2020 the rate of deforestation for CW declines at a 
faster rate than in the IS92 Scenarios, reaching zero around 
2070, when all African forests are depleted. AIM peaks 
somewhat earlier than the other two scenarios and 
maintains a lower rate of deforestation throughout much of 
the period. 

For Latin America the deforestation rate of the 1S92 
Scenarios gradually decreases towards 2100 (Figure 
6.15b). Meanwhile, the net rate of CW decreases much 
more rapidly, reaching zero in 2005. Afterwards, the 
scenario assumes the net afforestation of abandoned 
agricultural and rangeland until 2050, when net 
afforestation also reaches zero. AIM parallels the trend of 
the IS92 Scenarios, but at a lower rate. 

Deforestation in Asia slowly decreases in the IS92 
Scenarios, reaching near zero in 2100 (Figure 6.16b). 
Again, AIM follows the trend of the IS92 Scenarios, but 
with a lower deforestation rate. CW, however, differs from 
these scenarios, peaking around the year 2000 in China 
and India, and then rapidly decreasing by 2045 as forests 
are depleted. 

Most scenarios base their deforestation rates on 
population estimates, under the assumption that population 
is related to demand for agricultural and forestry products 
which, in turn, leads to deforestation. The population 
scenarios used in the IS92 Scenarios and CW (World 
Bank, 1991), SCW and RCW (USBC, 1987) and AIM 
(UN, 1992) are only slightly different in their estimates of 
population trends to 2100. These small differences cannot 
explain the large differences in deforestation rates between 
some published scenarios. Houghton (1991) does not 
report the population estimates used for scenarios H1 and 
H2. 

The IS92 Scenarios and AIM set deforestation rates 
proportional to population increase, with a 25 year time 
lag. Hence, as population growth declines (which it 
ultimately does according to the assumed population 
scenarios), deforestation rates also decline. SCW and HI 
have similar emission trends, and it is presumed that their 
underlying deforestation assumptions are similar. 
Deforestation in SCW is a function of population growth, 
whereas in HI it is extrapolated from historical trends of 
tropica] deforestation in FAO/UNEP (1991). 

Compared to SCW and HI, the deforestation rates of 
RCW and H2 are based on higher rates of agricultural 
productivity, which leads to lower rates of agricultural 
expansion and deforestation. The CO, emissions estimated 
by the RCW and H2 differ because of different 
assumptions about the carbon content of vegetation rather 
than because they assume different deforestation rates. 

Deforestation rates are computed indirectly in CW: 
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BOX 3. UNCERTAINTIES IN ESTIMATING CO, 
FROM DEFORESTATION - AN EXAMPLE 

FROM INDONESIA 

Country estimates help illuminate the uncertainties in 
estimating the driving forces behind the CO, emissions 
from deforestation. JEE(1993) estimates an Indonesian 
deforestation rate of 1.3 Mha/yr for 1982 to 1990. 
Deforestation was attributed to the expansion of 
agricultural land, infrastructure, and urban centres, as 
well as to shifting cultivation, forest fires and logging. 
The carbon content assumed for Indonesian forests was 
45-90 t C ha-1 (JEE, 1993). The integrated flux is 60 to 
124 TgC/yr (1989/90) for Indonesia. This is 
substantially different from Houghton's estimate of 192 
Tg(t|C/yr (Houghton, 1991) which is based on 
assumptions about the carbon content of different types 

of vegetation. 
JEE (1993) estimate that the carbon uptake of 

vegetation was around 103 TgC/yr to 224 TgC/yr based 
on an annual carbon uptake of 3.0-6.6 t C ha-l/yr for 17 
Mha of forest fallow and 4 Mha of forest plantations. 
This total area is equivalent to about 20% of the total 
forested area in Indonesia according to Myers (1991). 
These widely varying estimates illustrate the uncertainty 
involved with estimating CO^ from deforestation. 

specifically, population and GNP scenarios are used to 
compute regional agricultural demands, which are then 
used to estimate the expansion or abandonment of 
agricultural and rangeland on a geographically detailed 
basis for the whole world. The expansion of land for crops 
or livestock leads to a certain amount of forest clearing, 
from which a deforestation rate can be derived. 

Some non-intervention scenarios assume afforestation. 
For example, IS92a, h and e assume a constant rate of 
afforestation of 1.3 Mha/yr, and CW converts abandoned 
agricultural land to its natural ecosystem. 

6.4.3.2 Carbon content of vegetation 

Another major factor influencing the range of CO? 
emission estimates is uncertainty about the carbon content 
of vegetation. Pepper et al. (1992) and Lashof and Tirpak, 
(1990) point out the sensitivity of the IS92 Scenarios, 
SCW and RCW to this uncertainty (see also Box 3). 

Two different methods may be used to estimate the 
carbon content of vegetation. Higher estimates are 
obtained by destructive sampling of biomass, usually in 
small areas. Lower estimates of carbon content are 
obtained by estimating timber volumes and wood densities 
for forest stands; this information is usually derived from 
inventories covering large forest areas. The mean carbon 
content for all tropical forests is about 65% higher when 

using the destructive sampling method than when using the 
wood-volume-based method (Houghton, 1991). The 
scenarios reviewed above use different premises for their 
estimates of the carbon content of vegetation. The IS92 
Scenarios use OECD (1991) estimates, which are mid-
ranges of values based on the estimates of wood volumes 
used by Houghton (1991). HI to H3 are based on the mean 
of the two methods: destructive sampling and wood-
volume-based estimates. SCW, RCW, SCWP and RCWP 
are identical to the low estimates of Houghton (1991). The 
continental mean carbon content of vegetation in CW is 
similar to the low estimates in the IS92 Scenarios, RCW 
and SCW. However, unlike the other scenarios, the carbon 
content of vegetation in CW changes over time in 
accordance with changes in climate and atmospheric C0 2 

concentration. 

Summary of the discussion of factors influencing the 
estimation of C02 emissions from deforestation: there are 
relatively few studies to compare, and their assumptions 
about deforestation rates vary considerably. However, all 
scenarios agree that deforestation will diminish by the end 
of the 21st century because of the equilibration of the 
driving forces of deforestation or the depletion of the 
forests. The carbon content of vegetation is another 
important assumption in estimating CO? emissions, and 
the various scenarios use a wide range of estimates for this 
variable. 

6.4.4 Results from Global Scenarios ofCH4 and N20 

The IS92 Scenarios, SCW and CW include global and 
regional estimates of emissions other than C0 2 . This 
section highlights global scenarios for some of the more 
important emission categories of these gases. 

For CH4 from rice fields, SCW assumes a base year 
(1985) emissions twice as large as those in the IS92 
Scenarios and CW (Table 6.12). However, the trend of 
SCW is close to that of the IS92 Scenarios in that it 
increases until around the middle of next century, and 
declines slowly thereafter. CW, by comparison, declines 
until around 2025, and then increases slightly to the end of 
the century. These trends reflect the harvested area of 
wetland rice assumed in the scenarios. This issue will be 
discussed later in this chapter. 

The scenarios for CH4 from enteric fermentation agree 
on base year (1985) emissions and trends to 2000. 
Subsequently, the emission estimates of the IS92 Scenarios 
and SCW increase up to the end of the century, although 
the SCW does so at a slower rate. By contrast, CW 
emissions peak in about 2050 and decline thereafter. The 
lower emissions of CW result from its assumptions about 
increases in meat productivity which lead to estimates of 
lower numbers of animals than the other scenarios. 

The various scenarios for N-,0 emissions from soils of 
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Table 6.12: Emissions ofCH4from wetland rice cultivation in Tg CHJyr 

291 

1985 1990 2000 2010 2020 2025 2050 2075 2100 

SCW 

Africa 

Asia 

LA 

World 

2.6 

96.0 

6.0 

09 

3.9 

110.0 

6.5 

125 

5.5 

131.6 

7.1 

149 

6.6 

148.5 

6.8 

165 

7.6 

155.3 

6.8 

176 

7.8 

148.1 

6.5 

169 

cw 
Africa 

Asia 

LA 

World 

1.2 

53.8 

2.5 

58 

1.4 

54.3 

2.4 

59 

1.8 

46.8 

2.6 

53 

2.4 

40.7 

2.6 

48 

3.5 

38.5 

2.5 

46 

4.2 

38.5 

2.4 

47 

8.2 

39.4 

2.5 

52 

11.9 

38.3 

2.7 

55 

15.7 

37.7 

3.0 

54 

IS92 a,b,e 

Africa 

Asia 

LA 

World 

1.4 

50.5 

3.1 

58 

1.6 

52.9 

3.1 

60 

2.0 

58.0 

3.4 

66 

2.5 

62.9 

3.7 

69 

2.8 

66.7 

3.7 

76 

2.9 

69.2 

3.7 

78 

3.4 

78.2 

3.4 

87 

3.9 

76.3 

3.3 

86 

4.1 

74.2 

3.2 

84 

natural vegetation (not shown) differ greatly. The IS92 

Scena r io s , RCW and SCW assume cons tan t g lobal 

emissions, whereas CW assumes slow increases. Part of 

the difference in the scenarios arises because CW takes 

into account climatic feedback to N 2 0 emissions. By 

comparison, scenarios of N 2 0 emissions that consider the 

soils of fertilised agricultural areas do not vary as much 

because they are all based on the same global scenario of 

fertiliser use. In this case the difference between scenarios 

stems from differences in the assumed emission factors. 

6.4.5 Results from Regional Scenarios for CH4 andN20 

This discussion of CH4 from rice production focuses on 

scenario results for Asia, which produces about 90% of the 

w o r l d ' s r ice . The th ree ava i l ab le s cena r ios differ 

considerably. The base year (1985) emissions of SCW are 

nearly twice as high as base year emissions for CW and the 

IS92 Scenarios (Table 6.12). The IS92 Scenarios show a 

24 TgCH 4 /yr increase by 2100, SCW a 52 TgCH 4 /yr 

increase , and CW a 4 TgCH4/yr decrease. However, both 

SCW and the IS92 Scenarios project an increase of about 

50% in CH 4 emiss ions , because they make identical 

assumptions about the increase in harvested rice area 

(Table 6.12). The IS92 Scenarios indicate a nearly constant 

emissions level for China plus Centrally Planned Asian 

countr ies (not shown) , whereas the CW es t imates a 

reduction by a factor of 2 caused by a major increase in 

rice yields per hectare. Emissions from India (not shown) 

also decrease by 20% in CW by 2100 because rice yield 

per unit area increases faster than rice demand. 

There are large differences in the estimates of CH4 

emissions from enteric fermentation between the IS92 

Scenarios, SCW and CW for Asia, but smaller differences 

for Africa (Table 6.13). For example , in China plus 

Centrally Planned Asia, the IS92 Scenarios have low and 

nearly cons tan t emiss ions whereas CW has a rapid 

increase in emissions between 1985 and 2025, followed by 

a decline of 30% between 2025 and 2100. 

The IS92 Scenarios for CH4 from enteric fermentation 

for Latin America show a large increase from 16 TgCH4/yr 

to 43 TgCH4 /yr between 1985 and 2100, whereas CW 

gives a doubling in emissions between 1990 and 2025 and 

a decline thereafter (Table 6.13). 

Regional results for N^O from the soils underlying 

natural vegetat ion are only provided by CW, which 

e s t ima te s that inc reases will be most impor t an t in 

temperate climates because of the importance of climate 

feedbacks in those areas. 

Different regional assumptions about fertiliser use lead 

to different estimates of N 2 0 emissions from fertilised 

soi ls . For example , the growth in fert i l iser use and 

associated N 2 0 loss for Africa is higher in IS92a,b and e 

than in CW. The increase in fertiliser-related N 2 0 is 

similar for Asia as a whole, but different for specific 

regions. For Latin America the growth of N 2 0 emission 

from ^-fertiliser is faster in CW than in IS92a,b or e. 
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Table 6.13: Emissions ofCH. from enteric fermentation in TgCHJyr 

1985 1990 2000 2010 2020 2025 2050 2075 2100 

sew 
World 75 94 125 151 172 179 

CW 

Africa 

Asia 

CP Asia 

LA 

USA 

World 

8.1 

22.8 

6.7 

8.1 

5.8 

75 

8.5 

24.1 

7.2 

17.7 

5.6 

79 

11.2 

38.9 

16.1 

19.5 

4.3 

96 

14.9 

53.6 

24.2 

19.0 

3.2 

112 

21.5 

68.0 

31.4 

18.5 

3.0 

131 

25.4 

75.1 

34.8 

18.2 

2.9 

142 

40.5 

82.3 

31.1 

13.8 

2.8 

161 

43.5 

69.9 

27.5 

9.7 

2.8 

147 

47.5 

63.1 

24.8 

7.5 

2.2 

142 

IS92 a,b,e 

Africa 

Asia 

CP Asia 

LA 

USA 

World 

8.6 

22.0 

4.9 

16.0 

7.1 

77 

9.8 

23.8 

5.2 

18.0 

7.8 

84 

13.2 

28.6 

5.7 

22.0 

8.8 

99 

16.5 

34.1 

6.2 

26.0 

8.9 

114 

20.2 

40.3 

6.8 

30.0 

9.3 

129 

22.6 

43.7 

7.0 

32.0 

9.2 

138 

33.1 

61.1 

8.6 

40.0 

6.6 

173 

42.4 

66.5 

8.5 

42.0 

6.0 

188 

48.1 

69.9 

8.7 

43.0 

6.0 

198 

6.4.6 Factors Affecting CH4 andN20 Emissions from 
Land-Use 

For reference, the main driving forces for the non-C0 2 

emissions resulting from land-use are reviewed in Table 

ft. 10 and key assumptions of the scenarios are reviewed in 

Table ft. 11. 

6.4.6.1 Factors affecting emission ofCH4from rice 
production 

This section discusses the assumptions of the different 

scenarios and how they lead to estimates of CH4 emissions 

from rice f ields. The main factors inf luencing the 

estimation of emissions are the assumed rate of CH 4 

emissions per unit area of rice field and the total area of 

rice fields. The area of rice fields is in turn influenced by 

the assumed rice yield per hectare. The scenarios reviewed 

in this report all assume that the emission rate of CH4 does 

not change over time. 

RC'W and SCW give emission rates for wetland rice that 

are twice as high as the value used in the IS92 Scenarios. 

CW uses the same wetlands emission rate as in the IS92 

Scenarios, but unlike the 1S92 Scenarios, distinguishes 

between wetland and dryland rice areas. This distinction 

contributes to the difference between the IS92 Scenarios 

and CW. In addition, the IS92 Scenarios estimate the area 

of rice fields using a priori assumptions about per capita 

rice consumption and rice yield per hectare, whereas the 

estimate of rice area in CW is based on economic and 

technological development. The rice yields of the IS92 

Scenarios are similar to those of CW and SCW for South 

and Southeast Asia (Figure 6.17b), but are lower than 

those of CW for China and Centrally Planned Asia (Figure 

6.17a). The higher yields in CW lead to smaller areas of 

rice fields compared to the IS92 Scenarios, and hence to 

lower CH4 emission estimates. In India, CW shows that 

rice yield improvements exceed the increase in rice 

demand up to 2025, leading to a decrease in rice area and 

C H 4 e m i s s i o n s . After 2025 demand exceeds yield 

improvement , and both rice area and CH 4 emissions 

increase. Emissions in the IS92 Scenarios are relatively 

constant up to 2100. 

The global increase in rice yield is assumed to be about 

0.9%/yr in the IS92 Scenarios, SCW and RCW for the 

period 1990 to 2010. FAO (1993) assumes a global yield 

increase of 1.5%/yr and increase in harvested area of 

0.5%/yr for the period 1990 to 2010, leading to a rise in 

production of 2%/yr. The total yield increase over the 

period is about 35%. This increase is even more optimistic 

than the yield increase of 25% for Asia assumed by CW, 

and it is substantially different from the IS92 Scenarios. 

SCW and RCW. For the period beyond 2010, it is not 

certain whether high growth rates in rice yields of the 

order of 1.5% can be maintained, and it has been suggested 

that for continued growth a genet ic breakthrough is 

needed. 
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Figure 6.17a: Comparison of development of rice yields for 
China and Centrally Planned Asian countries for different 
scenarios. Numbers correspond to list of scenarios in the 
Supplementary Table. 
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Figure 6.17b: Comparison of development of rice yields for 
South and Southeast Asia for different scenarios. Numbers 
correspond to list of scenarios in the Supplementary Table. 

Nat ional p ro jec t ions can be used to examine the 

a s sumpt ions for different r eg ions . For e x a m p l e , in 

Indonesia a number of different scenarios were developed 

to analyse different combinations of development in rice 

yields and harvested and planted rice area (DOA1, 1993). 

The highest yield increase was 1.5%/yr, with an increase in 

harvested area of 0.6%/yr which resulted in a 2.2%/yr 

growth in rice production. The same 2.2%/yr rise in 

production could also be achieved with a yield increase of 

0 .9%/yr c o m b i n e d with an inc rease of 1.2%/yr in 

harvested area. The latter scenario was based on historical 

increases in rice yield and is much less optimistic about 

rice yields than FAO (1993), the IS92 Scenarios, CW and 

RCW and SCW. This Indonesian example shows the 

important effect of assumptions about rice yields on the 

development of harvested area. 

6.4.6.2 Factors affecting emission ofCH4from enteric 
fermentation 

Estimates of CH 4 emissions from enteric fermentation 

depend on assumptions about the number of animals, and 

these assumpt ions in turn depend on the size of the 

demand for meat and dairy products and the amount of 

meat and dairy products produced by each animal (animal 

productivity). 

The major difference between the IS92 Scenarios and 

CW is the est imation of demand for meat and dairy 

p r o d u c t s . Th i s e s t ima te is based on d e m o g r a p h i c , 

economic and technological factors in CW and on a priori 

assumptions in the IS92 Scenarios. 

Of the scenarios reviewed, only CW makes explicit 

assumptions about meat productivity. Over the period 

1990 to 2010, CW assumes a 0.2%/yr to 1.5%/yr increase 

in meat productivity in developing regions, whereas FAO 

(1993) assumes a much higher 0.9%/yr to 1.9%/yr for the 

same period. Scenarios for animal populations are linked 

to these productivity assumptions. For the period 1990 to 

2010 CW shows an increase in the number of cattle by a 

factor of 1.9 for Africa, 2.2 for the Middle East, 5.6 for 

China, 1.2 for India and 1.3 for Latin America. The 

corresponding est imates from FAO (1993) are much 

lower, namely, 1.3 for Africa, 1.4 for the Middle East, 2.3 

for East Asia ( inc luding China) , 1.2 for South Asia 

(including India) and 1.1 for Latin America. 

6.4.6.3 Factors affecting emission of'N-,0 from fertilised 
agricultural soils 

The amount of N 2 0 from fertilised soils depends on the 

amount of fertiliser used and the N.,0 loss rate from soil. It 

was already pointed out that the scenarios reviewed in this 

report assume the same amount of future fertiliser use. 

Hence most differences between scenarios arise from 

different assumptions about N 2 0 loss rates from soils. 

The assumed growth of fer t i l i ser up to 2010 is 

substantially lower than that given in FAO (1993). For the 

period 1990 to 2010, FAO assumes a 3.3%/yr to 4.8%/yr 

growth in fertiliser use in Africa, Latin America and Asia. 

Summary of the discussion of factors influencing the land-

use-related emissions of non-CO-, gases: the scenarios 

reviewed take a wide variety of different approaches in 

estimating future emissions. The variety of approaches 

reflects the lack of knowledge or agreement on how to 

represent emission-generating processes. In general, the 

IS92 Scenarios only partly cover the range of input 

assumptions found in other published scenarios. 

6.4.7 Discussion of Scenarios of Land-Use Emissions 

Different clusters of scenarios for CO ? emissions from 

deforestation are distinguishable. Starting with global 
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scenarios, the IS92 Scenarios and AIM make similar 
assumptions about the relationship between population 
growth and emissions. Consequently, as population growth 
slows, they estimate similar downward trends in emissions. 
CW considers growth of population and GNP, 
technological development and other factors, and 
calculates a global emission trend close to the IS92 
Scenarios and AIM. These scenarios are also in the lower 
range of the non-intervention scenarios. The remaining 
non-intervention scenarios, SCW, RCW, HI, and H2, 
extrapolate past trends in deforestation and estimate much 
higher emission rates than the other scenarios. 

I or regional scenarios, CW differed greatly from the 
IS92 Scenarios and AIM because of its different methods 
for estimating future trends in deforestation. Although 
nearly all scenarios relate the deforestation rate only to 
population growth, it is known that deforestation is more 
precisely related to pressure on agricultural land, 
consumption of wood products, settlement policy and other 
socio-economic factors (Turner et al. 1993). Accounting for 
these factors would permit the construction of more diverse 
scenarios of CO, emissions. Moreover, including these 
socio-economic factors would tend to dampen the rapid 
rates of deforestation found in nearly all scenarios. 

Much of the variation between scenarios on both the 
global and the regional level can be attributed to different 
estimates of base year emissions. This difference indicates 
the lack of scientific agreement on the processes leading to 
CO, fluxes from deforestation. Another important source 
of variation is differing estimates of the carbon content of 
vegetation and soil. For example, SCW and HI differ only 
because of their different assumptions about the carbon 
content of forests. 

The scenarios for CH4 emissions from rice fields and 
enteric fermentation are sensitive to assumptions about 
future technological improvement in rice and animal 
productivity and herd composition. Estimates derived from 
the different scenarios disagree with FAO (1993) and 
perhaps should be re-evaluated. Another source of 
uncertainty for CH4 estimates from rice fields is the rate of 
emissions per unit area of rice field. Although the scenarios 
surveyed in this report assume a global, constant emission 
factor, the rate of emissions is known to depend on site 
conditions, rice variety and crop management. Some of this 
knowledge should be built into new scenarios. 

A drawback of the IS92 Scenarios and other scenarios is 
that they do not take into account important climatic and 
atmospheric feedbacks in land-use emissions (e.g., N-,0 
from soils and CO, from soil respiration). The only 
scenario to consider this feedback is CW (of course there 
is great uncertainty in its treatment of these feedbacks). 

Analysis shows that the 1S92 Scenarios are on the low 
side of the wide range of global scenarios for land-use-
related CO, emissions from deforestation and overlap with 

the few regional scenarios available. The IS92 Scenarios 
also partly overlap with the few scenarios available for 
N90 and CH4 emissions. In addition, the IS92 Scenarios 
cover most of the greenhouse gases originating from land-
use and agriculture as well as precursors of ozone and 
sulphate aerosol. Emissions are reported for four world 
regions and by source and sector. 

The documentation of certain land-use assumptions is 
not quite adequate to reproduce the land-use-related 
scenarios for IS92 Scenarios, SCW and RCW. For 
example, it would be helpful to have a more detailed 
description of the assumptions about afforestation, rice 
production and animal production. There are few 
published sensitivity analyses of land-use emissions. In 
one of the few studies available, Pepper et al. (1992) 
analysed the effect of the assumed carbon content of 
cleared vegetation and the rate of deforestation on CO., 
emissions. Although this report is not strictly a sensitivity 
analysis, it illustrates the simplicity of the assumptions. 
The calculated C0 2 emissions are directly related to the 
carbon content of cleared vegetation, population growth 
and deforestation rates in previous periods. The carbon 
content is specified for three forest types and for three 
continents. The deforestation rates in the IS92 Scenarios 
are calculated from human population growth and the 
deforestation rate, with a lag time of 25 years. 

No analysis of sensitivity to input assumptions is made 
for the deforestation rates presented in SCW and RCW in 
Lashof and Tirpak (1990) and AIM (Matsuoka and Morita, 
1994). Zuidema et al. (1994) examined the sensitivity of 
changes in land cover in CW to changes in crop and 
animal productivity. The authors showed that deforestation 
rates are more sensitive to crop yields than to animal 
productivity. Table 6.10 indicates that deforestation in CW 
is based on the assumption that it is driven by demand for 
food and wood products. Hence, in that scenario, 
deforestation depends on human population, GNP (through 
income elasticities of food products) and the land's 
productivity. Land productivity is based on grid-based 
maps of land cover, climate, soils and region-specific 
management factors. Further sensitivity analysis should 
examine all these factors. 

In conclusion, it should be noted that one reason for the 
large differences in land-use scenarios for C02 , CH4 and 
N,0 emissions is the lack of dependable geo-referenced 
information on land cover and land-use. Systematic land 
cover and land-use mapping is needed to decrease this 
uncertainty, to improve emission scenarios, and to develop 
cost-effective mitigation measures. 

6.5 Discussion and Recommendations 

In this section, the IS92 Scenarios are discussed in the light 
of the purposes for scenarios laid out in Section 6.1. It 
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should again be emphasised that time constraints led to a 

narrowing of the focus for the evaluation. Also, in fairness, 

it should be noted that other scenarios were not judged by 

the criteria that were used to judge the IS92 Scenarios. 

The re fo re , the reader should be aware that any 

shortcomings of the IS92 Scenarios identified in this 

evaluation may or may not apply to other scenarios. 

As a method for judging whether the IS92 Scenarios 

comply with cri teria in Section 6 .1 , they have been 

compared to other scenarios. This comparison does not 

answer all ques t ions about the r equ i rements of the 

scenarios, but it provides important information about the 

position of the IS92 Scenarios relative to other work in the 

scientific community. This section first examines the uses 

and limitations of the IS92 Scenarios, and then discusses 

the need for new scena r ios and the p rocedure for 

developing them. 

Table 6.14: Suggested criteria for using emission scenarios for different purposes. 

Criteria 

Purpose of Scenario 
(See Box 2, Section 6.1) 

1 2 3 

Comprehensive. The scenarios take into account all important greenhouse gases, including 
precursors of ozone and sulphate aerosol. 

Documentation of output. Sufficient detail is provided for emissions by type, region 
(if available) and sector, to allow comparisons with other scenarios. 

Emission estimates and input assumptions of the scenario reflect a range of views. A single 
reference scenario is inadequate for this purpose. Instead, a range of scenario results are 
presented that take into account the uncertainties of the basic driving forces of the scenarios. 
Data on driving forces, as well as parameters in the case that a model is used, reflect the 
current range of views. In addition, derived variables, for example, carbon intensity of the 
economy, also reflect current understanding. 

Reproducible. Input data and methodology are documented adequately enough to allow other 
researchers to reproduce the scenarios. 

Sensitivity analysis. Information is provided on the sensitivity of scenario output to variation 
and uncertainty in input data and model parameters (if a model is used). 

Internal consistency. The various input assumptions and data of the scenarios are internally 
consistent. For example, assumptions about biomass in the energy sector are consistent with 
assumptions in the land-use sector. 

Documentation of assumptions about policy intervention. All assumptions about policy 
actions are documented adequately enough to allow policy interpretation of the scenario 
results. 

Disaggregation of data. Input and results of scenarios are sufficiently disaggregated into 
sectors and geographic regions to allow analysis of policies. The geographic breakdown 
is the country level, but the regional level may be adequate as a first step. 

Documentation of input data and methodology. Input data and methodology are sufficiently 
documented to allow analysis of feasibility and costs of reduction measures. 

Reference scenario. The set of emission scenarios includes a "reference scenario" for 
comparison with the policy scenarios in order to ensure consistency. 

Temporal calculations. The scenarios describe the time aspect of implementing mitigation 
measures. This is critical information for assessing the costs of control. 

Range of policy actions. The set of scenarios include a wide range of policy alternatives. 

xxx xxx xxx xxx 

XXX xxx xxx xxx 

xxx xxx xxx xxx 

XX XX XX xxx 

XX XX XX xxx 

XX XX xxx xxx 

NA xxx xxx xxx 

xxx xxx 

NA NA xxx xxx 

NA xxx xxx xxx 

NA x xxx xxx 

NA x 

Key to codes: 

xxx 
xx 
x 
NA 

Ver> Important 
Important 
Desirable 
Not Applicable 
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6.5.1 What are the Uses and Limitations of the IS92 
Scenarios? 

In our judgement, the IS92 Scenarios clearly fulfil the 

criteria for Purpose I listed as "very important" in Table 

ft. 14. Specifically, Sections ft.2 to ft.4 showed that the 

global results and many of the input assumptions of the 

IS92 Scenar ios span the range of the resul ts and 

assumptions of other scenarios; in this sense it can be said 

that the scenarios reflect the current range of views about 

future emiss ions , at least on the global level. (For 

particular regions, however, the IS92 Scenarios do not 

represent the range of v iews. ) Moreover , the IS92 

Scenarios are among the most comprehensive scenarios 

available in their coverage of all important greenhouse 

gases and precursors of ozone and sulphate aerosol. Also, 

the IS92 Scenarios are sufficiently documented in reports 

and in digital form to allow their comparison with other 

scenarios and their use as input files for climate models. 

As a consequence, they are useful for Purpose 1, namely as 

input to atmosphere/climate models for examining the 

environmental/climatic consequences of not acting to 

reduce greenhouse emissions. 

It is noted that the IS92 Scenarios do not fulfil all the 

criteria listed as "important" and "desirable" requirements 

for Purpose I in Tabic ft. 14. The documentation of land-

use assumptions concerning afforestation, rice production 

and animal production may not be adequate to allow other 

researchers to reproduce the IS92 calculations. Also, the 

ASF model used to generate the scenarios is not readily 

available, which affects reproducibility. Only a limited 

amount of sensitivity analysis work is reported in Pepper 

(7 ul. (1992) for the 1S92 Scenar ios . The cr i ter ion 

of the internal consistency of the IS92 Scenarios could 

not be evaluated because there was no access to the ASF 

model. 

Although these shortcomings should he addressed in 

new scenarios, it is not considered that they detract from 

the current usefulness of the IS92 Scenarios as input to 

atmospheric/climate models. 

Fven though the IS92 Scenarios were designed with 

Purpose 1 in mind, it is interesting to examine whether 

they are useful for the other three purposes for scenarios. 

Table ft. 14 ranks the importance of different criteria to 

fulfil these purposes. There follows a brief review of the 

suitability of the IS92 Scenarios to fulfil them. 

Purpose 2. To evaluate the environmental/climatic 

consequences of intervention to reduce greenhouse gas 

emissions. For this purpose, an intervention scenario is 

devised, then used as input for a climate or similar model 

to evaluate the s c e n a r i o ' s e n v i r o n m e n t a l / c l i m a t i c 

consequences. 

This purpose is basically the same as Purpose 1 except 

that the intervention scenario takes into account climate 

policies lor reducing greenhouse gas emissions. For 

example, the intervention scenario might assume that a 

carbon tax is imposed to reduce CO., emissions, or that a 

programme to reduce CH4 leakage in natural gas pipelines 

is carried out. 

The IS92 Scenarios make assumptions about controlling 

local air pollution problems and these measures also have 

an effect on greenhouse gas emissions. Moreover, IS92b 

includes information available in 1992 about the emission 

commitments of OECD countr ies . This information, 

however, must be updated with the latest information on 

commitments in connection with the Climate Convention. 

In general, it was found that the emission estimates of the 

IS92 Scenar ios are substant ia l ly higher than policy 

scenarios published in the literature. Hence, they should 

not be used as intervention scenarios. 

Purpose 3. To examine the feasibility and costs of 

mitigating greenhouse gases from different regions and 

economic sectors, and over time. This purpose can include 

set t ing emiss ion reduc t ion t a rge t s and deve lop ing 

scenarios to reach these targets . It can also include 

examining the driving forces of emissions and sinks to 

identify which of these forces can be influenced by 

policies. 

This purpose requires more information about the 

scenarios than the first two purposes because its goal is a 

realistic assessment (technical and financial) of mitigation 

measures. This purpose also requires estimation of all 

important greenhouse gases from specific economic 

sec tors and g e o g r a p h i c r e g i o n s . In add i t ion , input 

assumptions must also be described with a similar level of 

detail. Under ideal circumstances, these data would be 

available by country, although for preliminary calculations 

data at the level of world regions may be adequate. 

Analysing the feasibility and costs of mitigation also 

requires that the scenarios have a high level of internal 

consistency, so that costs can be accurately assessed. In 

addition, since the evaluation of mitigation measures must 

take into account the time period over which measures are 

put into place, the scenarios must provide information 

about changing emissions over time rather than for a single 

point in the future (e.g. emissions in 2025). To enhance the 

usefulness of scena r ios for Purpose 3 , it is also 

recommended that a range of policy a l ternat ives be 

explored. 

Scenarios that fulfil Purpose 3 also fulfil Purpose 2, but 

scenarios that fulfil Purpose 2 do not necessarily have 

enough detail to comply with Purpose 3. 

The IS92 Scenar ios are inadequate for Purpose 3 

primarily because five out of six scenarios do not include 

climate policies to reduce greenhouse gas emissions (they 

were not intended for that purpose). In addition, the IS92 

Scenar ios have somewha t l imited use as reference 

scenarios for mitigation studies because their regional 

emission estimates and regional input assumptions are in 
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many cases outside the range of views found in published 
scenarios. 

Purpose 4. As input for negotiating possible emission 
reductions for different countries and geographic regions. 
To achieve this purpose a scenario must gain broad 
international acceptance by being based on input 
assumptions and methodology that are widely 
acknowledged and accepted. Consequently, this scenario 
has the most stringent requirements. 

Purpose 4 is difficult to achieve at this time because of 
high uncertainty about current greenhouse emissions from 
many emission categories and in many countries 
(especially C 0 2 in non-energy sectors and other 
greenhouse gases from virtually all sectors). This 
uncertainty is one reason why the IS92 Scenarios are not 
appropriate for this purpose, although they can help set the 
context for negotiations by indicating the possible range of 
emissions if no mitigation takes place. 

It should be noted that scenarios for Purpose 4 will soon 
be needed for discussions related to the Climate 
Convention. 

6.5.2 The Question of New Scenarios 

At this time, it is recommended that researchers use the 
IS92 Scenarios as input to atmosphere/climate models for 
examining the consequences of not intervening to reduce 
greenhouse gas emissions (Purpose 1). 

Should one IS92 Scenario be singled out for use over 
the others? In some ways IS92a is intermediate among the 
scenarios. Its global CO-, emissions fall near the middle of 
other scenarios at least to 2050, and some of its input 
assumptions are intermediate. For example, its population 
assumptions are equal or close to the medium projections 
recently published by three different international 
organisations. The sensitivity analysis showed, however, 
that there are no strong reasons for selecting it as the 
"medium case" scenario. 

An intermediate scenario is not the same as the most 
likely scenario. Indeed, at this time there is no objective 
basis for assessing that one scenario is more likely to occur 
than another. Considering the degree of uncertainty about 
future emissions, the use of the full range of IS92 
Scenarios as input to atmosphere/climate models is 
recommended, rather than the use of any single scenario. 

Users of the IS92 Scenarios are cautioned, however, that 
the lowest scenario (IS92c) has the emission levels and 
some input assumptions that are more characteristic of an 
intervention scenario than a reference scenario. 

Because the IS92 Scenarios were not designed and are 
not suitable for Purposes 2, 3 and 4, new scenarios may be 
needed to fulfil these purposes. It is worth repeating that 
this evaluation did not judge the suitability of non-IS92 
Scenarios to satisfy these purposes. 

New scenarios, if developed, should improve estimates 
of base year and future non-CO-, emissions, particularly 
from the land-use sector. 

Although the adequacy of all currently available 
scenarios was not judged in this study, it is likely that new 
reference scenarios will be needed for the following: 

• to take into account the latest information on 
economic restructuring, especially in the CIS, 
Eastern Europe, Asia and Latin America 
(restructuring in Eastern Europe and the CIS was 
partly taken into account in the IS92 Scenarios, but it 
would be worthwhile to include more recent 
information about this restructuring); 
to evaluate the possible consequences of the 
Uruguay Round amendments to the General 
Agreement on Tariffs and Trade; 
to explore a variety of economic development 
pathways, for example, a closing of the income gap 
between industrialised and developing regions; 
to examine different trends in technological change; 
to take into account the latest information about 
current emission commitments in connection with 
the Climate Convention. 

The current commitments to stabilise emissions under 
the Climate Convention (see Box 4) could result in large 
reductions of emissions in certain regions, but on a global 
basis a reduction of 10% or less (in annual emissions 
relative to the IS92a Scenario) is expected in CO, 
emissions. Current commitments will have no effect on the 
lowest IPCC Scenario (IS92c) because emissions in this 
scenario are lower than would he expected by current 
commitments. 

New scenarios are also needed that arc consistent with 
limits on atmospheric concentrations of greenhouse gases 
by a specified date. These scenarios should he related to 
the carbon stabilisation modelling exercises being 
performed by IPCC Working Group I. 

6.5.3 The Process of Developing Scenarios 

If new or updated scenarios are developed, it is 
recommended that efforts be guided by the following 
approach. The IPCC or other suitable organisation should 
act as an "umbrella" under which different groups can 
develop comparable, comprehensive emission scenarios. 
The process for developing scenarios should draw on 
current experience in harmonising scenarios and model 
calculations by emphasising the following: 

Openness. Scenario development should he open to 
wide participation by the research community, 
particularly from developing countries. Openness 
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The current commitment scenarios are compared to 
the lowest, highest and intermediate IPCC reference 
scenarios. For each reference scenario, two cases of 
current commitments are shown: 

Case 1: All OECD countries comply with commitments 
noted in Climate Change Policy Initiatives, Volume 1. 
OECD Countries, 1994 Update (OECD, 1994) and 
freeze emissions at these levels after year 2005. 

Case 2: All OECD countries comply with their 
commitments as in Case 1, plus countries in Eastern 
Europe and the former USSR freeze their emissions in 
2000 at their 1990 levels. 

As a result of these assumptions, CO., emissions are 
reduced by about 8 to 12% (depending on the year 
considered) relative to the intermediate reference 
scenario of IPCC (lS92a). Percentage reductions are 
slightly larger for the highest IPCC scenario (IS92e). 
Current commitments have no effect on global 
emissions of the lowest IPCC scenario (IS92c) because 
emissions in this reference case are lower than they 
would be for either Case 1 or 2. 

requires extensive documentation of modelling 
assumptions and inputs. 
Pluralism. A diversity of groups, approaches and 
methodologies should be encouraged, although they 
should be harmonised as noted below. 
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Comparability. Reporting conventions for input and 
output should be standardised. 

• Harmonisation. Input assumptions and 
methodologies for the scenarios should be 
harmonised to provide a common benchmark for 
scenarios from different groups. 

6.5.4 Integrated Scenarios 

To accomplish Purpose 3 for emission scenarios 
(estimation of feasibility and costs of mitigation 
measures), it is important not only to analyse the costs of 
emission reductions but also to assess the costs and 
benefits of the impacts of emissions on the natural 
environment and society, Therefore, the next generation of 
emission scenarios should be coupled with their impact on 
the environment and society in the form of consistent, 
comprehensive and integrated scenarios for global change. 
These scenarios would cover not only the trend of 
emissions but also changes in the atmosphere and ocean 
and the impact of these changes on society, the terrestrial 
environment and the marine environment. It is 
recommended that the IPCC encourages the development 
of integrated scenarios. 

6.5.5 Dissemination of Scenarios 

Current and new scenarios should be widely disseminated 
to countries, international organisations, non-governmental 
organisations and the scientific community. As part of this 
effort, a central archive should be established to make 
available the results of new scenarios to any group. The 
archive should also make available some aspects of the 
models and the input assumptions used to derive the 
scenarios. In addition, special effort is needed to improve 
the capabilities of researchers to analyze and develop 
scenarios, especially in developing regions. The IPCC can 
play a role in these activities. 
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BOX 4: SCENARIOS OF CURRENT 
COMMITMENTS 

IS92e with currant 
commitmants ot OECD 

IS92a with currant commitmants 
OECD. E Europa and former 
Sovtat Union 

1S92« scenario 

* — . IS92M with currant 
commitments of OECD 

IS92a with current commitmants 
OECD. E Europe and former 
Soviet Union 

IS92c scenario 
with and without current 
commitmants 

This graph depicts a set of optimistic scenarios for 
global CO-, emissions based on current commitments 
under Article 4 of the Framework Convention on 
Climate Change. These are optimistic scenarios because 
they assume that the countries making commitments 
under the Convention will freeze their emissions after 
2005 at their committed levels. 
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Code Scenario Identification Type (*) Reference 

1-1 IS92a IPCC 1992 

1-2 IS92b IPCC 1992 

1-3 IS92c IPCC 1992 

1-4 IS92d IPCC 1992 

1-5 IS92e IPCC 1992 

1-6 IS92f IPCC 1992 

1-7 IS92 SI: IPCC 1992 Sensitivity 1 (High Deforestation, High Biomass) 

1-8 IS92 S4: IPCC 1992 Sensitivity 4 (Halt Deforestation, High Plantation) 

2-1 Nordhaus 50th% (50th%ile) 

2-2 Nordhaus 95th% (95th%ile) 

2-3 Nordhaus 5th% (5th%ile) 

3-1 Edmonds 50th% (Scenario B, 50th%ile) 

3-2 Edmonds 95th% (Scenario B, 95th%ile) 

3-3 Edmonds 5th% (Scenario B, 5th%ile) 

4 Rogner 

5 Mintzer 

6-1 Methane Economy Efficiency Scenario 

6-2 Methane Economy Long-wave Scenario 

7-1 EPA Slowly Changing World (SCW) 

7-2 EPA Rapidly Changing World (RCW) 

7-3 EPA RCW with Accelerated Emissions (RCWA) 

7-4 EPA High Reforestation (Halt Deforestation, High Plantation) 

7-5 EPA SCW with Stabilisation Policies 

7-6 EPA RCW with Stabilisation Policies 

8-1 IPCC 1990 (SA:Scenario A) 

8-2 IPCC 1990 (Scenario A, High) 

8-3 IPCC 1990 (Scenario A, Low) 

8-4 IPCC-EIS Energy Industry Sub-group 1990 (reference) 

9 Ogawa (Institute of Energy Economics, Japan) 

10 Bach 

11-1 Edmonds-Reilly (Scenario 1) 

11-2 Edmonds-Reilly (Scenario 2) 

12-1 GREEN (1991) 

12-2 GREEN (1992) 

12-3 GREEN (1993) reference 

12-4 GREEN (1993) 200 $/tc carbon tax 

13-1 Global 2100 (Scenario 1) 

13-2 Global 2100 (Scenario 2) 

13-3 Global 2100 (1992 Scenario) 

14 TEC 

15 Anderson (World Bank) 

16-1 CHALLENGE reference 

16-2 CHALLENGE 200 $/tc carbon tax 

17 CRTM 

18 ECS ' 92 (Dynamics as usual) 

19-1 IEA 1992 
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GR 

GR 

GR 

GR 

GR 

GR 

GR 
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GR 

GR 

GR 
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GR 

GR 
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GR 

GR 

GR 

GR 

GR 
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GR 

GR 

GR 

GR 

GR 

GR 

G R P 

GR 

GR 

GR 

Leggett era/. (1992) 

Leggett etal. (1992) 

Leggett etal. (1992) 

Leggett etal. (1992) 

Leggett etal. (1992) 

Leggett etal. (1992) 

Leggett etal. (1992) 

Leggett etal. (1992) 

Nordhaus etal. (1983) 

Nordhaus etal. (1983) 

Nordhaus et al. (1983) 

Edmonds etal. (1986) 

Edmonds etal. (1986) 

Edmonds etal. (1986) 

Rogner (1986) 

Mintzer (1988) 

Ausubel etal. (1988) 

Ausube] etal. (1988) 

Lashof and Tirpak (1990) 

Lashof and Tirpak (1990) 

Lashof and Tirpak (1990) 

Lashof and Tirpak (1990) 

Lashof and Tirpak (1990) 

Lashof and Tirpak (1990) 

IPCC (1990) 

IPCC (1990) 

IPCC (1990) 

IPCC (1990) 

Ogawa (1990) 

Bach and Jain (1991) 

Barns etal. (1991) 

Barns etal. (1991) 

Burineauxe/a/. (1992) 

Burineaux etal. (1992) 

Oliveira Martins et al. (1992) 

Oliveira Martins et al. (1992) 

Manne and Richels (1991) 

Manne and Richels (1991) 

Manne (1992) 

Anderson and Bird (1992) 

Schrattenholzer (1992) 

Schrattenholzer(1992) 

Rutherford (1992) 

Vouyoukas(1992) 
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19-2 IEA 1993 

20-1 IEW 1991 

20-2 IEW Poll 50th%ile 

20-3 IEW Poll 84th%ile 

20-4 IEW Poll 16th%ile 

21 ITF-D4 

22 AGE 

23-1 AIM High Scenario 

23-2 AIM Low Scenario 

23-3 AIM land-use emission scenarios 

23-4 AIM sulphur emission scenarios 

24 CETA 

25 DICE 

26 FUG I 7.0 

27-1 IMAGE 2.0 preliminary 

27-2 IMAGE 2.0 CW (Conventional Wisdom Scenario) 

27-3 IMAGE 2.0 No Biofuels (No Biofuels Scenario) 

28-1 Manne-Richcls-50th%-(50th%ile) 

28-2 Mannc-Richels-95th%-(95th%ile) 

28-3 Manne-Richels-5th%-(5th%ile) 

28-4 Global 2100, 1994 

(1994) 

29 MERGE 

30-1 12RT reference 

30-2 12RT 200 $/tc carbon tax 

31-1 W EC reference (Scenario B) 

31-2 WEC A High Growth 

31 -3 WEC C Ecologically Driven 

32 NES current policies 

33-1 ESCAPE 

33-2 ESCAPE SI (Business as Usual) 

33-3 ESCAPE S3 (Emission Control) 

34-1 Bashmakov-Base (Russia) 

34-2 Bashmakov-Efficiency 

35-1 Sinyak DAU (Dynamics as Usual Scenario) 

35-2 Sinyak Efficiency (Energy Efficiency Scenario) 

3d-l EMF-12 

36-2 EMF-12 lowest/highest reference scenarios 

36-3 EMF-12 20% 20% emission reduction case 

36-4 EMF-12 20% -20% emission reduction case 

37 He et al. (Gradual Changing Scenario) 

38-1 UNEP-base (Baseline Scenario) 

38-2 USEP-abate (Abatement Scenario) 

39-1 Houghton-Population 

39-2 Houghton-Exponential Extrapolation 

39-3 Houghton-Reforestation 

40 RIGES (Renewable Intensive Global Energy System) 

11 I-T'ES (Fossil Free Energy System) 
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Vouyoukas(1993) 

Manne et al. (1991) 

Manne et al. (1994) 

Manne et al. (1994) 

Manne et al. (1994) 

Shishido (1991) 

Manne et al. (1993) 

Morita et al. (1993) 

Morita et al. (1993) 

Matsuoka et al. (1994) 

Matsuoka (1992) 

Peck et al. (1993) 

Nordhaus (1993) 

Onishi (1993) 

Alcamo et al. (1994b) 

Alcamo et al. (1994b) 

Alcamo et al. (1994b) 

Manne and Richels (1994) 

Manne and Richels (1994) 

Manne and Richels (1994) 

Manne and Schhratenholzer 

Manne et al. (1993) 

Manne (1993) 

Manne (1993) 

WEC (1993) 

WEC (1993) 

WEC (1993) 

NES (1991) 

Rotmans et al. (1994) 

Rotmans et al. (1994) 

Rotmans et al. (1994) 

Bashmakov (1993) 

Bashmakov (1993) 

Sinyak and Nagano (1992) 

Sinyak and Nagano (1992) 

Gaskins and Weyant (1993) 

Weyant (1993) 

Gaskins and Weyant (1993) 

Weyant (1993) 

He etal. (1993) 

Christensen etal. (1994) 

Christensen etal. (1994) 

Houghton (1991) 

Houghton (1991) 

Houghton (1991) 

Johansson et al. (1993) 

Lazarus etal. (1993) 

' d = Global. R = Regional (National). P = Policy Scenarios 
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ACRONYMS 

AASE 
ABLE 
ACHEX 
ACRIM 
AEEI 
AER 
AFEAS 
AGU 
AGWP 
AIM 
ALE/GAGE 
ASF 
ASI 

Airborne Arctic Stratospheric Expedition 
Atmospheric Boundary Layer Experiment 
Aerosol Characterisation Experiment 
Active Cavity Radiometer Irradiance Monitor 
Autonomous Energy Efficiency Improvements 
Atmospheric and Environmental Research, Inc 
Alternative Fluorocarbons Environmental Acceptability Study 
American Geophysical Union 
Absolute Global Warming Potential 
Asian-Pacific Integrated Model 
Atmospheric Lifetime Experiment/Global Atmospheric Gases Experiment 
Atmospheric Stabilisation Framework 
Agenzia Spaziale Italiana 

BLS "Basic Linked System" Scenario 

CETA 
CCC 
CCN 
CDIAC 
CFC 
CIS 
CITE 
CLIMAP 
CMDL 
CN 
CNRS 
CRC 
CSIRO 
CTM 
CW 

Carbon Emissions Trajectory Assessment 
Canadian Climate Centre 
Cloud Condensation Nuclei 
Carbon Dioxide Information Analysis Center 
Chlorofluorocarbon 
Commonwealth of Independent States 
Chemical Instrumentation Test and Evaluation 
Climatic Applications Project (WMO) 
Climate Monitoring and Diagnostics Laboratory (NOAA) 
Condensation Nuclei 
Centre National de la Recherche Scientifique, France 
Cyclic Redundancy Check 
Commonwealth Scientific & Industrial Research Organisation, Australia 
Chemistry /Transport Models 
"Conventional Wisdom" scenario, World Bank, 1990 

DICE 
DOAI 

Dynamic Integrated Climate Economy 
Department of Agriculture, Indonesia 

ECE United Nations Economic Commission for Europe 
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BCHAM 
BCMWF 
ECS 
BBFSU 
BMEP-CCC 

EMF 
BOSDIS 
BPA 
BRBB 
BSCAP 
BUV 

European Centre/Hamburg Model (BCMWF/MPI) 
Buropean Centre for Medium-Range Weather Forecasts 
BOSDIS Core System 
Eastern Europe and Former Soviet Union 
European Monitoring and Evaluation Programme - Chemical Coordination 
Centre 
Energy Modelling Forum 
Earth Observing System Data and Information System 
Environmental Protection Agency, USA 
Earth Radiation Budget Experiment 
United Nations Economic and Social Commission for Asia and the Pacific 
Extreme Ultra Violet 

FAO 
FDH 
FFBS 
FIRE IFO 

Food and Agriculture Organization (of the UN) 
Fixed Dynamical Heating 
Fossil Free Energy System 
First ISCCP Regional Experiment 

GAGE 
GCM 
GDP 
GEIA 
GEISA 
GFDL 
GISS 
GNP 
GRIP 
GWP 

Global Atmospheric Gases Experiment 
General Circulation Model 
Gross Domestic Product 
Global Emissions Inventory Activity 
Gestion et Etude des Information Spectroscopiques Atmospheriques 
Geophysical Fluid Dynamics Laboratory, (NOAA) 
Goddard Institute of Space Sciences (NASA) 
Gross National Product 
Greenland Icecore Project 
Global Warming Potential 

HAMOCC 
HILDA 
HITRAN 

Hamburg Ocean Carbon Cycle Model 
High Latitude Diffusive/Advective 
High Resolution Transmission Molecular Absorption Database 

IAMAP 
IEA 
1EW 
IGAC 
IAHS 
11 AS A 
IMAGE 
INPE 
IPCC 
IPCC-EIS 
IS92 
IUPAC 

JEE 
JPL 

International Association for Meteorology and Atmospheric Physics 
International Energy Agency 
International Energy Workshop 
International Geosphere-Biosphere Programme 
International Association of Hydrological Science 
Institute for Applied Systems Analysis 
Integrated Model to Assess the Greenhouse Effect 
Instituto Nacional de Pesquisas Espaciais, Brazil 
Intergovernmental Panel on Climate Change 
Intergovernmental Panel on Climate Change, Energy and Industry Subgroup 
IPCC Scenarios, 1992 
International Union of Pure and Applied Chemistry 

Japan Environment Agency 
Jet Propulsion Laboratory (NASA) 

KNMI Royal Netherlands Meteorological Institute 

LaRC 
LGM 
L1MS 

Langley Research Center (NASA) 
Last Glacial Maximum 
Limb Infrared Monitor of the Stratosphere 
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LLNL 
LMD 
LODYC 
LWC 

Lawrence Livermore National Laboratory, USA 
Laboratoire de Meteorologie Dynamique du CNRS 
Laboratoire d'Oceanographie Dynamique et de Climatologie 
Liquid Water Content 

MERGE 
MIT 
MLOPEX 
MOGUNTIA 
MPI 
MSU 

Model for Evaluating Regional and Global Effects of GHG reduction policies 
Massachusetts Institute of Technology, USA 
Mauna Loa Observatory Photochemistry Experiment 
Model of the General Universal Tracer transport In the Atmosphere 
Max-Planck Institut fur Meteorologie 
Microwave Sounder Unit 

NACNEMS 
NAPAP 
NASA 
NATO 
NCAR 
NCSU 
NES 
NILU 
NMHC 
NOAA 
NPP 

North American Cooperative Network of Enhanced Measurement Sites 
National Acid Precipitation Assessment Program, (USA) 
National Aeronautics and Space Administration, USA 
North Atlantic Treaty Organisation 
National Center for Atmospheric Research, USA 
North Carolina State University, USA 
National Energy Strategy 
Norwegian Institute For Air Research 
Non-Methane Hydrocarbons 
National Oceanic and Atmospheric Administration, USA 
Net Primary Production 

OOP 
OECD 
OGCMs 
ORNL/CDIAC 

Ozone Depleting Potential 
Organisation for Economic Cooperation and Development 
Oceanic General Circulation Models 
Oak Ridge National Laboratory 

PEM 
POC 
PSC 

Particle Modulator Radiometer 
Particulate Organic Carbon 
Polar Stratospheric Clouds 

QBO Quasi-Biennial Oscillation 

RCW 
RCWP 
RH 
RIGES 
RIVM 

"Rapidly Changing World" Scenario (EPA) 
"Rapidly Changing World" Policy Scenario (EPA) 
Relative Humidity 
Renewable Intensive Global Energy System 
Institute of Public Health and Environmental Protection, Netherlands 

SA90 
SAGA 
SAGE 
SAMS 
SBUV 
SCOPE 
SCW 
SCWP 
SMIC 
SOS/SONIA 
STRATOZ 

IPCC Scenario A, 1990 
The Soviet-American Gas and Aerosol Experiment 
Stratospheric Aerosol and Gas Experiment 
Stratospheric and Mesospheric Sounder 
Solar Backscattered Ultra Violet Instrument 
Scientific Committee On Problems of the Environment 
"Slowly Changing World" Scenario (EPA) 
"Slowly Changing World" Policy Scenario (EPA) 
Study of Man's Impact on Climate 
Southern Oxidants Study/Southeast Oxidant and Nitrogen Intensive Analysis 
Stratospheric Ozone (Campaign) 

TOMCAT Toulouse Off-Line Model of Chemistry and Transport 
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TOR 
TRACE A 
TROPOZ 

Tropospheric Ozone Research Project 
Transport and Atmospheric Chemistry near the Equator - Atlantic 
Tropospheric Ozone (Campaign) 

UN 
UCI 
UCRL 
UGAMP 
UKMO 
UEA 
UNEP 
UNFCC 
UV 

United Nations 
University of California at Irvine, USA 
University of California Radiation Laboratory 
United Kingdom Global Atmospheric Modelling Project 
United Kingdom Meteorological Office 
University of East Anglia, UK 
United Nations Environment Programme 
United Nations Framework Convention on Climate Change 
Ultraviolet 

VOC Volatile Organic Compounds 

WCRP 
WEC 
WMO 
WOCE 

World Climate Research Programme 
World Energy Council 
World Meteorological Organisation 
World Ocean Circulation Experiment 
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UNITS 

5/ (Systeme Internationale) Units: 

Physical Quantity 

length 

mass 

time 

thermodynamic temperature 

amount of substance 

Name of Unit 

meter 

kilogram 

second 

kelvin 

mole 

Symbol 

m 

kg 

s 

K 

mol 

Fraction Prefix Symbol Multiple Prefix Symbol 

IQi 

10-2 

10-3 

10"6 

io-9 

10-12 

10-15 

10-18 

deci 

centi 

milli 

micro 

nano 

pico 

femto 

atto 

d 

c 

m 

H 

n 

P 

f 

a 

10 

102 

103 

106 

109 

IQiz 

1015 

deka 

heck) 

kilo 

mega 

giga 

tera 

peta 

da 

h 

k 

M 

G 

T 

P 
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Special Names and Symbols for Certain Si-Derived Units: 

Physical Quantity 

force 

pressure 

energy 

power 

frequency 

Name of SI Unit 

newton 

pascal 

joule 

watt 

hertz 

syi 

N 

Pa 

J 

W 

Hz 

Symbol for SI Unit Definition of Unit 

kg m s-2 

kg m-V2(=N nr2) 

kg m2s"2 

kg mV3(=J s"1) 

s"1 (cycle per second) 

Decimal Fractions and Multiples of SI Units Having Special Names: 

Physical Quantity 

length 

length 

area 

force 

pressure 

pressure 

weight 

Name of Unit 

angstrom 

micrometre 

hectare 

dyne 

bar 

millibar 

tonne 

Symbol for Unit 

A 
pm 

ha 

dyn 

bar 

mb 

t 

Definition of Unit 

10-10 m = 10* cm 

10-6m 

104m2 

10"5N 

105 N m"2 = 105 Pa 

102 N m"2 = 1 hPa 

# kg 

Non-SI Units: 

ppmv 
ppbv 
pptv 

degrees Celsius (0 °C = 273 K approximately) 
Temperature differences are also given in °C (=K) rather than the more correct form of "Celsius degrees". 

parts per million (106) by volume 
parts per billion (109) by volume 
parts per trillion (1012) by volume 

bp 

kpb 
mbp 

(years) before present 
thousands of years before present 
millions of years before present 

The units of mass adopted in this report are generally those which have come 
into common usage, and have deliberately not been harmonised, e.g., 

kt 
GtC 
PgC 
MtN 
TgC 
TgN 
TgS 

kilotonnes 
gigatonnes of carbon (1 GtC = 3.7 Gt carbon dioxide) 
petagrams of carbon (lPgC = 1 GtC) 
megatonnes of nitrogen 
teragrams of carbon 
teragrams of nitrogen 
teragrams of sulphur 
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SOME CHEMICAL SYMBOLS USED IN THIS REPORT 

o 
0(*D) 

o2 
O3 
N2 

N 2 0 
N2O s 

NO 
N0 2 

N 0 3 

NOx 

HNO3 
PAN: CH 3 C0 3 N0 2 

HONO 
H 0 2 N 0 2 

NOy 

NH3 

NH+ 
H 

« 2 
H 2 0 
H 2 0 2 

OH 
H 0 2 

HOx 

C 
CO 

co2 
CFC 
CFC-11 

CFC-12 

CFC-13 

CFC-113 

atomic oxygen 
an energetic form of atomic oxygen 
molecular oxygen 
ozone 
molecular nitrogen 
nitrous oxide 
dinitrogen pentoxide 
nitric oxide 
nitrogen dioxide 
nitrate radical 
the sum of NO and N0 2 

nitric acid 
peroxyacetylnitrate 
nitrous acid 
pernitric acid 
total reactive nitrogen 
ammonia 
ammonium ion 
atomic hydrogen 
molecular hydrogen 
water 
hydrogen peroxide 
hydroxyl 
hydroperoxyl 
the sum of OH and H0 2 

carbon: there are 3 isotopes: 12C, 13C, 14C 
carbon monoxide 
carbon dioxide 
chlorofluorocarbon 
CFCI3, or equivalent^ CC13F 
(trichlorofluoromethane) 
CF2C12, or equivalent^ CC12F2 

(dichlorodifluoromethane) 
CF3CI, or equivalent^ CCIF3 
(chlorotrifluoromethane) 
C2F3C13, CCI2FCC1F2 



JJ4 

(trichlorotrifluoroethane) 
CFC-113a 
CFC-114 

CFC-115 

HFC 
HFC-23 
HFC-32 
HFC-43-100 mee 
HFC-125 
HFC-134 
HFC-134a 
HFC-143 
HFC-143a 
HFC-152a 
HFC 227ea 
HFC-236fa 
HFC-245ca 
HCFC 
HCFC-22 

HCFC-123 
HCFC-124 
HCFC-141b 
HCFC-142b 
HCFC 225ca 
HCFC 225cb 
HALON 1211 

HALON 1301 

CH, 

^ H 6 

C,H» 
C;H, 
C2H2 

CH,0 2 

CH3OOH 
NMHC 
VOC 
S 

so2 

SQ2-

SF6 

H2S04 

" 2 Rn 
CI 
CHCICCI2 

CCI4 

CCI2CCI, 
CH,C1 
CH,CCI, 

CCl^CFj isomer of CC12FCC1F2 

C2F4C12,CC1F2CCIF2 

(dichlorotetrafluoroethane) 
qFgCi 
(chloropentafluoroethane) 
hydrofluorocarbon 
CHF3 

CH2F2 

C5H2F10 

C2HF5 

CHF2CHF2 

CH2FCF3 

CHF2CH2F 
CF3CH3 
C2H4F2 

C3HF7 

C3H2F6 

C3H3F5 
hydrochlorofluorocarbon 
CF2HCI 
(chlorodifluoromethane) 
C2F,HC12 

C2F4HC1 
C2FH3C12 

C2F2H3C1 
qFgHCI, 
C3F,HCI2 

CF2BrCl (CBrClF2) 
(bromodichloromethane) 
CF3Br (CBrF3) 
(bromotrifluoromethane) 
methane 
ethane 
propane 
ethylene (ethene) 
acetylene (ethyne) 
methyl peroxy radical 
methyl peroxide 
non-methane hydrocarbon 
volatile organic compound 
atomic sulphur 
sulphur dioxide 

sulphate ion 
sulphur hexafluoride 
sulphuric acid 
radon (1 isotope of) 
atomic chlorine 
trichloroethylene 
carbon tetrachloride 
perchloroethylene(tetrachloroethene] 
methylchloride 
methylchloroform 
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CH2C12 

CHCI3 
CH2Br2 

CHBr2Cl 
CHBr3 

CH3Br 
CF3I 
CF4 

% 

C3F8 

C4F10 
c-C4F8 

C5F12 

% 

dichloromethane/ methylene chloride 
chloroform, trichloromethane 
dibromomethane 
dibromochloromethane 
tribromomethane 
methylbromide 
trifluoroiodomethane 
perfluoromethane 
hexafluoroethane/perfluoroethane 
perfluoropropane 
perfluorobutane 
perfluorocyclobutane 
perfluoropentane 
perfluorohexane 
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Index 

Absolute Global Warming Potential (AGWP), definition, 
216 

absorption coefficient (of aerosols), 145 
accumulation mode (of aerosols), 139 
adjustment lifetime, 82-3,115 
aerosols, 7 

budgets, 140-1 
carbonaceous, 137, 181 
see also soot 
direct effect on radiative forcing, 30, 181 
effect on clouds, 150,152,153^ 
formation, 133 
from biomass burning, 137,182-3 
from combustion, 136 
from oxidation of precursor gases, 136-7 
indirect effect on radiative forcing, 30, 1 8 3 ^ 
lifetimes, 133,140, 143 
measurements, 140, 142-3,156 
modelling, 148,157 
optical depth, 146,148-9 
organic, 136,152 
properties, 138, 139, 140,143-6 
radiative forcing by, 12, 31, 1 3 3 ^ , 144,147 
sea-salt, 135-6,152 
scenarios, 154 
sinks, 139,143 
size distribution, 133, 138-9,139, 143 
soil dust, 134-5, 152 
sources, 134, 136 
stratospheric, 98, 142 
transformation of, 137 
trends, 137, 141-2 
volcanic, 136,140, 142-3,186 

AGWP, see Absolute Global Warming Potential 
aircraft 

as sources of aerosols, 143,144,153 
as sources of gaseous pollutants, 99, 103,112 

Atmospheric Stabilization Framework, ASF, 260 

biomass burning, 137 
biosphere 

marine, 49, 58 
terrestrial, 51, 52, 56 

brominated species 
measurements of, 93 
ozone depletion by, 96 

sinks, 95 
sources, 94, 95 
stabilisation, 117 

carbon 
budget, 17-19, 46, 55 
cycle, 20, 41 
isotopes, 42, 46-7 

carbon dioxide, C0 2 

concentrations, 11-12,13, 16-17,19-20, 25, 42, 43 
emission scenarios related to energy, 265-84 
emission scenarios related to land-use, 286-9 
emissions, 48-9, 52-3, 60 
fertilisation, 18, 52, 54, 56, 57, 59, 65 
oceanic uptake, 47-8, 51 
radiative forcing by, 12, 16,172, 194 
recent anomalies, 42 
spatial distributions, inferred from concentration 

measurements, 48 
stabilisation of concentration, 11, 13, 21, 22, 60-1 
stabilisation of emissions, 13, 21 
terrestrial uptake, 53-5 

carbon intensity (in emission scenarios), 268 
carbon monoxide, CO 

used to infer OH concentrations, 83, 103 
measurements of, 103, 104 
sources and sinks, 103 

carbon tetrachloride, CC14, 92 
CCN, see Cloud Condensation Nuclei 
CFCs 

Global Warming Potentials, 221-2 
industrial production, 94 
measurements, 25, 92 
ozone depletion, 96 
radiative forcing, 194 
sinks, 95 
stabilisation, 117 
substitutes, 12, 29 
see also HFCs, HCFCs 

chemical transport models, 105-16 
climate feedbacks, 24-5, 27, 55-8 
climate sensitivity, 169-71, 211 
Cloud Condensation Nuclei, 138, 139, 142, 150, 151, 153 
C0 2 fertilisation, see carbon dioxide fertilisation 

deforestation, 51, 52-3, 56-7 
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DMS, dimethyl sulphide, 136-7 
dust, see aerosols 

ElChichon, 136 
emission scenarios, 60, 65 

criteria lor evaluation, 258 
developing new scenarios, 297 
IS92 scenarios, overview, 260 
IS92 scenarios, uses and limitations, 254-5, 296-7 
terminology, 258 

emissions profile(s), 62 
energy intensity (in emission scenarios), 270 
energy-related emission scenarios 

comparisons, 252-3, 265-84 
components and sensitivities, 253, 268-70, 282-3 
regional, 270-81 

enteric fermentation, 87, 293 

FCCC, 
feedbacks 

chemical, 83, 85 
marine, 57-8 
terrestrial, 56-7 

forcing/response relationships, 197 
forest regrowth, 51-2, 52, 53, 59 

GDP, see Gross Domestic Product 
Global Warming Potential 

and natural sources of greenhouse gas, 229 
definition, 32, 215 
indirect effects in, 82, 223 
product with emissions, 226 
reference molecule, 217, 221 
sensitivity to background atmosphere, 214, 218 
sensitivity to clouds and water vapour, 219 
sensitivity to time horizon, 229 
uncertainties, 221,226, 229 
uses and limitations, 211, 227 
values, 223 

Gross Domestic Product, GDP, 262-3 
relationship to population, 264—5 

GWP, sec Global Warming Potential, also radiative 
forcing index 

halocarbons, 92 
measurements of, 25, 28 
ozone depletion, 96-8 
radiative forcing by, 12, 28 
stabilisation (of concentrations), 117 

halons, 93-1, 117 
HCTCs 

stabilisation of, 117 
Global Warming Potentials, 221, 222 
industrial production, 94-5 

measurements, 93 
radiative forcing by, 172-3,194 
sinks, 95 

MFCs, 117,172-3, 194 
HITRAN database, 171 
hydroxyl (OH) in the troposphere, 79, 81, 82, 83,103 

index of radiative forcing, see Global Warming Potential 

Krakatoa, 143 

land-use changes, 51, 52-3, 53, 56-7 
land-use emission scenarios 

base year estimates, 286 
comparisons, 254, 284-94 
components and sensitivities, 254, 289-90, 292-3 
regional, 291 

lifetime, atmospheric 
definition, 82-3 
of trace gases, 82-3, 84, 84-5, 220 

Mauna Loa, 43 
methane, CH4 

adjustment time, 109,113-6 
atmospheric chemistry, 82, 85 
emission scenarios related to energy, 281 
emission scenarios related to land-use, 290-3 
from enteric fermentation, 87, 293 
from rice production, 87, 292-3 
global budget, 25, 86 
Global Warming Potential, 11,34, 222, 225 
indirect effect on radiative forcing, 25-6 
measurements, 24, 25, 87-9 
pre-industrial level, 88-9 
radiative forcing, 12, 25, 172, 194 
seasonal cycle, 87 
sinks, 25, 87 
sources, 25, 85 
stabilisation (of concentrations), 14, 116-7 

methyl chloroform, 
used to infer OH concentrations, 83-4 
measurements of, 12,13, 93 
sinks, 95 
sources, 94 
stabilisation (of concentrations), 117 

Montreal Protocol, 98,117 
Mount Pinatubo, 12,13, 32, 98, 136,143,186 

nitrogen fertilisation, 19, 52, 54-5 
nitrogen oxides, NOx 

measurements, 30, 100-3 
ozone formation, 80-2, 109-10, 112-13 
sinks, 100 
sources, 99, 112-13 
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nitrous oxide, N20, 281 
emission scenarios related to energy, 290-3 
emission scenarios related to land-use, 13, 25, 27-8, 

91-2 
measurements, 13, 25, 27-8, 91-2 
radiative forcing by, 12, 28,194 
sinks, 27-8, 91-2 
sources, 27-8, 89-90, 92, 293 
stabilisation (of concentrations), 14, 28,117 

non-methane hydrocarbons, NMHCs, 104-5, 131 

ocean, circulation, 57-8 
Ozone Depleting Potential (ODP), 227 
ozone, 03 , stratospheric 

ozone depletion, 97-8, 117 
radiative forcing by, 29-30,175-7, 193, 194 
WMO/UNEP assessments, 211 

ozone, 03 , tropospheric 
chemical processes, 80-2 
formation, 109-10, 111-16 
measurements, 98-9, 114 
modelling, 109-10, 111-16 
radiative forcing by, 30, 193 
stabilisation (of concentrations), 117 

perflourocarbons, 25 
measurements of, 94, 171 
radiative forcing by, 173 
sinks, 95 
sources, 95 
stabilisation (of concentrations), 117 

photochemistry, processes, 80-2 
POC, particulate organic carbon, 136 
population, 263-5, 268-70 
precursors of aerosols, 136-7 

radiative forcing 
adjusted forcing, 169-70 
as a measure of induced climate change, 211 
definition, 15, 169-70 
instantaneous forcing, 169-70 

radiative forcing index(see also Global Warming Potential) 
definition, 212 

indirect effects, 214 
limitations, 216 
various formulations, 215 

reference molecule, see Global Warming Potential 
respiration (in the soil), 57 
rice production (factors affecting methane emissions), 

292-3 

scattering coefficient of aerosols, 145 
ship tracks, 150 
soils, factors affecting nitrous oxide emissions, 293 
solar output, 13 
solar variability, 32, 189, 194-5 
soot, 136, 142, 152,183 
spectroscopy, 171 
stabilisation of concentrations, see entries under individual 

gases and aerosols 
stratosphere, see also Ozone 

temperatures, 81-2, 98, 177-8 
water vapour, 173, 180, 194 

sulphur, emission scenarios, 281-2 
sulphur dioxide, S02 , 136-7,155 
sulphur fluxes, 140 
sulphur hexafluoride, SF6 

measurements of, 94 
sinks, 95 
source, 95 
stabilisation (of concentrations), 117 

temperature, glacial-interglacial link with carbon dioxide, 
45 

ultraviolet light, UV, 80,100 
unidentified sink, 55 

volatile organic compounds, VOCs 
definition, 104 
sinks, 105 
sources, 104-5 

volcanic aerosols, see aerosols 
volcanoes, 13, 32,143,186 

WEC scenarios, 60 




