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IIASA's project "Ecologically Sustainable Developnent of the Biosphere" 
focuses on biotic (ecological) systems, particularly those long term 
(sustainable) behaviors which are produced in response to human (develop 
mental) activities, and are detected at global (biospheric) spatial scales. 
An important approach of the "Biosphere" Project to these goals uses 
mathematical and gaming simulations to explore the complex natural and 
sociological ramifications of ecosystem responses. The central Biosphere 
Project study on global vegetation change is being supported by an emerging 
study aimed at examining the potential future responses of the world's 
boreal forests to changes in global climate and atmospheric chemistry. The 
first step is to incorporate known environment-ecosystem relationships into 
mathematical models, exemplified by the content of this working paper. 

The incorporation into models of environmental processes which control the 
composition and dynamics of northern boreal forests must begin with the 
critical features of permafrost distribution and dynamics and their inter- 
relationships with vegetation cover. The current working paper presents a 
straight-forward approach to solving this problem, verifying the accuracy 
of the new model routines with vegetation and soils data and field studies 
in Alaska, USA. This work provides an essential element in our work to 
produce a globally-comprehensive mathematical model of boreal forest 
dynamics, and constitutes a basis for broader studies implemented during 
the summer of 1988 at IIASA. 

Allen M. Solomon, Leader 
Project "Ecologically Sustainable 

Developnent of the Biosphere'' 
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In this study, a simulation model of environmental processes in upland 
boreal forests was combined with a gap model of species-specific demograp- 
hic responses to these processes. Required parameters consisted of easily 
obtainable climatic, soils, and species parameters. The model successfully 
reproduced seasonal patterns of solar radiation, soil moisture, and depths 
of freeze and thaw for different topographies at Fairbanks, Alaska. The 
model also adequately simulated stand structure and vegetation patterns 
for boreal forests in the uplands of interior Alaska. 

These analyses suggest that this modeling approach is valid for upland 
boreal forests in interior Alaska and have identified the critical proces- 
ses and parameters required to understand the ecology of these forests. If 
validated in other bioclimatic regions, this model may provide a framework 
for a circumpolar comparison of boreal forests and a mechanistic context 
for bioclimatic classifications of boreal forest regions. 
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A SIMULATION MIDEL OF m A L  PROCESSES AND 
VEGETATION PAl'TERNS IN BOREAL FORESTS: 

TEST CASE FAIRBANKS, ALASKA 

Gordon B. Bonan 

1. Introduction 

Boreal forests are a major repository of the world's terrestrial organic 
carbon (Bolin 1986), and at these latitudes, there is a strong correlation 
between the seasonal sinusoidal dynamics of atmospheric carbon dioxide and 
the seasonal dynamics of the "greenness" (Goward et al. 1985) of the earth 
(Tucker et al. 1986). The association at higher northern latitudes of 
dynamics of atmospheric carbon dioxide and the dynamics of an index of the 
productivity of the vegetation (Tucker et al. 1986) is correlative, but a 
possible causal relation, with the 4 . c s  of the forests at these 
latitudes driving the atsnospheric carbon concentrations, appears to be 
consistent with the present-day understanding of ecological processes in 
these ecosystems (Fung et al. 1987; D'Arrigo et al. 1987). Along with its 
familiar role in plant photosynthesis, carbon dioxide is a "greenhouse" gas 
that has an active role in affecting the heat budget of the earth (Budyko 
1982). Thus, the possibility that boreal forests may actively participate 
in the dynamics of atmospheric carbon dioxide is of considerable sig- 
nificance, especially since the climatic response to elevated atmospheric 
carbon dioxide concentrations seems to be strongly directed to the boreal 
forests of the world (Bolin 1977; Dickinson 1986; Shugart et al. 1986). 

These large-scale forest/environment interactions are a motivation to 
better understand the environmental processes controlling the structure and 
function of boreal forest. ecosystems. Numerous researchers have examined 
specific aspects of boreal forests (e.g., Tamm 1950, 1953, 1976; Siren 
1955; Lutz 1956; Wright and Heinselman 1973; Larsen 1980; Persson 1980; 
Iiarpov 1983; Wein and Mackan 1983; Wein et al. 1983; Van Cleve and Dy~ness 
1983; Johnson 1985; Van Cleve et al. 19861, but as yet, no one has formu- 
lated a unifying model of the boreal forest, a paradigm to link the pattern 
of forest vegetation with the environmental processes that cause those 
patterns. 

The purpose of this paper is to develop a unifying conceptual model of 
environmental processes and vegetation patterns in boreal forests. Our 
current understanding of the ecology of boreal forests indicates that the 
boreal forest is a mosaic of vegetation types that reflects a combination 
of environmental factors unique to northern forests (Fig. 1 ) .  Climate, 
solar radiation, soil moisture, the presence or absence of permafrost, the 
forest floor organic layer, nutrient availability, wildfires, and insect 
outbreaks interact to contribute to the msaic pattern of forest types and 
the wide range in stand productivity characteristic of boreal forests 
(Bonan and Shugart 1989).  In this paper, a simple model that characterizes 
the birth, growth, and death of individual trees is combined with al- 
gorithms that simulate these environmental factors to better understand the 
processes controlling local and regional vegetation patterns in boreal 
forests. The validity of this model is tested in the upland boreal forests 
of interior Alaska. 



2. Solar Radiation 

The theory of "equivalent slopes" (Lee 1962; Lee and Baumgartner 1966) 
provides a convenient formula to estimate average monthly solar radiation 
received on a surface located at a given latitude, slope, and aspect (cf. 
Buffo et al. 1972; Frank and Lee 1966; Swift 19761, and Brock (1981) 
reviewed other approaches to calculating solar radiation. However, these 
methods fail to distinguish direct and diffuse radiation, which is a 
particularly important distinction at high latitudes (Rosenberg et al. 
1983). Consequently, in this model average monthly solar radiation is 
calculated using the methodology developed by Liu and Jordan (1960, 1962, 
1963) and Klein (1977) that decomposes total radiation received on a 
horizontal surface into its direct and diffuse components and then uses 
various tilt factors to adjust these horizontal components to components on 
the surface of interest (Fig 2). 

2.1 Solar radiation received outside the atmosphere 

Average monthly solar radiation is calculated by first determining the 
amount of solar radiation received on a horizontal surface outside the 
earth's atmosphere on the days that are representative of the monthly mean 
(Klein 1977; Brock 1981). This is a function of latitude, the solar 
declination, and the sunrise/sunset hour angle. Solar declination, D, on 
the nth day of the year is approximated by (lilein 1977; Brock 1981): 

D = 23.450 SIN [360(284+n)/365] 

The sun sets and rises on a surface when the solar incidence angle is 90" 
or when the solar altitude angle is 00, whichever occurs closer to solar 
noon (Keith and Kreider 1978). In general, it is not possible to derive a 
closed-form solution for the sunrise/sunset hour angles because of the 
complexity of the incidence angle equations. However, on a horizontal 
surface located at a latitude, L, the altitude angle of the sun at sun- 
rise/sunset is 00, and the sunrise/sunset hour angle, hs, is (Keith and 
Iireider 1978): 

COS hg = -TAN L TAN D 

The sun never sets when: 

T A N L T A N D  > 1.0 

In this case, the sunset/sunrise hour angle is equal to 1800 (Keith and 
Kreider 1978). Likewise, the sun never rises above the horizon when: 

TAN L TAN D < 1.0 

In this case, the sunset/sunrise hour angle is equal to 00. 

From these angular quantities, the solar radiation received on a horizontal 
surface at the top of the atmosphere on the nth day is (Klein 1977): 

[03S L 00S D SIN hs + (hs/57.296) SIN L SIX Dl1 



where : 

Ho = undepleted solar radiation (cal-an- 2 -day- 1 ) 

So = solar constant ( 2.0 cal-cm- 2 -min- 1 ) 

2.2 Direct and diffuse radiation on a horizontal surface 

When solar radiation enters the atmosphere, part of the beam is scattered 
in all directions by air molecules, water vapor, and dust; part is ab- 
sorbed, primarily by water vapor, carbon dioxide, and ozone; and the 
remainder reaches the surface layer. The procedure developed by Liu and 
Jordan (1960, 1962, 1963) and Klein (1977) attenuates solar radiation for 
these atmospheric effects and then decomposes total horizontal radiation 
received at the earth's surface into its direct and diffuse components 
(Fig. 2). 

Linear regressions of monthly data from several meteorological stations 
located throughout northern North America, Scandinavia, and the Soviet 
Union were developed to attenuate mean monthly solar radiation for at- 
mospheric effects: 

North America (n=10, F=1471, p<.0001, R2z.961) 

Scandinavia (n=5, F=1114, P<.0001, R2=.976) 

Soviet Union (F=2284, p<.001, R2=.980) 

where : 

H = mean monthly solar radiation received at the 
earth's surface (cal-cm-2-da;r-1) 

Ho = mean monthly solar radiation at the top of the 
earth ' s atmosphere ( cal-cm- 2 -day- 1 ) 

c = mean monthly cloudiness (in tenths) 

Mean monthly solar radiation at the earth's surface and mean monthly 
cloudiness were obtained from data in Hare and Hay (1974), Johannessen 
(1970), and Lydolph (1977). Mean monthly solar radiation at the top of the 
earth's atmosphere was calculated using the procedure outlined in the 
preceding section. 

In the procedure developed by Liu and Jordan (1960, 1962, 1963), the 
fraction of the solar radiation received on a horizontal surface at the 
earth's surface that is diffuse radiation is calculated based on the 
fraction of solar radiation transmitted through the atmosphere (ICreith and 
Kreider 1978): 



and 

where : 

Hd = diffuse radiation ( c a l m  2 -day 1 ) received on 
a horizontal surface at the earth's surface 

If Kt > 0.75, Hd/H = 0.166 (Keith and Kreider 1978). 

2.3 Tilt factors 

In Liu and Jordan's (1960, 1962, 1963) method, various tilt factors are 
used to adjust horizontal direct and diffuse radiation to that received on 
the surface of interest. A tilt factor is merely the ratio of solar 
radiation received on a tilted surface to that received on a horizontal 
surface. For direct radiation, the instantaneous tilt factor, Rb, is 
(Keith and Iireider 1978): 

Rb = COS i / SIN a 

where : 

a = solar altitude angle 

i = solar incidence angle 

To find the long-tern tilt factor, the instantaneous tilt factor must be 
integrated over the appropriate time interval with the direct beam com- 
ponent used as a weighting factor (Keith and Kreider 1978). Explicit 
solutions to tilt factors exist for various south-facing surfaces oriented 
due south and east or west of south (Klein 1977). However, for non-south 
facing surfaces, iterative or numerical methods must be used to approximate 
the appropriate tilt factor. In this case, the direct radiation tilt 
factor can be approximated by dividing the daily average of COS (i) by the 
daily average of SIN (a) for the period in which the sun is both above the 
horizon (a>OO ) and in front of the surface ( i<900 ) for the day of the month 
representative of mean monthly solar radiation (Keith and Iireider 1978). In 
this model, daily averages of COS (i) and SIN (a) are obtained from hourly 
calculations of solar incidence and altitude angles. 

For a given solar hour angle, h, where: 

and t is the time (in hours) from midnight, the solar altitude angle, a, 
above the horizon is calculated as (Keith and Kreider 1978): 

The solar incidence angle depends on latitude, solar declination, solar 
hour angle, and surface orientation (Keith and Iireider 1978). For horizon- 
tal surfaces: 



COS i = SIN a 

For surfaces facing due south with a tilt angle, s: 

COS i = SIN (L-s) SIN D + COS (L-s) COS D 0s h 

For tilted surfaces facing in directions other than due south: 

The azimuthal angle of the sun from the south, ~ s ,  is (Keith and &eider 
1978 : 

SIN as = COS D SIN h / COS a 

The solar azimuth angle is positive east of south and negative west of 
south (Keith and keider 1978). 

The wall azimuth angle, aw, is merely the aspect of the slope from south 
and is defined so that the angle is positive east of south and negative 
west of south (Keith and Kreider 1978). 

Diffuse radiation received on a tilted surface is different from that 
received on a horizontal surface because a tilted surface does not inter- 
cept radiation from the entire celestial hemisphere, which is the source of 
diffuse radiation. If the sky is assumed to be an isotropic source of 
diffuse radiation, the instantaneous and long-term diffuse radiation tilt 
factors, &, are equal to one another and are related to the radiation \-iek- 
factor from the plane to the visible portion of the hemisphere (Keith and 
Kreider 1978): 

Direct beam and diffuse radiation tilt factors are combined to give Rt , the 
ratio of total radiation received on a tilted surface to that received on a 
horizontal surface (Liu and Jo& 1962; Klein 1977): 

The average monthly solar radiation received on the surface is then: 

3. Soil Moisture 

3.1 Potential evapotranspiration 

There are a wide variety of methods to estimate potential evapotranspira- 
tion from plant conanunities. The best known and most widely used of these 
are the Penman-Monteith equation and Thornthwaite's method. The Penman-Mon- 
teith equation is a combination equation (i.e., considers both energy 
supply and mass transfer of water vapor from the evaporating surface) 
derived from the leaf energy balance equation (Rosenberg et al. 1983). It 
provides a rigorous method of combining the energy balance of a leaf with 
aerodjnamic and mass transfer parameters and gives good estimates of 
transpiration rates from forests (Rosenberg et al. 1983; Landsberg 1986). 



However, the generality of this equation is limited because the canopy 
resistance term can not be easily parameterized (Rosenberg et al. 1983; 
Landsberg 1986). Moreover, because it is derived from the energy balance of 
a leaf, the Penman-Monteith equation ignores fluxes of water vapor to and 
from the soil (Landsberg 1986). 

Thornthwaite (1948) and Thornthwaite and Mather (1955, 1957) estimated 
potential evapotranspiration from mean air temperature because over long 
time periods air temperature and evapotranspiration are similar functions 
of net radiation and therefore are autocorrelated (Rosenberg et al. 1983). 
However over short time pericds, mean air temperature is not a suitable 
measure of incoming solar radiation, and Thornthwaite's method underes- 
timates potential evapotranspiration during the summer when the solar 
radiation received at the surface is at its annual maximum (Rosenberg et 
al. 1983). Furthemre, this method does not capture the effect of solar 
radiation on local soil moisture patterns. This is particularly important 
in high-latitude boreal forests where the solar elevation angle is low and 
the effects of slope and aspect on soil moisture are accentuated (Viereck 
et al. 1983, 1986). 

Monthly potential evapotranspiration can be calculated from incoming solar 
radiation using a modified form of the F'riestley and Taylor (1972) formula: 

where : 

Ep = potential evapotranspiration 

Ra net radiant flux density 

G soil heat flux density 

a = empirical constant 

s = slope of the saturation vapor pressure curve at the 
mean wet bulb temperature of the air 

k = thermodynamic psychrometric constant 

By assuming that the soil heat flux is equal to zero when averaged over 
several days and that the net radiant flux is proportional to solar 
irradiance (Rs ) and air temperature (Ta ) ,  the F'riestley-Taylor equation can 
be simplified as (Campbell 1977): 

where : 

a, b = empirically derived constants 

This approach was used by Jensen and Haise (1963) and Jensen (1973) to 
derive the potential evapotranspiration equation used in this model. For 
months with mean air temperature above OOC, mean monthly potential evapotr- 
anspiration is calculated as (Jensen and Haise 1963; Jensen 1973): 



where : 

Ep = mean month1 y potential evapotranspiration ( cal-cm- - d a ~  ) 

T~ = mean monthly air temperature (O C) 

R = mean monthly solar radiation (cala-2 -day 

G and Tx are empirical parameters: 

where : 

E = site elevation (m) 

ez, el = saturation vapor pressures (mb) at the mean maximum and 
mean minimum temperatures, respectively, of the warmest 
month of the year 

Saturation vapor pressures, es (mb), are calculated from air temperature, 
Ta (OC), using Bosen's (1960) approximation: 

This approximation is accurate for air temperatures between -5loC and 540C 
(Bosen 1960). 

The soil moisture content algorithm is based on the amount of water, cm, in 
a unit area of soil. Potential evapotranspiration is converted from 
cal-cm- 2 -day 1 to a monthly total (cm) by dividing by the latent heat of 
vaporization and multiplying by the number of days in the month. 

3 .2  Soil moisture content 

The soil profile is treated as a one- or two-layered system consisting of a 
forest floor moss-organic layer, if present, and the underlying mineral 
soil. For each layer in the soil profile, the monthly soil water content is 
partitioned between ice and unfrozen water. In the first month of each 
year, the ice content of each layer is initialized at a volumetric moisture 
content, m, and the unfrozen water content is set to zero. For each month 
thereafter, the ice and water contents are adjusted for water released in 
the seasonal thawing of the soil profile, actual water loss, and drainage 
(Fig. 3). 

For the i t b  month, the water released during thawing of a soil layer is 
proportional to the depth of thaw in that layer: 

where : 



wt = water released during thawing (cm) 

m = volumetric water content of soil layer 

Xi = depth of thaw in soil layer in the i t h  month (cm) 

xi - 1  = depth of thaw in previous month (cm) 

The moss-organic layer is assumed to be saturated at the onset of thawing 
and therefore releases water during thawing in proportion to m=hat (i.e., 
the volumetric moisture content at saturation). For the mineral soil, the 
presence of a shallow permafrost table impedes soil drainage, causing the 
soil water table to be at or near the surface (Rieger et al. 1963; Dimo 
1969; Tyrtikov 1973; Van Cleve and Viereck 1981; Viereck et al. 1986). As 
the permafrost table becomes deeper, drainage conditions improve and soils 
are not as moist (Rieger et al. 1963; Kryuchkov 1973). This effect is 
incorporated into the model using a site specific drainage parameter in 
which m is a linear function between saturation, mat, and field capcity, 
m r c ,  depending on the maximum depth of seasonal thaw, x, during the 
previous year: 

The critical value x=32 cm is the average depth to permafrost reported in 
poorly drained Picea mariana stands underlain by permafrost in the vicinity 
of Fairbanks, Alaska (Viereck et al. 1983). The critical value x=100 cm is 
the rooting depth of well drained sites without permafrost (Viereck et al. 
1983). 

If a soil layer is not at least partially thawed, there is no water 
available to satisfy evapotranspiration demands, and the actual water loss 
from that layer is equal to zero. When a soil layer is at least prtiallg 
thawed, the actual water loss is solved by prtitioning the potential water 
loss between the moss-organic layer and the mineral soil layer and mus t -  
ing the potential water loss for the actual water loss. 

Monthly potential water loss is calculated as precipitation minus potential 
evapotranspiration. Measured precipitation is almost always less than the 
actual value, primarily because of wind losses. For example, precipitation 
is underestimated by 10-15% in Alaska (Ford and Bedford 1987) and by 7% in 
Sweden (Jansson and Halldin 1980). Consequently, in this model observed 
monthly precipitation is increased by 10%. 

When the potential water loss is positive, precipitation exceeds potential 
evapotranspiration, and the soil profile is assumed to wet from the top 
down. Under this favorable moisture balance, the water in excess of 
evapotranspiration demands is added to the top soil layer. If the water 
content of a soil layer exceeds the drainage parameter, m, the excess 
water, wx, is assumed to drain off into the next layer. 

When the potential water loss is negative, the potential water loss is 
prtitioned between the moss-organic layer and the mineral soil layer 
depending on the relative root distribution in the two layers. If the 
relative distribution of roots at depth z, r(z), decreases linearly with 



depth such that: 

r(z) = a + b z and J 0 
r(z) dz = 1 

where zr is the maximum rooting depth, then: 

and the relative root distribution between depths zl and zz is: 

This equation closely matches the relative distribution of roots in the 
organic layer and mineral soil for several soil types found near Fairbanks, 
Alaska (Table 1). The potential water loss from a soil layer h cm thick is 
then : 

p l  = r( h ) [precipitation - Ep 1 

When the potential water loss is negative, the actual water loss depends on 
the potential water loss and the amount of water in the soil layer (Dunne 
and Leopold 1978). A negative exponential function can be used to estimate 
the actual water retained in a soil for a given accumulated potential water 
loss (Pastor and Post 1984, 1985). This equation can be re-written to give 
the monthly water loss from a soil layer, awl (cm), for a given monthly 
potential water loss, pwl (cm): 

where : 

w = amount of water (cm) in soil layer 

W. = amount of water (a) in soil layer at a volumetric 
moisture content m 

The amount of water that a soil layer can hold at a given volumetric 
moisture content is obtained by multiplying the depth of thaw in the layer 
by the appropriate voltmetric moisture content. 

Thus, in the itb month of thawing, the amount of water, wi , in a soil layer 
is : 

wi = w, - 1  + wt - wx + awl 

and the amount of water frozen as ice, icei , is: 



When the soil profile begins to freeze in autumn, water is assumed to 
freeze in proportion to the monthly depth of freeze, and the water and ice 
contents are adjusted accordingly. 

The total volumetric moisture content of a soil layer h an thick is: 

mv = (W + ice) / h * 100 

and the gravimetric moisture content is: 

where d is the bulk density of the soil layer. 

4. Soil T h e 4  Ftegime 

There are two general approaches to modeling the soil thermal regime. 
First, knowledge of the physical and thermal properties of a soil can be 
combined with principles of energy transfer and heat flow to formulate 
highly detailed, physically-based computer models of the soil thermal 
regime. Such models have been developed for the soil thermal regimes at 
Barrow, Alaska (Goodwin and Outcalt 1975; Outcalt et al. 1975a, b; Outcalt 
and Coodwin 1980; Coodwin et al. 1984) and Sweden (Jansson and Halldin 
1980). However, the generality of these models is restricted by the 
detailed soils and meteorological parameters and the small time step 
required to solve the soil thermal calculations. 

The theoretical and computational problems involved in solving the fun- 
damental heat flow equations can be avoided by using empirical models that 
predict soil temperature from more easily measured surface climatological 
data. For example, the soil heat flux- is often a linear function of net 
radiation (Idso et al. 1975; DeHeer-Amissah et al. 1981; Rosenberg et al. 
1983) and can be predicted in the winter from daily maximum and minimum air 
temperatures, solar radiation, and snow depth (Cary 1982; Zuzel et al. 
1986). Soil temperatures at various depths can easily be predicted from 
above-ground climatic conditions, especially air temperature (Ouellet 1973; 
Hasfurther and Burman 1974; Bocock et al. 1977; Toy et al. 1978; MacLean 
and Ayres 1985) or merely the Julian day of the year (Meikle and Treadkay 
1979, 1981). Though this approach does not require knowledge of the 
physical processes regulating soil temperature, it does require large data 
sets to empirically develop and test the functions. 

In this model, the depths of seasonal freezing and thawing in the soil 
profile are solved on a monthly basis using the Stephan formula for 
freezing and thawing in a multi-layered soil (Carlson 1952; Jumikis 1966; 
Lunardini 1981). This avoids the small time steps required by physically- 
based heat flow models and the large data requirements of empirical models 
while taking into account the physical and t h e m 1  properties of the soil, 
the soil moisture content, the latent heat of fusion of water, and the 
duration of freezing or thawing (Junikis 1966; Lunardini 1981). Like most 
of the simple theory of heat transfer in soils, the Stefan equation solves 
the fundamental, one-dimensional heat conduction equation while neglecting 
convective heat flow from precipitation, snow melt, and surface water, 
which though usually negligible (de Vries 1975) can be an important factor 
in soil thawing (Moskvin 1974; Ryden and Kostov 1980; Kingsbury and Moore 
1987). Furthermore, the Stefan equation provides an approximate solution to 
heat conduction under the assumption that sensible heat effects are 



negligible. This is true if latent heat is much larger than sensible heat 
effects or if sensible heat effects are small--a condition that is true for 
soils with high water contents but which may not be true for dry soils 
(Lunardini 1981). The Stefan equation is also based on the assumption that 
temperature gradients in the soil are linear. When these conditions are 
met, Stefan's equation provides an accurate approximation of depths of 
freezing and thawing in soils (Carlson 1952; Jumikis 1966; Lunardini 1981). 
When they are not met, the equation will yield depths of freeze that are 
too large (Lunardini 1981). 

4.1 Depth of seasonal freeze and thaw 

The soil profile is treated as a two layered system composed of a forest 
floor moss-organic layer, if present, and an underlying mineral soil layer. 
Under the Stefan assumption, the degree-days required to freeze or thaw the 
i'b layer are (Jumikis 1966): 

where : 

Ni = number of required degree-days (OC-day) 

hi = thickness of the ii h layer (m)  

L = latent heat of fusion of the iih layer (k~al -m-~ 1 

n = thermal resistance of the layer (mz -0C-hr-kcal- ) 

R = sum of resistances for the overlying layers 

The thermal resistance of the i'h layer in the soil profile is (Jumikis 
1966 1 : 

where : 

ki = thermal conductivity (kcal-m- 1 -hr- 1 -O C- 1 1 

The latent heat of fusion of the ii-ayer is (Jumikis 1966): 

where : 

Q = latent heat of fusion of water (80 kcal-kg1 ) 

rn = gravimetric moisture content 

d, = bulk density (kg-m3) 

For each layer of the soil profile, the monthly depth of freeze or thaw is 
calculated by comparing the monthly cumulative climatologically available 
freezing or thawing degree-days, adjusted for surface conditions, to the 
actual number of degree-days required to freeze or thaw the soil layer 
(Fig. 4 ) .  If the available degree-days are greater than the required 



degreeAys, the layer completely freezes or thaws, and the available 
degree4ays are reduced accordingly. If the available degree4ays are less 
than the amount needed to freeze or thaw the layer, the depth of freeze/- 
thak- is (Jumikis 1966): 

where : 

xi = depth of freeze/thaw in the ith layer (m) 

Nca = climatologically available degree4ays 

N = number of degree4ays needed to freeze/thaw the overlying 
layers 

and the total depth of freeze/thaw is: 

where X is the thickness of the overlying soil layers. 

4.2 Physical properties of soil layers 

The thermal conductivity of an organic layer is a linear function of 
moisture content (de Vries 1975; Jansson and Halldin 1980). Thus, for a 
given moisture content, m, the thermal conductivity can be calculated as: 

where : 

ka = thermal conductivity at saturation 

ka = thermal conductivity when dry 

ms = moisture content at saturation 

md = moisture content when dry 

Estimates of unfrozen organic layer thermal conductivities range from 
0.54-0.40 kcal-m-1-hr-1-0C-1 (saturated) to 0.08-0.04 (dry) (Benninghoff 
1952; Brown and Johnston 1964; Jumikis 1966; Jansson and Halldin 1980; 
Goodwin et al. 1984). For low bulk density organic matter, the frozen 
thermal conductivity is equal to the unfrozen thermal conductivity at low 
moisture contents and increases to twice the unfrozen value at high 
moisture contents (Lunardini 1981). The bulk density of the moss-organic 
layer in Picea mariana forests ranges from 20-80 kg-m-3 (Dymess and Grigal 
1979; Viereck et al. 1979; Viereck and Dyrness 1979). Estimates of organic 
layer bulk density and thermal conductivities used in this model are given 
in Table 2. 

The thermal properties of northern mineral soils have been described for 
North America (Kersten 1949; Lunardini 1981), Sweden (Tam 1950), and the 
Soviet Union (Chudnovskii 1962; Shul'gin 1965; Dimo 1969). Iiersten's (1949) 
formulas, which calculate mineral soil thermal conductivities from bulk 
density and water content, closely correspond to similar data from the 



Soviet Union (Lunardini 1981) and are: 

fine-textured soils 

granular soils 

where : 

kt, kt = unfrozen and frozen thermal conductivities 
( BTU-in-ft- 2 -hr 1 -O F- 1 1 

m = gravimetric soil moisture content 

d = soil bulk density (lb-ft-3) (1 lb-ft-3 = 16.02 kg-m-3) 

These thermal conductivities are converted to metric units by: 

Bulk densities of mineral soils in the boreal forests of interior Alaska 
range from 960-1500 kg-m-3 (Viereck 1970; Grigal 1979). Mineral soil 
physical properties used in this study are given in Table 2. Moisture 
contents of the well drained soil were taken from (Rieger et al. 1963). 

3.3 Surface thawing and freezing degree-days 

Estimates of surface temperatures are needed to calculate the amount of 
heat (OC-day) applied to the soil profile during thawing and freezing. One 
approach has been to derive the equilibrium surface temperature as the 
surface temperature that balances the energy budget over a specific period 
of time (Outcalt 1972; Outcalt et al. 1975a, b; Terjung and O'Rourke 1982; 
Bristow 1987). However, a more simplified approach uses empirically derived 
corrections factor to adjust air temperature sums for surface conditions 
(Carlson 1952; Lunardini 1981). 

In this model, the empirical correction factor approach is used to abust 
the heat load for surface conditions. Several surface conditions based on 
the presence of a forest cover were devised to approximately correspond 
with known surface conditions (Table 3). Observed data indicate, for 
example, that during thawing the presence of a forest cover reduces 
temperatures at the surface of the mineral soil by 0.37/0.73 = 51%. Thus, 
the air temperature correction factor for trees on ground surface tempera- 
tures is 1.2230.51 = 0.62. Likewise, the correction factor for freezing is 
0.29/0.25$0.33 = 0.38. These values are used for forests in which available 
light on the forest floor is less than 50% that found in clearings. This 
critical light value corresponds to the average canopy coverage found in 
Picea mariana forests in interior Alaska (Slaughter 1983). Other correction 
factors in relation to canopy coverage are listed in Table 3, and though 
they are arbitrary, they take into account the effect of increasing stand 



density on the soil thermal regime (Tamm 1950; Shul'gin 1965; Moskvin 1974; 
Chindyaev 1987) and are the best that can be used given the limited data 
available. 

Air temperatures also need to be corrected for the effect of different 
slopes and aspects on the surface energy budget and depths of freezing and 
thawing (Tarran 1950; Shul'gin 1965; Dingman and Koutz 1974; Ryden and Kostov 
1980; Rosenberg et al. 1983; Rieger 1983; Viereck et al. 1983). On a 
regional basis, air temperature is a reasonable index of available energy, 
but it does not capture differences among components of the landscape 
(e.g., slope, aspect). However, air temperature can be adjusted for slope 
and aspect by the ratio of solar radiation received on a surface to that 
received on a horizontal surface at the same latitude (Riley et al. 1973). 

5 .  Forest Floor Organic Layer 

Boreal forests are characterized by a thick accumulation of organic matter 
on the forest floor (Bonan and Shugart 1989). In this model, forest floor 
characteristics from Picea mariana and P. glauca forests in the uplands of 
interior Alaska are used to parameterize a simple algorithm for forest 
floor buildup. 

The accumulation of organic matter on the forest floor is modeled as a 
first-order, linear differential equation in which annual accumulation is 
the balance between production and decomposition: 

where : 

W = biomass (kg-m- ) 

pnax = annual production (kg-m-2 

a = annual decomposition rate 

The solution to this equation is: 

where : 

w(t) = biomass at year t 

w(0) = initial biomass at t=O 

and the maximum forest floor biomass is: 

lim w(t) = Pmax/a 

Maximum reported moss productivity in interior Alaska is 0.20 kg-m-2 (Van 
Cleve and Viereck 1981), and annual decomposition in Picea mriana stands 
averages 2% (Van Cleve et al. 1983). This gives a maximum forest floor 
biomass of 10 kg-m-2 for Picea mariana forests, which is the same value 
reported in the literature (Van Cleve and Viereck 1981; Van Cleve et al. 



1983; Viereck et al. 1986). 

The forest floor depth can be found by dividing biomass by an appropriate 
conversion factor. For Picea glauca forests in the uplands of interior 
Alaska, annual decomposition rates average 6.7% (Van Cleve et al. 1983) and 
the maximum forest floor depth averages 0.10 m (Van Cleve and Viereck 
1981). Thus, the appropriate conversion factor is 30 kg-m-3. This value 
gives a maximum forest floor thickness of 0.33 m in Picea mariana forests. 
The maximum reported forest floor thickness in Viereck et al.'s (1983) 
study of Picea mariana stands is 0.38 m. 

The annual decomposition rate is a function of soil temperature and r-ss 
from 2% in cold, wet Picea mariana forests underlain with permafrost tc 
6.7% in warmer, drier Picea glauca forests without permafrost (Van Cleve et 
al. 1983). This soil temperature effect bas been modelled by Qla  equations 
(Bunnell et al. 1977). A similar equation in which annual decomposition is 
a function of depth of thaw, x, is: 

This equation was derived with the assumptions that a=2% when x=0.32 m (the 
average depth to permafrost in Picea mariana forests [Viereck et al. 19831) 
and that a=6.7% when x=1.54 m (the average depth of thaw in permafrost-free 
forests [Table 91). 

Mosses thrive in moist, shady environments (Bonan and Shugart 1989). 
Monthly moss growth is linearly related to the number of days in the month 
in which the moss is wet (Busby et al. 1978) or the monthly water defic~t 
(Pitkin 1975). In this model, the percent of the growing season in which 
water content is below the wilting point is used to limit moss grow in 
relation to soil moisture conditions. Mosses are not allowed to grow if 
this value exceeds 10% of the growing season. Moss productivity is reduced 
by high light levels (Bonan and Shugart 1989). Consequently, mosses are 
not allowed to grow if available light on the forest floor exceeds 75%. 
Deciduous leaf litter also inhibits the establishment and growth of mosses 
(Bonan and Shugart 1989). In stands where the deciduous leaf area is 
greater than 50% of the total leaf area, no mosses are allowed to become 
established. 

6. Fire Regime 

The fire regime in boreal forests is characterized by fire frequency, fire 
intensity, and depth of burn in the forest floor organic layer (Bonan and 
Shugart 1989). In this model, the annual probability of a stand burning is 
an input parameter defined as the inverse of the long-term expected fire 
frequency. 

Fuel load conditions are used to classify wildfires into Van Wagner's 
(1983) gentle, intense, and lethal fire classes: 

(1) gentle fires: fuel load < 30% 

These low intensity fires kill surface vegetation, but do not scar trees. 
To simulate this effect, all trees with a hameter at breast height (dbh) 
less than 12.7 cm are killed regardless of fire tolerance. 

(2) intense fires: 30% < fuel load < 60% 



These intense fires kill some trees and scar others. For this fire regime, 
fire tolerant trees are killed if dbh < 17.4 cm. Trees moderately tolerant 
of fire are killed if dbh < 25.4 an. Trees intolerant of fire are killed 
regardless of size . 
(3) lethal fires: fuel load > 60% 

Lethal fires kill all trees over a wide area. For this fire regime, all 
trees die regardless of size and fire tolerance. 

Fuel load is modelled as the ratio of accumulated stand biomass to a 
critical fire intensity parameter (e.g., maxirmnn stand biomass). This ratio 
quantifies Van Wagner's (1979, 1983) hypothetical relationship between 
potential fire intensity and stand age. 

Depth of burn in the organic layer is a linear function of moisture content 
before burning (Van Wagner 1972; Dyrness and Norvm 1983) and preburn depth 
(Dyrness and Norum 1983). Consequently, the percent reduction in the 
forest floor due to fire is modelled as: 

where : 

m = water content of moss-organic layer 

ms = water content when saturated 

m = water content when dry 

h = thickness of moss-organic layer (m) 

This equation is based on the assumption that the forest floor is totally 
consumed by fire when completely dry and otherwise is reduced as a linear 
function of moisture content and depth. 

7. Spruce Budworn Outbreak 

In eastern North America, Picea-Abies forests are periodically subjected to 
severe spruce budworm outbreaks (Bonan and Shugart 1989). These destructive 
attacks can result in significant mortality among the species susceptible 
to attack (MacLean 1980). The even-age structure of some Abies balsamea 
stands in eastern Canada is thought to reflect recent severe budworn 
attacks (Baskerville 1975). The probability of a budworn outbreak is a 
complex function of climate and stand structure (Bonan and Shugart 1989). 
In this model, the probability of attack is an input parameter defined as 
the inverse of the long term average frequency between budworm outbreaks. 

Mature trees are much more vulnerable to attack and suffer higher mortality 
than young trees (MacLean 1980). For species very susceptible to budworm 
attacks, 85% of the trees with dbh > 10 cm and 35% of the trees with dbh < 
10 cm are assumed to be attacked. For species that are only moderately 
attacked, 40% of the trees with dbh > 10 cm and 15% of the trees with dbh < 
10 cm are assumed to be attacked. These values correspond with budworm 
induced mortality data from MacLean (1980). Most mortality occurs within 10 
years of the start of an outbreak (MacLean 1980). Consequently, trees 



subjected to an attack are given a 1% probability of surviving ten addi- 
tional years. 

8. Nutrient Availability 

In the boreal forests of North America, site quality declines over succes- 
sional time as nutrients are tied up in the rapidly accumulating forest 
floor organic layer (Bonan and Shugart 1989). This model does not directly 
address this issue because of the numerous complexities needed to model 
interactions among moss-organic matter accumulation, soil temperature, and 
nutrient availability (Bonan and Shugart 1989). Instead relative nutrient 
availability is considered to be a constant input parameter used to ad~ust 
tree growth on sites of different relative nutrient quality. 

The forest growth model is of the JABOWA (Botkin et al. 1972a, b) and FORIT 
(Shugart and West 1977; Shugart 1984) class of forest succession models 
that simulate forest dynamics through the effect of available resources on 
the birth, growth, and death of individual trees on a small forest plot 
(1/12 ha). These "gap models" have provided a conceptual framework within 
which to synthesize ecological phenomena (Shugart 1984), and models of this 
type have been developed for specific forest stands in Scandinavia (Leemans 
and Prentice 1987; Kellomaki et al. 1987). The main structure of these 
models consists of two sets of subroutines that simulate environmental and 
demographic processes. The environmental subroutines determine physical 
site conditions (climate, solar radiation, available soil moisture, soil 
thermal characteristics, depth of the organic layer, fire regime, and 
insect outbreak). The demographic subroutines calculate tree grohth and 
population dynamics based on these site conditions (Fig. 5). 

Gap models are stochastic models of forest succession in which many 
important environmental and demographic processes are solved randomly 
(e.g., monthly weather, site conditions, mortality, reproduction). Much of 
the richness in model behavior is directly related to the introduction of 
randomness. Consequently, there is no closed form solution to the model. 
Instead, the 4vnamics of many individual forest plots (in this case 30) are 
averaged to give the expected dynamics of an idealized forest stand. 

9.1 Growth 

Optimal tree growth is calculated using the original JABOWA-FOREI' in- 
dividual tree growth equation (Shugart 1984). The assumptions required to 
derive this equation are outlined in Ebtkin et al. (1972a, b), Shugart and 
West (1977), and Shugart (1984). A multiplicative reduction factor is then 
used to scale optimal diameter increment to the extent that available 
light, soil moisture, nutrient availability, growing degree-days, and depth 
of seasonal thaw restrict tree growth. Growth multipliers relating in- 
dividual tree diameter growth to the degree that available light, soil 
moisture, and growing season temperature sum are limiting have previously 
been developed (Ebtkin et al. 1972a, b; Shugart and West 1977; Shugart 
1984). Nutrient availability growth multipliers have been developed by 
Pastor and Post (1985). These equations were relativized to give the 
relative growth response of trees on sites with different relative nutrient 
availabilities. 



Available Light Growth Multiplier 

shade tolerant rf = 1.00 [l.O-e-4.64 ( A L - 0 . 0 5 )  ] 

intermediate rf = 1-32 [~ .O-~-Z .S I  ( A L - 0 . 0 7 )  ] 

shade intolerant rf = 2.15 [l,o-e-l. 2 3  (AL-0.09) ] 

AL = e-. 2 5 L A  

where : 

LA = leaf area ( m2 nr 2 ) 

Soil Moisture Growth Multiplier 

rf = [(SMOIST-x) / SMOIST]l/2 

if x > SMOIST, rf = 0 

where : 

SMOIST = maxirmnn percentage of growing season that the 
species can tolerate soil moisture below the 
wilting point 

x = percentage of growing season with soil 
moisture below the wilting point 

Growing Degreedys Growth Multiplier 

rf = 4 (GDD-GDDmin) (GDDmax-CDD) / (GDhmx-GDDmin)Z 

where : 

GDD available growing degreedys 

O h i n  = minimum growing degreedys in speciesJ range 

GDDmax = maximum growing degree-days in speciesJ range 

Nutrient Amilability Growth Multiplier 

nutrient stress tolerant rf = 0.213 + 1.789 x - 1.014 x2 

intermediate rf = -0.235 + 2.771 x - 1.550 x2 

nutrient stress intolerant rf = -0.627 + 3.600 x - 1.994 xz 



where : 

x relative nutrient availability 
(scaled from 0-1) 

In high latitude boreal forests, an additional growth multiplier is needed 
to reduced tree growth due to the effects of permafrost. In interior 
Alaska, the above-ground biomass of Picea mariana and Picea plauca stands 
underlain by permafrost is a quadratic function of the depth to permafrost 
(Fig. 6). These equations can be divided by the respective maximum reported 
stand biomasses in interior Alaska (Picea mariana: 100 t-ha-', P. glauca: 
250 t-ha-1 [Van Cleve et al. 19831) to give the relative stand biomass 
response to permafrost. Because tree biomass is approximately a squared 
function of diameter, the individual tree response to permafrost is 
represented by the square root of the stand level response (Fig. 6). These 
equations indicate that optimal Picea glauca tree growth occurs on sites 
where the active layer is greater than 1 .7 m (Fig. 6 ) . Stoeckeler ( 1952 ) 
stated that optimal growth for Picea glauca occurs on soils unfrozen to a 
depth of at least 1.5-1.8 m. These growth multipliers can be generalized by 
assuming that Picea mariana represents permafrost tolerant species and 
Picea glauca represents species relatively intolerant of permafrost. 

9.2 Mortality 

Individual trees are subjected to the same age-dependent and stress 
mortality as in the FDRET model (Shugart and West 1977; Shugart 1983). All 
trees are subjected to age-dependent mortality in which they have a 1% 
probability of reaching their maximum age under optimal growth conditions. 
Trees with an annual diameter increment less than 1 rm for two consecutive 
years are subjected to stress mortality in which they have a 1% probability 
of surviving ten consecutive years of slow growth. Fire and spruce budworm 
outbreaks are additional agents of mortality. 

9.3 Reproduction 

The annual reproduction algorithm has been substantially changed from that 
of the FDRET model, which assumed that all species are equally capable of 
reproducing in a given year. This assumption is not valid for boreal 
forests where major reproduction events following fire reflect pre-burn 
stand composition (Dix and Swan 1971; Carleton and Maycock 1978; Larsen 
1980; Heinselman 1981; Johnson 1981). In this model, all species are 
potentially capable of reproducing in a given year, but the realized 
probability of establishment is conditioned by seed availability and 
species-specific site preferences. 

For each year of simulation, each species is initially assigned a reproduc- 
tion index of one. This index is then decrimented for site conditions. As 
with the growth algorithm, a multiplicative reduction factor is used to 
scale seeding probabilities to the extent that available light, soil 
moisture, nutrient availability, growing degree-days, and depth of seasonal 
thar; are limiting. In addition, if the amount of light on the forest floor 
is less than the minimum threshold value for a species, the reproductive 
index is set to zero. 

The presence of a thick (5-8 cm) moss-organic layer on the forest floor 



inhibits successful regeneration (Viereck 19731, though this response 
varies among species (Zasada 1971). In this model, negative exponential 
functions scaled to give probabilities of reproducing of either 0.5, 0.25, 
or 0.125 when the moss-organic layer is 5 an thick are used to simulate the 
species-specific detrimental effect of organic matter on reproduction. If 
the combined site conditions are less than 10% optimal site conditions, the 
reproduction index is set to zero. 

The reproduction index is then scaled for relative seed availability. If in 
the previous year a species had no mature trees on the plot, the index is 
decremented by a factor of 0.25. Several switches are used to scale the 
reproduction indices in response to seed availability following fire. 
Species with serotinous cones have enhanced seed dispersal following fires 
( W e  and Scotter 1973; Viereck 1973; Rowe 1983). If a species has serotin- 
ous cones, seed dispersal is increased by a factor of three following a 
fire if mature individuals were on the plot prior to the fire. Other 
species such as Betula papyrifera and Populus tremuloides have enhanced 
seed dispersal following fire because they disperse many light, winged 
seeds. For these species the reproduction index is increased by a factor of 
three when there is a fire. Although these switches are somewhat arbitrary, 
they do mimic the essential reproductive traits of boreal forest tree 
species (Fowells 1965; Rowe and Scotter 1973; Viereck 1973; Rowe 1983). 
Shugart and Noble (1981) used a similar approach to model seed availability 
following fire in Australian forests. 

The reproduction indices are summed for all species and relativized to give 
the annual probability of reproducing for each species. If a species is 
chosen for reproduction, seven saplings are planted. Diameters at breast 
height are assigned stochastically with a mean of 1.27 an. If available 
light on the forest floor is greater than 95%, the planting algorithm is 
repeated until the leaf area index is greater than 0.2 m2 m-2. Shugart and 
West (1977) used the same procedure to mimic the increased reproduction 
that occurs upon the opening of a gap in the forest canopy. 

Two types of vegetative reproduction are considered. First, root sprouts 
are planted deterministically as the number of stumps capable of sprouting 
times a species-specific sprouting index. Individual trees are capable of 
root sprouting upon death if their diameter at breast height falls within 
the lower and upper limits for root sprouting and site conditions are not 
limiting. Second, if a species can reproduce by layering and if site 
conditions are favorable, an additional seven saplings are planted. 

10. Required Parameters 

Required species parameters are listed in Table 4. Maximum age, maximum 
diameter, and maximum height of a species were taken from Fowells (1965). 
The growth parameter, G, for each species was calculated from maximum age, 
diameter, and height using the assumptions of Botkin et al. (1972a, b) and 
Shugart (1984). Shade tolerance classifications were obtained from Fowells 
(1965). The percentage of the growing season that a species can tolerate 
drought was taken from Pastor and Post (1985) or the site preferences of 
the species (Fowells 1965). The tendency for sprouting and the minimum and 
maximum diameters at breast height for sprouting were taken from Pastor and 
Post (1985) or estimated from life-history characteristics (Fowells 1965). 
Nutrient stress tolerances and the growing degree-day parameters were taken 
from Pastor and Post (1985). Fire tolerance and reproduction characteris- 
tics were obtained from Fowells (1965), Zasada (19711, Rowe and Scotter 



(1973), Viereck (1973) and Roue (1983). The ability to grow on permafrost 
was estimated from range maps and site preferences (Fowells 1965). Vul- 
nerability to spruce budworm attacks was estimated from MacLean (1980). 

Required climatic parameters (Table 5) are listed in Table 6. In gap 
models, climatic parameters such as mean monthly air temperature and 
monthly precipitation vary stochastically from year to year (Shugart 1984). 
Long-term monthly averages and standard deviations are used to draw 
required mean monthly air temperatures from a normal probability distribu- 
tion and monthly precipitation from a two parameter ganana distribution 
(Press et al. 1986). 

Required soils parameters (Table 5) were obtained from Rieger et al. 
(1963), and are listed in Table 7 for well drained, moderately drained, and 
poorly drained soils. In the boreal forests of interior Alaska and Canada, 
site quality declines over time as nutrients are tied up in the rapidly 
accumulating forest floor organic matter (Van Cleve et al. 1983; Van Cleve 
and Yarie 1986). This buildup of the forest floor layer is also associated 
with a decline in depth of seasonal soil thawing (Dyrness 1982; Viereck 
1982). Consequently, explicit changes in the soil nutrient status (i.e., 
the relative nutrient availability parameter) over time were considered to 
be correlated with permafrost phenomena and were therefore neglected. 

11. Model Validation: Fairbanks, Alaska 

11.1 Environmental site conditions 

The environmental algorithms were validated by their ability to reproduce 
seasonal and topographic patterns of site conditions. The solar radiation 
algorithm captured the essential seasonal dynamics of solar radiation 
induced by topography at Fairbanks, Alaska (Fig. 7). The potential evapo- 
transpiration algorithm also reproduced the seasonal d . . i cs  of evapo- 
transpiration for Fairbanks, Alaska (Table 8). Estimates of mean monthly 
solar radiation required for these calculations were supplied by the solar 
radiation algorithm. 

The depth of thaw algorithm was validated by its ability to reproduce 
characteristics of the soil thermal regime for forested sites located at 
various elevations and topographies in the vicinity of Fairbanks, Alaska. 
Air temperatures were adjusted for elevation by a dry adiabatic lapse rate 
of 1.00C per 100 m (Rosenberg et al. 1983). Required monthly solar &a- 
tion and soil moisture estimates were obtained from the preceding al- 
gorithms. 

The depth of seasonal thaw algorithm provided good estimates of the soil 
thermal regime in relation to topography, elevation, and the forest floor 
thickness (Table 9), though depth of seasonal thaw is not necessarily the 
same as depth to permafrost (Ryden and Kostov 1980; Lunardini 1981). 
Shallow seasonal thaw depths occurred in poorly drained upland and flood- 
plain sites with a thick forest floor; deep seasonal thaw depths occurred 
in well drained, south-facing upland and floodplain soils. Simulated 
seasonal soil freezing and thawing (Fig. 8) corresponded with observed 
seasonal patterns (Viereck and Dyrness 1979; Ryden and Kostov 1980; Viereck 
1982; Chindyaev 1987; Kingsbury and Moore 1987). The algorithm also 
reproduced the observed decrease in depth of thaw with increased forest 
floor organic layer thickness (Dyrness 1982; Viereck 1982) (Fig. 9). 



These results indicated the importance of soil moisture for the depth of 
thaw. Though topography, elevation, forest floor thickness, and soil 
drainage interacted to create the mosaic of permafrost patterns found in 
interior Alaska (Table 9), these patterns could not be reproduced without 
soil drainage differences. Also, the insulating effect of the forest floor 
layer depended on the moisture content of the mineral soil (Fig. 9). 

Interaction between soil moisture and depth of thaw was, of course, built 
into the model. The soil moisture algorithm was developed so that soil 
moisture increased up to saturation as the depth of thaw became shallower, 
thus mimicing the effects of permafrost on soil hydrology (Benninghoff 
1952; Rieger et al. 1963; Dimo 1969; Kryuchkov 1973; Van Cleve and Viereck 
1981; Viereck et al. 1986). However as a soil became wetter, the amount of 
energy required to thaw the soil increased. Consequently, the soil 
moisture content and depth of thaw in one year depended on the soil 
moisture content and depth of thaw in the previous year. In all the 
simulation cases, however, stable estimates of soil thawing and soil 
moisture were obtained after approximately one to five annual interactions 
depending on site conditions. 

This interaction between soil moisture and soil thawing is an important 
component of the soil thermal regime in permafrost soils. For example, when 
a fire removes the forest canopy and consumes part of the forest floor, the 
heat load on the mineral soil increases, causing the mineral soil to thaw 
to a greater depth (Fig. 10). This, in turn, improves soil drainage, 
allowing for an even greater depth of thaw in the following year. Eventual- 
ly a new equilibrium between depth of thaw and soil moisture is obtained 
and the depth of thaw stabilizes (Fig. 10). This suggests that for a given 
heat load onto a soil, there is a stable equilibrium between depth of thaw 
and soil moisture content. Moreover, these results are consistent with the 
reported annual increase in the active layer thickness after removal of 
part of the organic layer (Line11 1973; Viereck and Dyrness 1979; Dyrness 
1982; Viereck 1982), suggesting that this phenomena is caused, in part, by 
improved drainage conditions as the permafrost table recedes. 

11.2 Forest dynamics and vegetation patterns 

In the uplands of interior Alaska, the boreal forest is a mosaic of 
vegetation types that largely reflects fire history and the presence or 
absence of permafrost (Viereck et al. 1983, 1986). Picea mariana grows 
primarily on cold, wet, nutrient-poor, north-facing or bottom land sites 
underlain by permafrost. Picea glauca and the successional hardwoods 
(Betula papyrifera, Populus tremuloides) form more productive stands on 
warm, mesic, south-facing and bottam land sites without permafrost. 

Stand developnent following a catastrophic fire was simulated for a well 
drained, south slope Picea glauca-hardwood stand located on a terrace at 
133 m elevation and a poorly drained, 30% north slope Picea mariana stand 
at an elevation of 350 m. Lethal fires were assumed to occur in the initial 
year of simulation. Thereafter, no fires occurred on either site. The 
regeneration algorithm must be parameterized with seed availability data in 
the first year of simulation. On the south slope, mature _P. glauca, Betula 
ppyrifera, and Populus tremuloides trees were assumed to be present 
id iate ly prior to the fire. On the north slope, only Picea mariana was 
assumed to have mature individuals present prior to the fire. Additionally, 
the model must be parameterized with the depth of the moss-organic layer in 
the first year of simulation. The fire was assumed to completely consume 



the forest floor organic layer on the south slope and to leave a 10 cm 
residual organic layer on the north slope. These values correspond with 
observed site conditions following fire (Van Cleve and Viereck 1981). 

The simulated forest dynamics of the north slope Picea mariana stand 
closely matched observed forest succession ptterns. Observed data (Van 
Cleve and Viereck 1981) show that following fire the active layer increases 
significantly for approximately 30 years before decreasing to pre-burn 
depths after about 50 years when the forest canopy closes and moss-organic 
matter accumulates on the forest floor. A dense Picea mariana stage occurs 
between 51-100 years following fire, followed by a gradual breakup as the 
stand matures. Simulated stand biomass peaked at about 80 years, which 
corresponded with the observed dense stage (Fig. 11). Stand biomass then 
declined over time as the forest grew into a mature stand at about 100 
years. The fire was assumed to burn the forest floor to a depth 10 cm. 
This, combined with the removal of the forest canopy by the fire, resulted 
in a greater heat load onto the soil and a greater depth of seasonal thaw 
(Fig. 11). This depth of thaw increased to over one meter by year 20, but 
decreased sharply to pre-burn depths by the 40th year as the forest canopy 
closed and the moss-organic layer accumulated on the forest floor. 

Simulated stand structure and site conditions for the mature Picea mariana 
forest were representative of a Picea mariana-permafrost forest site near 
Fairbanks, Alaska (Table 10). Observed woody biomass and basal area range 
from 23.2 t-ha-1 and 7 m2-ha-1 on sites with permafrost to 10'7.6 t-ha-1 and 
27 m2-ha-1 on permafrost-free sites (Table 10). Predicted w-7 biomass and 
basal area on a Picea mariana forest with a shallow active layer (0.19 m )  
averaged 42.3 t-ha-1 and 11.6 m2-ha-l . In addition, site conditions such as 
active layer depth, forest floor thickness, and available light on the 
forest floor were within the range of reported values in the uplands of 
interior Alaska (Table 10). 

For these Picea mariana forests underlain by permafrost, a close correspn- 
dence between simulated and observed stand structure required that stress 
mortality be neglected. In FW1ET-derived gap models, individuals with an 
annual diameter increment less than 0.1 cm are subjected to age-independent 
mortality in which they have a 1% probability of surviving ten consecutive 
years of slow growth (Shugart 1984). This assumption is not valid for slow 
growing species such as Picea mariana with annual growth rates as lor; as 
0.1-0.2 m (Rencz and Auclair 1978). Instead, trees were assumed to be 
stressed when their diameter increment fell below 10% of optimal growth. 

Simulated forest dynamics for the south slope forest also corresponded with 
observed data. Observed data (Van Cleve and Viereck 1981) show that 
hardwoods initially dominate the site for about 100 years following fire, 
with Picea glauca relegated to an understory role. The transition to a 
Picea glauca overstory occurs at approximately 100 years, allowing the 
gradual accmulation of moss-organic matter on the forest floor, and by 
year 200, the transition to a Picea glaucalnoss forest is complete. 
Following fire, the simulated forest was dominated primarily by Betula 
papyrifera with a small component of Populus tremuloides (Fig. 12). This 
dense hardwood stand began to break up after approximately 50 years. After 
125 years, the forest was dominated by Picea glauca and moss-organic matter 
began to accumulate on the forest floor, though scattered hardwoods still 
remained. By the 200th year, the transition to a mature Picea glauca-moss 
forest was complete. 

Simulated stand structure during the hardwood stage was close to observed 



data (Table 11). Stand density, woody biomass, and forest floor depth for 
the mature Picea $ l a m  forest also corresponded with observed data (Table 
11). However in the mature Picea glauca stand, the maximum predicted stand 
basal area and stand biomass estimates were much lower than observed 
values. Stand basal area in the mature stand averaged 25.7 m2-ha-1 with a 
range of 19.4-29.0 rnz -ha- 1 . Observed basal area ranges from 30-60 m2 -ha- 1 . 
Similarly, maxirmm simulated stand biomass was much less than the observed 
data. Thus, though the model simulated the "average" Picea glauca stand, it 
did not simulate the most productive stands. 

The model was further tested by its ability to simulate landscape vegeta- 
tion patterns in the upland boreal forests near Fairbanks, Alaska. The 
model was initialized with topographic, soils, and forest floor organic 
layer data for 19 Picea mariana, _P. g l a m ,  Betula papyrifera, and Populus 
tremuloides sites listed in Viereck et al. (1983). Soils parameters for 
these sites are listed in Table 7. In the first year of simulation, each 
site was burned by a lethal fire, with fire severity calculated from 
simulated soil moisture conditions. Thereafter, fires were calculated at 
random with an annual probability of 0.01 (Picea mariana stands) or 0.0057 
(Picea glauca-hardwood stands). Critical fire intensity parameters were 
set to the maximum reported stand biomasses (Picea mariana: 10 kg-m-2, 
Picea glauca-hardwocds: 25 kg-m-2 [Van Cleve et al. 19831). Seeds for all 
four species were available following the initial disturbance. Forest 
growth was simulated for 500 years to approximate equilibrium conditions 
(Shugart 1984), at which time each site was classified into a forest type 
based on species dominance. Cold, wet sites with shallow active layers were 
dominated exclusively by Picea mariana (Fig. 13). Drier sites with deeper 
active layers were dominated by a mixture of Picea glauca and hardwoods 
(Fig. 13). These patterns corresponded closely with the observed forest 
distributions (Viereck et al. 1983, 1986). 

12. Conclusion 

In this study, a simulation model of environmental processes in upland 
boreal forests was combined with a FORFT-type gap model of species-specific 
demographic responses to these processes. This model successfully repro- 
duced seasonal patterns of solar radiation, soil moisture, and depths of 
freeze and thaw for different topographies at Fairbanks, Alaska. This model 
also adequately predicted stand structure and vegetation patterns for 
boreal forests in the uplands of interior Alaska. FOREL'-type models of 
forest dynamics have previously been developed for numerous temperate and 
tropical forests (Shugart 1984). The results of this study indicate that 
this modeling approach is also valid for boreal forests. 

Yet these analyses have also identified several FWET-assumptions that may 
not be not valid in high-latitude boreal forests. As previously discussed, 
current implementation of stress mortality in =-type models (i.e., 
annual diameter increment less than 0.1 an) is not appropriate for slow- 
-growing species. Second, the assumptions that allow a relatively simple 
attenuation of light through the forest canopy in --type models may not 
be valid in high-latitude boreal forests. Individual tree growth in these 
models is scaled by the degree that a tree is shaded by taller trees 
(Shugart 1984). A computationally efficient means of doing this is to 
assume that (1) the leaf area of a tree is concentrated at the top of the 
bole and (2) leaf area is distributed uniformly across the simulated forest 
plot. The low solar elevation angle at high latitudes clearly invalidates 
the first assumption, and though recent work has begun to address shading 



among high-latitude trees (Leemans and Prentice 19871, current versions of 
these models can not account for light attenuation along other than 
vertical path lengths through the forest canopy. 

The light attenuation problems caused by low sun angles may be offset by 
adjusting the spatial scale of the simulated forest plot for the low sun 
angle. The second light assumption requires that the size of the simulated 
forest plot correspond to the zone of influence, or shadow, cast by a large 
canopy dominant tree. In low latitudes, where the sun is high above the 
horizon during the growing season, this zone is related to the crown area 
of a canopy dominant. In high-latitude forests, where the sun is low on the 
horizon, this area is more related to the height of a canopy dominant than 
to crown area. Indeed, the 1/12 ha plot size used in these analyses 
corresponds not with the crown area of boreal forest canopy dominants, but 
rather with the long shadow cast by these trees during the growing season. 

These analyses have also identified several environmental processes which 
though thought to be important in understanding the ecology of boreal 
forests, have not yet been adequately explored. First, nutrient avail- 
ability was not explicitly considered in this model. Instead, relative 
nutrient availability was treated as a constant input parameter. Though 
models of nutrient availability at spatial and temporal scales appropriate 
to gap models exist (Aber et al. 1978, 1979; Pastor and Post 1985) and map 
help to explain forest dynamics in boreal forests (Pastor et al. 1987), the 
linkages among important nutrient cycling processes, the moss and lichen 
layers, and the soil thermal regime are complex and quantitative data 
needed to model these linkages are lacking (Bonan and Shugart 1989). 

Second, in permafrost regions of the boreal forest, the forest floor 
organic layer, forest canopy closure, soil moisture, and soil thawing are 
intricately intertwined, and the interactions among these processes are 
essential to modeling any one process. Though some aspects of these 
interactions have been examined in detail (e.g., the effect of the forest 
floor on the soil thermal regime [Bonan and Shugart 19891), for the most 
part, these relationships are only qualitatively understood. For example, 
reduction of the heat load onto the soil by the forest canopy can maintain 
permafrost in an otherwise unstable permafrost region (Bonan and Shugart 
1989). Yet quantitative interactions among forest canopy structure and the 
soil thermal regime are relatively unexplored. Instead, empirical ap- 
proximations must be used to adjust the heat load onto the soil in relation 
to canopy coverage (Table 3). 

Third, an adequate understanding of the ecology of boreal forests requires 
a thorough investigation of the effects of moss and lichen mats on tree 
growth and regeneration (Bonan and Shugart 1989). However, though thick 
moss and lichen mats are thought to preclude tree regeneration (Bonan and 
Shugart 1989), the quantitative effects of moss and lichen mats on germina- 
tion, establishment, and tree growth are largely unknown. More importantly, 
including moss and lichen in the model results in a mixed life-form growth 
model with inherent scaling complications in which the growth of the 
various life-forms respond to environmental factors at different spatial 
and temporal scales. 

Despite these problems, the overall ability of this model to simulate 
environmental site conditions and forest vegetation patterns in interior 
Alaska suggests that the conceptual hypothesis (Fig. 1) developed by Bonan 
and Shugart (1989) provides a useful framework in which to understand the 
ecology of upland boreal forests. If this is so, then the major environmen- 



tal factors needed to understand the ecology of these forests are climate, 
solar radiation, soil moisture, permafrost, the forest floor organic layer, 
nutrient availability, forest fires, and insect outbreaks. Certainly, 
different factors are important in different bioclimatic regions of the 
boreal forest. This study has identified the critical processes and 
parameters required to understand the ecology of upland boreal forests in 
interior Alaska. If validated in other bioclimatic regions, this model mag 
provide a framework for a circumpolar comparison of boreal forests and a 
mechanistic context for bioclimatic classifications of boreal forests 
reg ions. 
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Table 1. Observed and predicted relative distribution of roots in the 
organic layer and mineral soil for three soil types found near Fairbanks, 
Alaska (Viereck et al. 1986).  

Site I Site I1 Site I11 

forest floor 10 cm 25 cm 15 cm 

mineral soil 100 cm 251 cm 301 cm 

rooting depth 1002 cm 50 an 45 cm 

relative root distribution 

forest floor 19% 
observed 16% 

mineral soil 81% 2 5% 4 4% 
observed 84% 3 3% 4 5% 

1 depth to permafrost table 

2 maximum rooting depth is assumed to be 100 cm 



Table 2. Physical constants for the organic layer and mineral soil. 

A: Organic layer 

Saturation Dry 

bulk density 
(kg-m- ) 

volumetric moisture 
content 

unfrozen 
thermal conductivity 

frozen 
thermal conductivity 1.00 

- 

B: Mineral soil 

Well Poor1 y 
Drained Drained 

volumetric 
moisture content 

saturation 

field capacity 

bulk density 

( k g -  

maximum depth 

(an)  



Table 3. Correction factors to convert air temperature degree-day sums into 
surface temperature degree-day sums. 

A: Observed Correction Factors (Carlson 1952) 

Degree-day Correction Factors' 

Surface Conditions Thawing Freezing2 

spruce trees, brush, 
and moss over peat soil 

cleared of trees and brush 0.73 0.25 
but with moss over peat soil 

silt loam cleared and stripped 1.22 0.33 
of trees and vegetation 

B: Simulated Correction Factors 

Degree-day Correction Factors3 

Surface Conditions Thawing Freezing2 

0.75 < available light < 1.00 0.92 0.36 

0.50 < available light < 0.75 0.77 0.37 

0.00 < available light < 0.50 0.62 0.38 

1 temperature at surface of mineral soil 

2 snow not removed 

3 temperature at g r o d  surface 



Table 4a. Required species parameters. 

AGEPIAX - maximum age of species (yrs) 

D B M  - maximum diameter at breast height (cm) 

H?MAX - maximum height (m) 

G - intrinsic growth parameter 

LITE - shade tolerance classification 
(1: tolerant, 2: intermediate, 3: intolerant) 

SMOIST - the maximum percentage of the growing season that the species can 
tolerate soil moisture below the wilting point 

NSPRT - the tendency for stump sprouting 

SDMIK - the minimum diameter at breast height for sprouting (cm) 

SDMXY - the mavimum diameter at breast height for sprouting (cm) 

h"lYL - fire tolerance (1: tolerant, 2: intermediate, 3: intolerant) 

hrLTR - nutrient stress tolerance class 
(1: tolerant, 2: intermediate, 3: intolerant) 

IPFR - ability to grow on permafrost (1: good, 2: poor) 

IMOL - ability to reproduce on moss-organic layer 
(1: tolerant, 2: intermediate, 3: intolerant) 

I B K  - vulnerability to spruce budworm outbreaks 
(1: high, 2: low, 3: zero) 

ALC - light level at which reproduction is inhibited 

CDhin - minimum growing degree-days in the species' range 

GD- - maximum growing degree-days in the species' range 

EXTCH - reproduction switches [SWM=H(l) is true if the species has 
serotinous cones. SWrCH(2) is true if the species has copious 
wind-dispersed seeds. SWrCH(3) is true if the species can 
reproduce by layering]. 



Table 4b. Species parameters for boreal forests in the uplands of interior 
Alaska. 

Pi cea 
mariana 

Picea 
g lauca 

Populus 
tremuloides 

Betula 
papyri f era 

AGEMAX 

D B W  

HmAX 

G 

LITE 

M I S T  

NSPRT 

SDMIK 

s m ' i  

hrnL 

NUTR 

IPFR 

IMOL 

IBW 

ALC 

GDhin 

GDDlnax 

rn 

150 

9 1 

30 

175.6 

3 

0.40 

3 

10 

9 1 

3 

2 

2 

3 

3 

0.6 

280 

2461 

FTF 

140 

7 6 

30 

187.2 

3 

0 .30 

1 

10 

32 

3 

1 

2 

2 

3 

0 .6  

280 

2036 

FTF TFT 



Table 5. Required site parameters. 

A: Climatic Parameters 

latitude, longitude, and elevation of climatic station 

long-term mean monthly temperatures (OC) and standard deviations 

long-term monthly rainfall (an) and standard deviations 

monthly cloudiness (tenths of the sky covered) 

mean maximum and minimum daily temperatures for the warmest month of the 
year 

B: Site Parameters 

aspect, percent slope, and elevation of site 

volumetric mineral soil moisture contents at saturation, field capacity, 
and wilting point 

relative site quality* (0-1) 

relative fire intensity parameter (kg-m-2 1 

probability of fire (yr-1 ) 

probability of spruce budworm outbreak* (yr-1) 

annual moss productivity (kg-m-2 ) 

initial depth of forest floor organic layer (m) 

* not used in Fairbanks, Alaska test of model 



Table 6. Climatic parameters for Fairbanks, Alaska: means, standard 
deviations (parentheses), and mean minimum/maximum [brackets]. Source: Hare 
and Hay (1974), NOAA (1971-1976). 

latitude 64.80N, longitude 147.90W, elevation 133 m 

Month Temperature Precipitation Cloudiness 
(OC) (cm) ( tenths ) 



Table 7 .  Soils parameters, Fairbanks, Alaska. 

We1 1 Moderately Poor 1 y 
Drained Drained Drained 

volumetric moisture content 
saturation 35 % 44 % 53 % 
field capacity 20 2 9 3 8 
wilting point 6 6 6 

moss productivity (kg-m-2 ) 0.20 0.20 0.20 



Table 8. Comparison of observed and predicted potential evapotranspiration 
regimes for Fairbanks, Alaska. 

OBSERVED' 
P R E D I r n  

Month Mean Minimum Maximum 

June 12.2 cm 8.8 cm 16.0 cm 11.8 cm 
July 12.6 8.2 17.1 11.7 
August 8.7 6.5 13.3 7.0 

1 National Oceanic and Atmospheric Administration. 1972-1986. Climatic 
D a t a :  Annual Summary, Alaska. Volumes 58-72. National Climatic D a t a  
Center, Asheville, North Carolina. 



Table 9. Observed depth to permafrost and predicted depth of seasonal thar; 
for several sites near Fairbanks, Alaska. Source: Viereck et al. (1983) .  

Observed Predicted 

Slope Aspect Elevation Drainage' Forest Permaf rostz Thaw3 
floor depth depth 

Uplands 

Floodplain 

1 Drainage class (see Table 7 )  
PD = poorly drained 
MD = moderately drained 
KD = well drained 

2 - = no permafrost 

3 - = depth of thaw exceeded depth to bedrock (50 cm) 



Table 10. Simulated and observed stand structure and site conditions for 
mature upland Picea m iana  stands, Fairbanks, Alaska. Numbers in 
parentheses are ranges. 

Si-rnulated Stand Structure Observed' 

Age 100 years 

Density 

Basal Area 

2386 ha- 1 

(1812-2784) 

Woody Biorrrass 42.3 t-ha- 1 

(34.8-47.1) 

Forest Floor Biomass 88.5 t-ha- 1 

Simulated Site Conditions Observed 

Depth to Permafrost2 0.19 m - 
(0.19-0.25) (0.16-none) 

Forest Floor Depth2 0.30 m 

Available Light 0.45 0.46 
at Forest Floor3 (0.42-0.52) (0.33-0.60) 

1 Van Cleve et al. 1983, Viereck et al. 1986 

2 Viereck et al. 1983 

3 Slaughter 1983 



Table 11. Simulated and observed stand structure for upland Betula 
papyrifera and Picea glauca stands, Fairbanks, Alaska. Numbers in 
parentheses are ranges. 

Betula papyrifera 

Simulated Stand Structure Observed' 

Age 50 years - 

Density 

Basal Area 

1706 ha- 1 

(1140-2208) 

Woody Biomass 133.2 t-ha-1 111.6 t-ha-1 
(102.3-152.8) (91.9-147.1) 

Picea glauca 

Simulated Stand Structure Observed' 

Age 150 years 

Density 

Basal Area 

Woody Biomass 

1 002 ha- 1 

(336-2220) 

Forest Floor Depth 9 cm 
(7-10) 

174.4 t-ha- 1 

(61.5-245.8) 

1 Van Cleve et al. 1983, Viereck et al. 1986 
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Figure 2. Schematic representation of solar radiation algorithm. 
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Figure 4. Schematic representation of soil freezing and thawing algorithm. 
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Figure 5. Schematic representation of forest growth model. 
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Figure 6. A: Stand bianass in relation to depth to permafrost for black 
spruce (Picea mariana) and white spruce (Picea glauca) stands in the 
Porcupine Plateau-Yukon Flats physiographic region of interior Alaska 
(Yarie 1983). B: Growth multipliers in relation to depth to pennafrost. 
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Figure 7. Predicted mean monthly solar radiation received on a horizontal 
surface, a 20% north slope, and a 20% south slope at Fairbanks, Alaska. 
Observed data are fran Slaughter and Viereck (1986). 
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Figure 8. Predicted seasonal soil freezing and thawing, Fairbanks, Alaska. 
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Figure 9. Predicted depth of seasonal t h a ~  in mineral soil at Fairbanks, 
Alaska, in relation to forest floor thickness. 
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Figure 10. Predicted depth of seasonal thaw in mineral soil at Fairbnks, 
Alaska, after fire. Pre-burn conditions: moss-organic layer = 25 cm and 
closed forest canopy. Post-burn conditions: moss-organic layer = 15 cm and 
open forest canopy. 
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Figure 11. Sirmilated forest succession and site conditions for 200 years 
fo l low i~  a catastrophic fire on a poorly-drained, 30% north slope at 350 m 
elevation, interior Alaska. 



0 25 50 75 100 125 150 175 200 225 250 

Y E A R S  

Figure 12. Simulated forest succession and site conditions for 250 years 
following a catastrophic fire on a well-drained, south slope terrace at 133 
m elevation, interior Alaska. 
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Figure 13. Simulated distribution of upland forest types in relation to 
depth of thaw and soil moisture. 


