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FOREVORD

Two papers are presented here together in one package. The
first which follows, 1s a general introductory and theoretical
discussion of the problem of economic benefits estimation for CIM
technologies. It was written by Robert U. Ayres, leader of the
CIM project and Jeffrey L. Funk, now at Westinghouse R&D center.
The second paper presents a particular (macroeconometric)
methodology as applied to the benefits of robots and NC machine
tools for a single country: Japan. It was written by Shunsuke
Mori, a member of the CIM project team at IIASA. It 1s hoped
that the results will be of considerable interest in themselves,
as well as providing a viable model for future extension to other
countries.

Two earlier CIM VWorking Papers are relevant to the

approaches discussed here, namely [Ayres 86f] and [ Ayres 87bl.

Thomas H. Lee
Program Leader
Technology, Economy, Society
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The Economic Benefit of Computer—-Integrated Manufacturing:®

Introduction=

The evolution of manufacturing technology from the
1820's until after Vorld War Il can be characterized broadly

as exploiting economies o0f mechanization, specialization,

standardization, and scale. On an aggregate level, the
productivity of workers was enormously increased by
mechanization, subdividing, and rationalizing complex non-

repetitive tasks into a sequence of simpler repetitive ones,
higher precision, and bhigher operating rates of machine
tools, mass production of truly interchangeable standard
parts, use of dedicated automatic machines to maximize parts
output rates, and mechanical assistance <for parts handling
and assembly. Labor productivity improvements from the
1820's to the 1950's vary from one product to another, but in
many cases the overall i1improvement was several orders of
nagnitude. Metal cutting rates, for example, increased by
over 10¢ times from 1&9¢ to 187¢. However, by 1970 the
potential for further improvements along the same lines was
far more modest in most cases. Since 1950, the enmphasis has
shifted toward programmability and flexibility. The driving

force for this shift arises out of the growing complexity and

'Computer Integrated Manufacturing (CIM)> refers to the use
of computers to control the manufacture of discrete items. It
covers, therefore, materials handling and storage, cutting,
forming and shaping, parts, heat treating, surface finishing,
joining (e.g. welding), assembly, and inspection. It also covers
associated "overhead” activities such as design, production,
engineering, gquality control, plant operation, and internal
maintenance, and packing and shipping.

“This section has been taken from the prospectus for the CIM
project (lIASA, September 30, 1886).
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diversity of the modern industrial economy.®
Increasingly, the problem of production is a problem of

resource planning (i.e. coordinating suppliers and optimizing

materials handling> and of inventory management. From
another perspective, the problem of manufacturing is
inherently information-intensive, involving many tens of

thousands of binary go/no (yes/no) decisions based on sensory
data gathered at many points 1in space and time about the
state of each tool, each component, each subsysten, and the
production environment. Historically, only human workers
have had the sensory capability to acquire and interpret the
data needed to make these binary gos/no decisions. However,
since the early 1980's manufacturing firms have begun to have
an available alternative +to humans: the machine or robot
controlled by a "smart sensor".

The accumulation of technological changes in solid-state
electronics and conmputer science since the mid-zoth century
seems to have finally reached a critical point. Solid-state
microprocessors linked to solid-state sensory devices will

soon begin to offer more accurate and reliable means of

coordinating the complex processes required in modern
manufacturing. "Smart sensors'” are critical building blocks
of the foreseeable computer—integrated, unmanned

manufacturing plant of the future. =~

It is one primary hypothesis of +the CIM study that the

driving force ©behind this change is not a wish to avoid high

“For a more extended discussion of these issues 1in the CIM
Working Paper series see [Ayres 86f, Ayres 87bl.

*See Ayres [Ayres & Funk 85, Ayres 86cl, articles
forthcoming in Robotics Journal and Prometeus.
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labor costs per se, but the need to escape from the
bureaucratic inflexibility of organizations and the physical
inflexiblity of mechanisms that were the price of relying on
error—-prone human workers for all of +the micro-scale
information processing functions in the conventional factory.
Ultimately, it may be the desire to continually increase

reliability and quality without sacrificing flexiblity that

is the chief driving force behind the trend toward computer

integrated manufacturing.

In addition, we Thope to test several subsidiary:
hypotheses:

- that flexiblity to respond quickly to market changes is
at best a secondary motivation for most early users in
the first tier (systems integrators) and third tier
suppliers (job shops), but may becomne a strong
motivation for second-tier suppliers currently dependent
on "Detroit Automation”.

- that, currently, CIM 1is not needed by large-scale
producers (systems integrators> to achieve major
inventory savings and faster turnaround, and that CIX
will get increased attention by these manufacturers only
after the "easy" savings from statistical quality
control, “Jjust-in-time' methods (kan-ban), or materials-
resource planning {(MRP) have already been achieved. CIM
may offer more immediate benefits to second tier
suppliers who are under increasing pressure from their
customers to meet more exacting delivery schedules, with

shorter production runs.
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- that economies of scale will have a decreasing influence
in c¢oming decades, whereas economies of scope (i.e.
capital sharing facilitated by 1increased flexibility)
will have an increasing influence.

- that, as a consequence of increasing flexiblity of major
second-tier suppliers, the traditional niche for

speclalty subcontractors and suppliers will erode.

Benefits Measurement

The various hypotheses stated above imply that improved
product quality and increased flexibility in the wuse of
capital are beneficial to users of CIM. However the argument
thus far is only qualitative. To carry it a step further omne
must define quality and flexibility more precisely and
formulate them in terms of conventional economic variables
and models. This 1s the next task to be undertaken, and it
is a vital one.

To organize the discussion, 1£ is helpful to consider

five possible kinds of economic benefit. The list follows:

1. Labor saving. Some CIM technologies <{(most notably

robots) can be regarded as direct substitutes for semi-
skilled human labor. This means that robots (sometimes
called "steel collar workers') can also be regarded as
additions to the labor force, although their “wages' are

partly operating costs and partly costs of capital.

o

Capacity augmenting. Some CIM technologies, such as

scheduling systems and programmable controllers (PC's)
with sensory feedback, can be regarded as creating

additions to capacity. This 1s the case to the extent
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that they increase the effective utilization of existing
machine tools and other capital equipment <(e.g. by
permitting unmanned operation at night) or permit faster
turnarounds and reductions in the inventory of work-in-
progress. The productivity of capital is thus

increased.

Capital—-sharing. The major benefit of "flexibility"”, as
the concept is normally understood, is that it permits
faster response to changing market conditions, or
superior ability to differentiate products.® The major
reason for slow response 1s +the widespread use of
dedicated, specialized <(’Detroit”’> automation 1in mass
production. Here, the lowest possible marginal unit
cost is achieved at the expense of very high fixed
capital 1investment and large write-offs 1in case the
product becomes obsolete and cannot be sold.
Flexibility in this context is the ability to‘adapt (or
switch> capital equipment from one generation of a
product to the next. The term flexibility is also
widely used in a rather different context, to describe a
futuristic concept analogous to an automated job shop,
capable of producing '"parts on demand”. In either case,
capital is shared among several products rather than
dedicated to a single one. Evidently capital-sharing is
practically indistinguishable from capacity

augmentation. However it is perhaps slightly preferable

®A more extended discussion of the rfelationship between

flexibility and product differentiability <(i.e. wvia design

change flexibility or "mix flexibility”> can be found in
Boyer and Coriat (1987).
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to model it as an extension of the lifetime of existing
capital or ((in some cases) as credit for capital

recovery.

Product guality improvement. The term “quality’' is not

very precilse, since 1t comprises at least two aspects;

L product reliability (defect reductiony, and (2)

product performance. The latter can be disregarded,

here, as Dbeing an aspect of product change (discussed
next). It is postulated that several CIM technologies,
especially the use o0f "smart sensors” 1n conjunction
with programmable controllers, will eventually reduce
the 1in-process error/defect rate. Moreover, these
technologies will also permit more complete and more
accurate testing and inspection of workpieces and final
products. A quantitative measure of product
reliablility is needed, if possible, Dbetter than the
simple ~percentage of time operating’ measure that
appears throughout the bhuman factors 1literature l[e.g.

McCormick & Sanders 821,

Acceleration of product performance improvenent. As

noted above in connection with quality, improved product
performance can be distinguished in principle from
improved product reliability through reduced
error/defect rates. The latter is a function of the
manufacturing process only, whereas the former regquires
changes in the actual design of +the product. It was
pointed out that one ©benefit of flexiblity is that it
reduces the cost o0of each product change. A further

benefit is that, as a result, product redesigns are
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likely to be more 1frequent. The problem, for an
economlst, 1s to find empircal evidence of a
relationship between the cost of product redesign and
retooling and the rate of product performance

improvement. This appears to be a relatively unplowed

field of research, to date.

Static vs. Dynamic Approaches to Benefits Measurement

Up to this point, we have not attempted +to consider the
question: benefits to whom? In fact, this is a critical
issue Dbecause short-run benefits are likely to be
appropriated mainly by producers (as profits), whereas in the
long run in a competitive economy essentially all of the
benefits will be passed on to consumers through product price
reductions, performance improvements, and wage increases.*®

More important for our purposes, 1t 1is only the short-
term benefits appropriable as profit by producers that can
directly motivate innovation and technological diffusion
[ Mansfield 61, 681 . In this context, it is clear that in a
static environment, labor saving, capacity augmentation and
capital sharing may contribute immediately to profitability.
On the other hand, product quality and performance
improvements may have a less direct impact on profitability
in the short run, except to the extent that error/defect
control has a direct effect on costs.

In a static world of competitive “price-takers', and

given “fixed' and “variable' <costs, the optimum {(short-run

“This effect 1is reflected 1in the long-term rise in "labor
share” of output.
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profit maximizing?> production level 1is determined by the

shape of the wvariable cost curve. Assuming the usual U-
shaped variable cost curve, the optimum production level is
found by equating marginal revenue and marginal cost. If

demand increases, but total capacity remains fixed, prices
and profits will rise, and vice versa. If the industry is
profitable, any existing (or new) producer can increase his

capacity, thus reducing his average costs and breakeven point

and he can increase market share by price cutting. But if
several producers do this, the result is overcapacity and
losses. Moreover, assuning non-convertible (inflexible>

capital, the effective marginal cost now becomes the marginal
variable cost and each competitor will go on producing even
if it earns no net return on capital. In fact, the static
competitive market is inherently unstable (and therefore not
static) at any finite profit level.

In other words <(as Schumpeter pointed out long ago’,
profits in a competitive market are inherently a dynamic
phenomenon reflecting an exploitable temporary cost or price
advantage. The advantage at any moment in time may be due to
superior brand-name recognition, cheaper 1labor or energy
sources, better location vis a vis markets, more efficient
production technology or better product design. But unless
one or more of these advantages is protected, e.g. by brand-
name copyright <(e.g. “Coke'), a monopoly franchise (CBS), an
impenetrable secret or a set of interlocking patents,
profitability will last Jjust as 1long as it takes for a
competitor to imitate or improve on the product and/or build

a larger or newer plant.
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It follows, therefore, that continuocus long-term
profitablity for a firm can only be assured by a continuous
process 0of creating and exploiting new advantages (of some
kind) to replace the older, dissipating ones. Opening new

markets, advertising, product ilmprovment, process improvement

—-— all are means of creating competitive advantages. Forward
motion 1s essential: to be stationary 1s to sink and be
overwhelmed. A moving bicycle, a lasso, a ~“hula-hoop', a

child’'s top or a water ski are dynamically stable; but when
the motion stops the system collapses. The same thing holds
true for species in an ecosystem or firm 1in a competitive
market. There is no safe place to hide indefinitely from
hungry predators seeking a meal or hungry competitors seeking
a market.

In short, only a dynamic model firm behavior has any

value 1n assessing the benefits of CIM technologies <or,

indeed, any other technologies provided exogenously).
Furthermore, it 1s essential to view the firm in 1ts
competitive environment. Most simple models of the behavior

of the firm assume a static environment (e.g. an exogencus
demand schedule or market price and neglect the realities of
competitive response. If all competing firms adopted a more
efficient production technology simultaneously, none would
galn any special advantage over the others but all would bear
the cost of the necessary investment. To the extent that the
adoption of more efficient production processes (CIM) results
in lower <costs and these are subsequently passed on to

consumers as lower prices, the market for each product might
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(or might not) grow enough +to result 1in increased

profitability for the producer, ceteris paribus.

A Simple Dynamic Model for Estimating Private Benefits

(Profitability) of an Innovative Production Technigue

Suppose, for a moment, that each CIM adopter is a
monopolist in its market "niche’” and that this market is
characterized by a constant price elasticity®

PaQ
P 1

Q4F

where P 1is the product price and Q is the physical ocutput (=

demand) level. The producers profit (per unit time) can be
defined

T = (P - O)Q @
where C is a cost function. One commonly assumed simple cost

function is the so-called “experience curve’ ®

C = C‘::" N--—~ i (3 )

“At first glance this is a very herolc assumption, but
it 1is consistent with +the notion that firms with similar
production technologies can compete by product
differentiation. This formulation was introduced by
Chamberlin (1833, 1953).

*“This assumption 1is also moderately heroic, though
widely used 1in macroeconomic models. See, e.g. Houthakker &
Taylor 1970,

“The experience curve is often parametrized in terms of the
ratio s of end-of-period costs to beginning-of-period costs,

after each doubling of cumulative output. Typical values of s
range Irom 0.9 ta 0.6, The lawer the value of s, the faster
costs are declining. For a recent survey of the microeconomic

literature relating experience curves and cost functions,
[Gulledge and VWomer 86].



where N(t> 1is cumulative output up to time t

t
N = j QL' dadtr’ 4>
Q
or
daN
—_— = Q 5
dt

and b 1s a parameter characteristic of the industiry (see
Figure 10. If the market demand Q 1s growing exponentially

at a rate K

Q = RQeexp Xt (6>

then 1t follows from (1> that

P = Paexp(-Kt/o> 7>

and from (5) and (&) that

¥F =1+ (QasK)<exp Kt - 1D 8>

whence
nity = Qc}:a{Pt}He._H/W - Call + (Qc;\/K) (eXp Kt — 1)1 &)ert
o

where



Exponent b Cost Function

=—Ins/ln2
0.80
Semi-conductor active
elements (1964—1977) $/unit
0.70—
0.60—
MOS dynamic RAM production (1973—-78)
$/kilobit
Integrated circuits (1964—72) $/unit*
0.50— Free-standing gas ranges (1947—67) $/unit
Digital watches (1975—78) $/unit
Hand-held calculators (1975—78) $/unit
0.40— Disc memory drives (1975—78) $/kilobit
PVC price (1946—1968) $/Ib.
Steel production (1920—1955) man-hrs/ton
0.30—
Aircraft assembly (1925—57) man-hrs/unit
Petroleum cracking (1942—-58) $/bbl*
Crushed limestone (1929~71) $/ton*
MQOS—LS1 production (1970—76) $/unit
0.20
Petroleum refining (1860—1962) man-hrs/bb]
Mode! “T” Ford (1910—-1926) $/unit
0.10 Catalytic cracking {1946—1958) man-hrs/bbl
Electric power generation (1910—1955) $/kWh*
0 — I T I | T I
1.0 0.9 0.8 0.7 0.6 s

Slope of the Experience Curve

Source: Ayres, 1985 c.

*Constant $

Figure 1. Experience curve parameters for various industries.




For Kt >> 1 (9) reduces to

(L) 2 Qui{Pae ™+ — CulQua/K) Ferirt}akt (11>

In this case 1t can be shown easily [Ayres 85c)] that the

condition for growing profitability is
be > 1 1z>

Condition (12> therefore requires ¢ > 2 if b = 0.5 and ¢
> 1@ 1if b = ©.1. The condition is relatively easily met for
fast gowing industries with large values of b <{(such as
semiconductors> but it cannot be satisfied by more mature
industries with small values of b.

One obvious implication of the above result is that true
monopolists, who are fairly rare, —-— 1in contrast to
Chamberlinian monopolists -- are likely to have less
incentive to adopt new production technologies than actively
competing firms. In practice, oligopolists 1in mature, slow-
growing industries <{(small b) do apparently have rather little
incentive to innovate. Among a number of competing firms,
however, the earlier adopter of a more efficient production
technology 1is the one who will gain a temporary advantage and
increase his profitability, market share or both. (Here
long-term growth in profitability is not at issue>. On the
other hand, if +the innovation 1is unsuccessful, the early
adopter is worse off than the non-adopter. The choice, -~ to

adopt, or mnot -- is then made on the basis of failure risk

By

- »
vis a vig perceived benefits in case of success [Ayres & Mori

8617 . It is important to realize, however, that the "game” in
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slow-growth industries 1is likely to be even less favorable
than "zero sum’. In fact, if the innovation 1s &a success
early adopters probably gain 1less than late adopters will
lose. The problem 1is that nobody can opt out of the game
(prisoners dilemma), so that change of any kind is risky.

The simple model above explicitly assumes that the
benefits to CIM adopters are reflected in lower costs, rather
than increased demand due (Ior instance) to superior product
differentiability resulting in faster adaptation to market
changes.

However, the apparent limitation can be partially
overcome by adopting a Lancastrian point of view, namely that
product services are, in fact, differentiated bundles of
characteristics. A shift in demand function due to product

"improvement” is practically indistinguishable from a shift

in supply function due to process improvement. Either the
firm can provide more "utiles"” ©per unit cost, or a given
number of Tutiles” at less cost. The experience curve is

likely to be as applicable to the one case as to the other. '«

The analytical problem we must now face is as follows:
given & competitive market and a risky innovation of
uncertain success, how should a rational management play the
game? And, given evidence of success by some early adopters,
how can 'followers' be expected to react? These are soms Key

issues for future research.

"*"There is a considerable debate in the literature on
the microeconomic foundations of “experience curves' (e.g.
Arrow, 1962, Alchian, 1963 but the empirical evidence is
fairly convincing.
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Profitability and Diffusion®’

The rate at which new technologies substitute for
established ones has often been found to follow an S curve
{Fisher & Pry, 19711. However, the underlying mechanisms for
this have never ©been fully explained. The most widely
accepted reason 1s that new technologies follow a first order
diffusion process (demand proportional to fractional market
penetration) and a second order saturation process. The
solution to the differential equation (dfs/dt = af - bf#)
representing this situation, where f is the fractional market
penetration and a and b are constants, 1s the simplest form
of curve, known as a logistic function. VWhile this model is
analytically simple and fits a wide variety of ex post data
libidl, it offers no clues for ex ante prediction of the rate
at which diffusion will occur. Much of the technological
forecasting literature has used this model assuming _a priori
that an & curve will represent the rate of introduction. The
usual procedure is to determine the parameters of the curve
by curve-fitting. An ex ante methodology is greatly to be
desired. Mansfield (Mansfield 61, 681 was the first to
attempt this task wusing econometric methods. More recent
efforts along these 1lines have ©been reported by Blackman
[ Blackman 74], Martino [Martino et al. 78] and others.

The rate at which 1initial diffusion occurs has been
found to depend empirically on the expected profitability of
the new technology, the absolute size of the investment, the

tendency for the industry +to innovate, and the time-

''This section 1is based on a previously unpublished working
paper by Jeffrey L. Funk and the author (dated January, 1983).
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preference <(or discount) factor. Praofitablity can be
represented by a firm producing the product or using the new
technology at a rate that will maximize 1its present value
over a planning horizon. The size of the investment and the
industry will determine a firms's attitude towards risk and
short-term losses. The industry’'s tendency to innovate
should also affect the time horizon considered. These ideas
are the basis for the model described hereafter,

The rate at which a mew technology is introduced in a
sector can be viewed as a summation of the rates at which
individual firms introduce the mnew technology. Each firm
will introduce the new technolecgy in a way that will maximize
its objective function. Ve will assume the firm's objective
is to maximize the present value of future profits over some
time horizon, subject to a constraint on cumulative losses
allowed. The control variable for the problem 1is the price
P(t) or the guantity Q(t>, as a function of time. If the
price is =et below cost the firm sells temporarily at a loss
but gains production experience permitting it to reduce its
costs, The maximization problem is represented
mathematically below:

Max Wt

where

T

W)

! n(t> exp(-ftidt
0

T

{ [PY - COIQMrYexp(=46tHdt 13>
J

)



P(t) = unit price at time t

C(t> = unit cost at time t

Q{(t> = guantity produced per unilit time
é = discount rate

Before considering more complex cases, 1t is interesting
to note that for the simple case of Chamberlinian monopolist
in a ‘'niche', confronting a fixed price elasticity ¢, and a
given market price, the optimal rate of CIM adoption k has

been shown (Ayres, 1985) to be as follows:

k = o (r=-6> (14)

where & 1s the adopting firms effective discount rate, and r
is its target rate of return on investments. Alternatively
(r-&) represents the "risk—premium’ set by the firm, over and
above the discount rate.

A more complex model results if one introduces a loss
constraint. A constraint on the maximum loss per period can

be expressed as:

wtit> > =D (15>

A total loss constraint could also be introduced. Firms
may have different cost functions, discount rates, cumulative
loss constraints, and demand curves. The cost function wiill
vary for each firm depending on its existing capital stock
ancd personnel but in gemneral it will decline as a function of

cumulative production experience [e.g. Cunningham 8@l. The
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cost of equity and debt capital as well as management risk
preferences and perceptions of future prospects can result in
widely wvarying discount rates [Ayres & Mori 3861]. The
cumulative loss constraint will depend on a firm's liquidity
and its management's attitude towards risk. The time horizon
considered is also available. It probably depends on the
rate of exogenous technological change, i1i.e. on the expected
time before the existing technology becomes obsolete. Other
differences between firms and their products will affect the
demand for a product as a function of price and other
attributes. These differences will result in each firm
introducing the new technology at a different time and rate.

New technologies can be divided into new processes which
produce 0ld products and new products which are produced with
existing or new processes. CIM is basically a set of process
innovations. 0ld products produced by a mnew process will
normally be marketed initially at the same price as the old
process to prevent products from the same firm from competing
with each other. Here the decision variable for the adopter
is the quantity of products to be produced by CIMX vis ; vis
the quantity produced by the o©ld process. Thus, for the
moment, we consider only the case of a product demand curve
that is not changing over time.

Consider a (new) firm that wishes to adopt a new process
(CIM) to produce an established product. The market price
for the product is ﬁ, The CIM-adopter has unit costs C that
will decrease as & function of cumulative output by the new

process. It is free to offer its product at a different

price P that might be either higher or 1lower than 123 It
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confronts a constant demand function which is a function of
both P and g. For the CIM adopter, the problem is expressed
by (18> above, where its cost function C is given by equation
(3> apd N is given by equation (4).

Let & be the quantity by the old process produced and
let £ ©be the market penetration of the new process. It is
reasaonable to assume that the market share of Q is a function
of the relative prices P and g, but that -- for wvarious
reasons (including inertia and ~intangibles’') -- the market
will tolerate some price differential (P #F %), even though
the products produced by CIM technology are assumed to be
identical to those produced by conventional technology.
However the market responds to any differential by increasing
demand for the lower priced source.

A mathematical rélationship that satisfies this
condition (while being 1less restrictive than the constant

price elasticity assumption) is the following:

L
]

(IP.A/Plo - 1)Qa (16>

(1 - [P/7P10)Qa (17)

D
]

where a is the quantity produced by conventional means

= _ (18>

The parameters A, v and ¢ (see equation 1) are all to be
determined; P is & variable, while 2 is now assumed to be

constant.



Thus the CIM adopter now sees the problem as:

T
W(T) = ( [P - CgN_b]([AP/P]V - Qe exp(-8§tidt 1o
J
@
where
t
N = l QWdt' > = ([Aﬁ/P(t’)]w - DDQedt’ 20>
J
Q@

and (15> must be satisfied in all periods.

Taking the derivatives with respect to the time t:

dK/dt
dv/dt

1

(I AB/Ple - 1)Qa (21>

[P - CoN=1( XP/Ple - 1)Qo exp(-6t) (22>

The mathematical complexity of this formulation conceals
an essentilal tradeoff that the CIM adopter must face: Its
costs will decrease with accumulating experience; and its
costs will therefore fall faster 1if 1t sets 1its initial
(entry> price P as 1low as possible, to gain the largest
possible initial market share. On the other hand, its
initial unit costs can be expected to be high, due to break-
in problems and it will expect to lose money for a while.
Therefore, +the faster the intended penetration, the larger
the initial leoss. It follows that <(in this model) the
penetration rate 1is limited by the maximum annual startup
loss that can be sustained.

This problem can be solved using Optimal Control Theory

1]

as described in the Appendix. When there dsn’t any

constraint on the cumulative losses the diffusion process



need not occur at a finite rate. Each curve is for a
different initial cost. Numerical solutions are shown in
Figure 2. The higher the 1initial cost the lower the final

saturation level but the basic shape of the curve is not
changed. Cumulative revenues are shown in Figure 3 for the
same initial costs. Total profits <(above an acceptable
return on equity) over twenty-five years decrease with higher
initial costs. If the initial cost was greater than C, = 23,
no production should occur because it would result in
negative profits. For lower initial costs the cumulative
revenues early in the life of the project are negative, which
requires liquid capital. The firm can go bankrupt if the
pool of 1ligquid capital dries wup Dbefore profitability is
achieved.

Because there 1s no penalty for decreasing output <(thus
resulting in unused capacity), a cumulative loss constraint
causes the firm to have a discontinuous price path which
results in a discontinuocus output path. In real life a firm
would not change 1its price instantanecusly to eliminate
excess capacity or to achieve better customer relations in
the short run. This was resolved by assuming a constant
initial price <(close to prices satisfying +the necessary

conditions) until the costs were reduced to the initial price

without wviolating +the cumulative 1loss constraint. The
solution then follows from +the necessary conditions. This
produced continuous solutions for price and output. Market

penetration is shown in Figure 4 for price elasticities of .5
and 1. There is some resemblance to a traditional & curve,

but the differences are significant.
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Conclusion
In this paper, a simple dynamic model based on the
“experience curve' for estimating private benefits (to the

firm) 1s briefly discussed and some possible directions for
extension are 1indicated. An application of the model to
predicting penetration <(or diffusion) rates 1is discussed
also.

It was pointed out that there 1is another dimension of
the problem, viz. to estimate social benefits. To be sure,
the 1likelihood of social ©benefits does not, in itself,

provide a motivation for private firms to adopt a new

technology. In a centrally planned socialist economy, of
course, such a distinction should (in principle) be
unnecessary. But quite apart from the motivational aspect,

there 1s a very important methodological problem to be faced.
As noted previously, we need a dynamic model for evaluating
social benefits of CIM (or other new technologies). Such a
model is suggested by Mori 1in the following paper and

preliminary results are obtained for the Japanese economy.
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APPENDIX

Introducing the Hamiltonian function:

1l

where N and

P, P, N,

paths for N

H £

+

P

a, N and u are all functions of time.

nCAB/PI™ - 1)Qu

Pontryagin's maximum principle:

(2> d3H/3P
(3> JH/9N
45 dH/9m
(5> 9JH/3n
(6> OJH/dp
7> T > -
(8> nh
(9 u(D
From'(l),
(10> pL)

D

—-dan/at
—du/dat
dN/dt
dn/dt

Q
Q

(2) = © and using (9>:

Q.

Applying the necessary conditilions

(11> 3H/3P = Qu exp(~6t>(1 - a)>[AP/Pl» - 1

+ aCoAPN—®P~w-1 - 0APaP-=~1 = Q

(12> (1 - a)IAP/P1® - 1 - APaP—=—'[0 exp(-t>

(13>

(14>

Solving for P leaves two differential equations

dH/9ON

dH/9 "N

with two unknowns

BCN-*#~1 (LAP/P1™ - 1)Qu exp(-§t)

(CAP/P1™ - 1)Qu = dN/dt

ColN-#1 (LAP/P1» = 1OQu =xp(-8tol1l

+ ul

M are adjoint variables for N and a respectively, and
The optimal time

and P are determined by the necessary conditions of

(13 and 14)

(N and n). When the cumulative loss constraint

15 not violated a numerical solution can be found by assuming

M{®) and solving difference equations iteratively until u(T) = @



is satistied. For portions oi the sclution that vi

to Keep mit) > -x

i)
il

)

constraint it is maintained by choosing
o)

tr = CoN(t) %, when

P
l Brv=on <t al. ©33. This will reguire P .

X = ¢, until the necessary condition dH/dE = @ produces a price
greatar than the costs. The rest ci the solution follows from

the necessary Conditions as described earlier.



