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ADVANCED DECISION-ORIENTED SOFTWARE
FOR THE MANAGEMENT OF HAZARDOUS SUBSTANCES:

Part II: A Demonstration Prototype System

Kurt Fedra

1. THE STRUCTURE OF THE DEMONSTRATION PROTOTYPE

This report describes the implementation of a first demonstration prototype
of an integrated, interactive, computer-based decision support and information
system for the management of hazardous substances. Design guidelines and the
overall structure of the system have been described in Fedra (1985).

Recognizing the potentially enormous development effort required and the
open-ended nature of such a project, we have opted for a strategy that takes
advantage of the large volume of scientific software alresady available. A modular
design philosophy enables us to develop individual building blocks, which are vaiu-
able products in their own right, in the various phases of the project. This also
makes it possible to interface and integrate the modules in a framework which,
above all, has to be flexible and easily modifiable with growing experience of use.

The demonstration prototype can be constructed at relatively low cost and
only incremental effort, by using an open architecture concept for this framework,
with a functional and problem-oriented, rather than a structural and methodologi-
cal design

The system design combines several methods of applied systems analysis and
operations research, planning and policy sciences, and artificial intelligence into
one fully integrated software system. The basic objective is to provide a broad
group of users direct and easy access to these largely formal and complex methods
(see Appendix Al for a summary description of the overall project).
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1.1 Information Hanagement and Decision Support

The sheer complexity of the management of hazardous substances and related
risk assessment problems calls for the use of modern information processing tech-
nology. However, most problems that go beyond the immediate technical design and
operational management level involve as much politics and psychology as science.

The demonstration prototype system described here is based on information
management and model-based decision support. It envisions experts as its users,
as well as decision and policy makers, and in fact, the computer is seen as a media-
tor and translator between expert and decision maker, between science and policy.
The computer is thus not only a vehicle for analysis, but even more importantly, a
vehicle for communication, learning, and experimentation.

The three basic, though inseparably interwoven elements, are

. to supply factual information, based on existing data, statistics, and scien-
tific evidence,

. to assist in designing aliernatives and to assess the likely consequences of
such new plans or policy options, and
. to assist in a systematic multi-criteria evaluation and comparison of the

alternatives generated and studied.

The framework foresees the selection of criteria for assessment by the user,
and the assessment of scenarios or alternative plans in terms of these criteria.
The evaluation and ranking is again done partly by the user, where the machine
only assists through the compilation and presentation of the required information,
and partly by the system, on the basis of user-supplied criteria for screening and
selection.

The selected approach for the design of this software system is eclectic as
well as pragmatic. We use proven or promising building blocks, and we use avail-
able modules where we can find them. We also exercise methodological pluralism:
any "model”, whether it is a simulation model, a computer language, or a knowledge
representation paradigm, is by necessity incomplete. It is only valid within a smalil
and often very specialized domain. No single method can cope with the full spec-
trum of phenomena, or rather points of view, called for by an interdisciplinary and
applied science.

The direct involvement of experts and decision makers shifts the emphasis
from a production-oriented 'off line" system to an explanatory, learning-oriented
style of use. The decision support and expert system is as much a tool for the
expert as it is a testing ground for the decision maker's options and ideas.

In fact, it is the inveniion and definition of options that is at least as impor-
tant as the estimation of their consequences and evaluation. For planning, policy
and decision making, the generation of new species of ideas is as important as the
mechanisms for their selection. It is such an evolutionary understanding of plan-
ning that this software system is designed to support. Consequently, ease of use
and the necessary flexibiliiy and expressive power of the software system are
the central focus of development.
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1.2 Model Integration and User Interface

The basic elements of a model-based decision support and information system
as outlined above are the following.

From a user perspective, the system must first and foremost be able to assist
in its own use, i.e., explain what it can do, and how it can be done. The basic con-
ceptual components of this system are the following:

. the interactive user interface that handles the dialog between the users(s)
and the machine; this is largely menu driven, that is, at any given point the
user is offered several possible actions which he can select from a menu of
options provided by the system;

. a task scheduler or control program, that interprets the user request — and,
in fact, helps to formulate and structure it — and coordinates the necessary
tasks (program executions) to be performed; this program contains the
"knowledge' about the individual component software modules and their inter-
dependencies; .
the control program can transiate a user request into either:

- a data/knowledge base query;
— a request for ''scenario analysis"
the latter will be transferred to

. a problem generator, that assists in defining scenarios for simulation and/or
optimization; its main task is to elicit a consistent and complete set of specifi-
cations from the user, by iteratively resorting to a data base and/or
knowledge base to build up the information context or frame of the scenario.
A scenario is defined by a delimitation in space and time, a set of (possibly
recursively linked) processes, a set of control variables, and a set of criteria
to describe resuits. It is represented by

. a set of process-oriented models, that can be used in either simulation or
optimization mode. The results of creating a scenario and either simulating or
optimizing it are passed back to the problem generator level through a

. evaluation and comparison module, that attempts to evaluate a scenario
according to the list of criteria specified, and assists in organizing the
results from several scenarios. For this comparison and the presentation of
results, the system uses a

. graphical display and report generator, which permits selection from a
variety of display styles and formats, and, in particular, facilitates viewing
the results of the scenario analysis in graphical form. Finally, although not
directly realized by the user, the system employs a

. systems administratiion module, which is largely responsible for housekeep-
ing and learning: it attempts to incorporate information gained during a par-
ticular session into the permanent data/knowledge bases and thus allows the
system to "learn” and improve its information background from one session to
the next.

These conceptual elements cannot directly be mapped into corresponding
software modules; most of the above described functions are embedded in several
program elements. Also, it must be pointed out that most of these elemenis are
linked recursively. For example, a scenario analysis will usually imply several
data/knowledge base queries in order to make the frame and necessary parameters
transparent. Within each functional level, several iterations are possible, and at
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any decision breakpoint that the system cannot resolvé from its current goal
structure, the user can specify alternative branches to be followed.

It is also important to note that none of the complexities of system integration
are directly obvious to the user: irrespective of the task specified, the style of
the user interface and interactions with the system are always the same at the user
end.

Individual modules of the system appear as self-contained, autonomous enti-
ties. It must be possible to select and run any of them in random sequence. How-
ever, much of the system’s usefulness derives from the integration of its com-
ponent elements. The complexity of this integration, the multitude of logical and
practical problems resulting from the combinatorial explosion of possible options
and their prerequisites and dependencies, as well as the heterogeneity of the com-
ponent elements make it necessary to completely automate the dynamical inter-
dependency of options.

In the prototype, several examples and techniques of module integration are
implemented. As a simple example, data bases that provide input to simulation
modules can also be accessed through special interactive browsing programs to
examine their contents in detail (compare 2.1.01 and 2.1.07).

Simulation models that require input which may be predetermined by other
models, or specifications resulting from the browsing of data bases (defining a
current problem context or frame) use pass files to obtain such startup informa-
tion. If a relevant pass file exists, prepared by any previous action of the system,
the model will use it and automatically determine its startup state as far as that is
possible from the frame information. Any remaining control or input options, not
defined in the frame, either default to the models’ default set of startup conditions,
or are obtained by querying the user (compare 2.1.11.2, 2.1.11.3. and 2.1.11.4).

Switching from one module to another, e.g., using the next module as a post-
processor of the current module’s output data (compare 2.1.2) is accomplished by
just selecting the corresponding option in the current module's menu. Since some
of these options depend on certain preparatory actions, as is obvious in the case
of data post processors, these menu options can only be activated under certain
conditions. If these conditions are not given, a short message will invariably follow
an attempt to invoke them.

Alternatively, modules can use dynamic menus, that change with the
program’s status and offer only those options that are currently meaningful. While
this may reduce frustration for the novice, it is more difficult to use in the long
run. Fixed menus can be used with the help of eye and muscle memory in a fairly
mechanical manner, reducing the necessary re-reading of the current options by
the operator.

1.3 System Implementation

The demonstration prototype software system described here is implemented
on a SUN Microsystem’s SUN-2/160*) color graphics workstation. The workstation
is based on a 32 bit microprocessor (MC68010), supporting virtual memory

)The software gystem can be be upgraded to run under the new SUN 3/160C hardware
(MC68020) and corresponding software release by a few modificetions of the corresponding
configuration control files (make files) and libraries.
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management, thus freeing the programmer from the onerous task of storage optimi-
zation for large engineering applications. An auxiliary floating point processor
unit supports fast floating point operations, to make the interactive use of larger
engineering programs feasible. The workstation offers sufficient and fast
Winchester-based mass storage for large data bases and their interactive manage-
ment.

The user interface is based on a high resolution (1152x800, i.e., 1 Mega-pixel)
bit-mapped color screen (256 simultaneous colors or up to eight individual drawing
planes).

The software system, based on UNIX (Berkeley release 4.2 bsd) supports
several languages to allow the integration of already existing software. This also
makes it possible to select the most efficient language for a given task. In the pro-
totype described in this report, C, FORTRAN 77 and Pascal are used. Applications
coded in LISP (Franz Lisp, Common Lisp) and PROLOG are under development.

1.4 The Scope of the Demonstration Prototype

When developing a complex software system, like the one outlined in this
report, rapid prototyping is very important. Therefore, this first implementation
is on a demonstration prototype systemlevel. Given the time and resource limi-
tation of the project, higher efficiency of the code had to be traded off for speed
of development anc ease of implementation. When dealing with larger systems,
several of the prototype modules will have to be streamlined for higher perfor-
mance.

The main purpose of the demonstration prototype is to implement several
working examples of methods and approaches proposed and discussed in the struc-
ture and design report (Fedra, 1985), and thus provide a practical starting point
for prospective users to work with. Only by being exposed to an operational pro-
totype will users and co-developers be able to specify in greater detail the
features they want supported by the system.

From the entire range of applications, a small, but sufficiently realistic and
interesting subset has therefore to be chosen for this implementation. For the
industrial origin of hazardous substances, the sector or group of substances
chosen is the chlorination of phenols. Here many toxic compounds are involved,
including the ill-famed 2,3,7,B-tetrachlorodibenzo-p-dioxin (2,3,7,8 TCDD), a reac-
tion by-product in the production of 2,4,5-trichlorophenol (2,4,5 T).

At the same time, a realistic first prototype implementation can only involve a
certain small subset of simulation models from the set discussed in the strue-
ture and design report (Fedra, 1985), that would ultimately be integrated in a real
production system.

Further, the data and knowledge bases implemented are not extended to the
full size and the level of detail necessary for a real production system. Data col-
lection and verification is a major task in itself, undoubtedly beyond the scope of
this study. The prototype implementation will use collections of fictional and/or
readily available data from various sources and at various levels of aggregation.
However, the prototype examples include a rich collection of major geographical
features that need to be represented in any fully configured system. The data used
are taken from or based upon historical data from various existing regions, res-
caled wherever necessary. The prototype implementation spans the entire scale
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Figure 1.1' Elements of the simulation system.

from local to regional and up to national and European.

The production system and information bases of the prototype implementation
is reduced to a minimum set of functional elements that still allow the descrip-
tion of the entire coupled system as outlined in Figure 1.1. The structure and
framework, the style of the user interface, and the basic principles of the system's
operation, are those of a fully configured production system. The development of a
coherent family of such fully configured systems, implemented in several regional
to national versions as well as a set of derived systems focused on individual prob-
lem areas, but integrated into a compatible European superset and framework ver-
sion, is the ultimate long-term goal of the project.
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We certainly do not believe in the usefulness or feasibility of one all-
embracing super system, but see this as just one, albeit extremely powerful and
effective, tool out of the array of tools required to deal with the complex problem
area addressed here. But we also believe that only a rich and well-integrated set
of useful and usable tools which are readily available or can at least be recon-
figured for a new task at low cost in a short period, can expect to make a meaning-
ful contribution to real~-world problem solving.

Any particular problem that can possibly be structured, analyzed and
prepared for decision making by the tools in this system, will have strong case-
specific peculiarities, involving individuals’' idiosyncrasies as well as institutional
cultures and regional or national features. These elements will have to be con-
sidered if this system is to be broadly accepted by potential users. Only a well-
organized and truly modular-base system will be able to cope with these require-
ments.

The purpose of the demonstration prototype as the nucleus of this base sys-
tem is therefore fourfold:

. first, it is to serve as a demonstration system that allows prospective users to
gain hands-on experience with tools that might be able to help them solve
their specific problems;

. second, it is a set of tools in its own right, that can be used to study the set of
problems for which it is implemented;

. third, it is an operational reference collection of standardized building
blocks, modules, and procedures and concepts that can be used as a basis
from which similar tools for specific applications may be built;

. and finally, it is raw material, toolbox, and workbench at the same time, for
further development of the base system and a number of possible spinoffs.

Due to its modularity, heterarchical organization, and the flexibility resulting
from the standardized input/output structures used for the linkage of modules, the
system can grow without getting complicated and intractable. The degree of reso-
lution and detail required for any particular problem and application is largely
determined by the data bases supplied with the system, and does not directly affect
the basic software elementis.

The current prototype implementation is designed as an open-ended system.
No limitations on number, size, and connectivity of the modules are built into the
design. The system is also open in the sense that further development can go in
any of several directions with various degrees of effort and emphasis. By gaining
experience with the potential of the approach in hands-on experiments with the
prototype, the user community should increasingly be involved in defining future
development options and goals.
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2. COMPONENTS OF THE DEMONSTRATION PROTOTYPE

2.1 Master Menu Level

The Master Menu Level provides the top level of entry points to the system's
functions. All components are directly or indirectly accessible from here, and all
major functional units can return to this level. The structure of the menu program
is flexible, so that different items can very easily be incorporated into the menu
and the corresponding control programs. Modules accessible are either linked to
the body of the main (RUN) program, or, alternatively, they are implemented func-
tionally as stand-alone modules, invoked through systems level calls. In the latter
case, communication with the stand-alone modules is either through pass-files, or
via a limited set of command line arguments that can be passed with a systems call.

EIIASA Demonstration Prototype: Hazardous Substances Risk Management #Ha~ B

Prototype Demonstration Version 12/35.
This softeere system 15 developed by the

Internetions! lratitute for Applied Systams Ane lysis
TIASA, 4-2361 Lavsrdnsrg, Austria, under contract te

the Comrssion o¢ tw Europsen Commmities, CET,

Chemical Ssbstamces Databases Jornt Ressarcn Cantre, [spra Estabiisnmmnt, Itely.
Incwstrial Accidemts Reports All Rights Reserved.

Legislation and Regulations
!._'uul and Geographic Databases
Chemical Imdustry Databeses
Chanical Industry Amalysis
Chamical Process Plaat Asalysis
Seste:t Trestment amd Disposal
Saste: Isdestrial Vaste Streass
Iramsportation Risk/Cost Analysis
Esvirommsstal Ispect Assessmeat
Malti-Criteria Data Evaluation

Figure 2.1: Top level system masier menu.
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Access to the system’s functions and options is always through a system of
menus. To ease the task of learning for the novice, and to provide an efficient
working environment for the daily user, a consistent style of menus (Figure 2.1) is
used wherever possible.

To select options from the menu, the mouse pointer is positioned in the
appropriate section of the menu display, which will invert text/background colors
to acknowledge proper positioning. Actual selection is performed by pressing the
left mouse button. Instructions such as this (pressing the left mouse button), and
information on the current status of the selection process are displayed in one or
two status lines at the bottom of the screen, usually in red whenever user action is
expected.

Each menu contains at least:

. a QUIT AND RETURN option, that terminates the current level and returns to
the previous, higher level;

. an EXPLAIN CURRENT OPTIONS option, that gives possibly hierarchically
structured information on the currently active menu options; '

. one or more OPTIONS, as described by the EXPLAIN function.

Options are described with a short explanatory title. If an option is selected that
is not currently active because it may require other options as prerequisites, a
visible 'bell” (short inversion of the current background color to black) and
appropriate diagnostic and explanatory message, where necessary, are displayed.

In general, illegal user input (e.g., pressing the mouse buttons over non-
selectable parts of the display) triggers the visible bell, or is silently ignored. A
diagnostic message is supplied only if necessary.

As a special case, whenever the system waits for expected user input for more
than a certain time interval (currently about 10 secs), the visible bell (inversion
of background color) and a short message: ''waiting for user input" is displayed on
the status line (bottom line of screen) for about a second. This will be repeated
every 10 secs, until some input event occurs.

Data Structures:

Control information for menus is stored as static structures in the programs
using them. The structures include the position and size specifications as well as
the text written into the menu’'s slots. Several routines (creating, hiding, restor-
ing, and deleting menus) access this information through the structure pointer
passed with the call.

Paossible Extensions:

The menus could be improved by providing a broader range of visual and/or
audible feedback to the user. For example, the slot (menu option) currently
picked should be highlighted, e.g., by changing the text and/or background color.
This is particularly useful whenever the slot is used to toggle (switch between
enable and disable by repeated picking) a certain option (see, for example, cri-
teria selection in sections 2.1.06 or 2.1.12).

In the long run, inclusion of more extensive sound and voice generators as
well as voice understanding input should be considered to broaden the bandwidth of
man-machine interaction and ease the task of using the system.
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2.1.01 Chemical Substances Data Bases

The chemical substances data bases are built around a subset (about 500 sub-
stances and substance classes) of ECDIN, EC regulations, and various national and
international listings of hazardous substances (see Fedra et al., 1986b).

The chemical substances data base currently has the following possible entry
points:

- a list of the substances available in the data base with the option of scrolling
up and down to pick one specific substance for further information

- a list of basic class names with the possibility to go down the tree of groups
and subgroups:

chemical heterarchy

'"black list" (EEC list C 176/4)

"grey list" (EEC list C 167/7)

industrial use

danger at storage

transportation risks and regulations

hazard groups

possible reactions

toxicity

- the input of a substance name for some further information

0 00O 0O 00 O 0O ©O

- production process
- waste streams
- product and users

A special questionnaire has been developed for some additional properties of
interest (Fedra et al., 1986b). Additional information covers physical-chemical
properties as well as specific data for different models that have been imple-
mented and can be linked to the data base. This guestionnaire can continuously be
updated for the different substances of interest. Auxiliary software is used to

generate a random access data base from the individual (one per substance
included) sequential files generated by the questionnaire manager.

Data Structures:
The minimum data for every chemical stored is loaded at the beginning of the
data base program:
- a flag of ten characters, giving the following information:
1) if the chemical is on the EEC list C 176/4
2) if the chemical is on the EEC list C 167/7
3) if the chemical is on the EEC list L 230/11
4) if the chemical is highly toxic
5) if the chemical is explosive
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Figure 2.2: Top level menu for the chemical substances data base

6) if the chemical is a water pollutant

7)Y if the chemical is flammable

8) if the chemical is corrosive

9) if the chemical is radioactive

10) if there is more data on this chemical stored

- an identification number
- the name of the chemical.

Additional information is stored in separate files. These files can be edited
directly and therefore be transformed and updated easily.

To make the access to these data fast and efficient, and to keep the run-time
storage at a minimum, an intermediate program that converts separate,
sequentially-structured chemical data files into a random access file was
developed. Every time updates are made or new chemicals are added, this
transformation program has to be used.

When the user runs the data base program and wants some information on a

chemical, just that part is loaded from the random access file: this procedure
saves time and space. Input of the original data, however, can be done by the user
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Figure 2.3: Listing of basic substances

by straightforward editing of the corresponding raw data files.

The information is stored in two kinds of records: chem, which contains the
basic information for every chemical (fixed structure, fixed length), and proc,
with the information on related industrial processes (variable length, depending on
the number of processes involved).

chem
o name
o synonyms
o cas: Chemical Abstracts Number
o un: UN Number
o formula: chemical formula
o diamond: four flags for hazard ratings
o mw: molecular weight
o mp: melting point
o bp: boiling point
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Figure 2.4: Listing of subsitance classes

o fp: flash point

O Yp: vapor pressure

o vd: vapor densily

o sg: specific gravity

o app: appearance of the chemical

o odour

o state: solid, liquid, gas

o roe: routes of entry

o sympiloms: symptoms in case of intoxication

o carc: health impacts e.g., carcinogenicity

o irri: health impacts e.g., irritation of skin or eyes
o sol: water solubility of the chemical

o pers: persislence of the chemical

o mak: Maximale Arbeitsplatz Konzentration (TLV)
o apf: air pollution factor
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iZIIASA Demonstration Prototvpe: Chemical Substances. Classes Data Bases Aiwo
Conenel CASS: 108-95-2 NSz 1671
cernoiie acid, hydroxybenzene, phenylic acid Bl - =

State solid

ppearance: colorless till brown-black

hear: msedicinal, sickening sweet and acrid

Soiubility: slow water solubility

Persistence: somewhat persistent

Health: suspected carcinogen irritative
Sveptoms: headache, col l apse, unconsciousness, heart failure
Expuosure: inhalation, skin, direct uptake

Production: 850. KT (EEC 1930)

Lse: solvent, used for dyes and in petrolemm industry

distillation of petroleum
phenol,various organic chemicals YT

cooling tower sludge 4

waste bio sl Molecular weight 94.11g/mel

dissolved air flotation float Melting point 41.00
Boirling point 182.00 :C

slop oil emulsion solids

beat exchanger bundle cleaning sludge Flosh point 2?2 _«
api separator sludge Vapor pressure 0.20 atm
leaded tank bottoms Vapor density 3.24a/mle/K
non-leaded tank bottoms Specific gravity  1.07

crude tank bottoms Air poellution 0.26ppm
silt from water runoff MAK 5.00ppe

Legislation:

L quit | lsst process |aext process Directive 76/464/EEC
Directive 67/548/EEC

Figure 2.5: Summary page description for a basic substance

o pw: amount of production

o use: use of the chemical

o drnr: number of directives and regulations related to this chemical
o dr: directives and regulations concerned (drnr times)

o ip: number of industrial production processes concerned

proc

o inf: up to 16 groups of records covering the following topics:
process, feedstock, main products, by-products, number of waste streams,
reference for each waste stream to the waste stream data base

o process: text lines with information described above.
Possible Extensions:

Another perspective of information on the different chemicals, a heterarchi-
cal version of the Chemical Data Base, is currently under design (Weigkricht and
Winkelbauer, 1986).
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Each entry point for the user will be internally represented by a class of
chemicals. Each class consists of several subclasses, which are other entry points
to the data base, or of a number of chemical substances. These classes form a
heterarchical tree, i.e., each substance or class of chemicals can belong to
several superclasses.

This enables the system to support many entry points to the data base and still
keep short search paths to detailed information. Moreover the system then will be
able to provide general information about classes of chemicals as well, which will
be stored together with the description of a class and therefore immediately avail-
able to the user when he enters the data base.

This general information can be input from an "expert” or a synthesis of the
specific information stored for the corresponding subclasses or substances in the
form of a range, a statistical distribution or a verbal descriptor for the possible
value. If the data for a specific substance or a class is insufficient or is missed at
all, it should be possible to go up the path in the heterarchical tree and use the
more general information available there.

To combine the benefits of an object-oriented approach with those of
condition-action pairs, a heterarchical frame structure for the chemical data and
knowledge bases is being developed in Common Lisp, i.e., an object can be a
member of several classes and each class can belong to several superclasses, and
by adding ''rule abilities” to a special slot called actions, i.e., this slot does not
store information but performs procedural tasks which are defined as condition-
action pairs. A detailed description of the heterarchical frame-structure is given
below.

Our approach foresees the use of a basic list of about 500 substances (or
molecular substances, i.e., entities that do not have any sub-elements), con-
structed as a superset of EC and USEPA lists of hazardous substances. In parallel
we construct a set of substance classes which must have at least one element in
them. Every substance has a list of properties or attributes; it also has at least
one parent substance class in which it is a member. Every member of a group
inherits all the properties of this group. In a similar structure, all the groups are
members of various other parent groups (but only the immediate upper level is
specified at each level), ultimately all subgroups belong to the top group hazar-
dous substances.

While attributes of individual substances are, by and large, numbers (e.g., a
flash point or an LD5°). the corresponding attribute at a class level will be a range
(flash point: 18-30°C) or a symbolic, linguistic label (e.g., toxicity: very high).

The structure outlined below also takes care of unknowns at various levels
within this classification scheme. Whenever a certain property is not known at any
level, the value from the immediate parent._class (or the composition of more than
one value from more than one immediate parent_class) will be substituted. The
structure is also extremely flexible in describing any degree of partial overlap
and missing levels in a hierarchical scheme.

Frame Syntax:

Each class-frame consists of Lhe following six slots:
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. Explanation: verbal information about the current frame, concerning the
substance class which is represented by the frame, its attributes, the default
values and/or indirect references and the position of the frame in the
heterarchical structure; the main purpose of this information is for updating
and editing the frame by a knowledge engineer

. Superclasses: references to the classes to which the current frame belongs
. Description: attributes with values and/or procedural attachments (i.e., pro-

cedures which calculate the values or refer to them, or both) which describe
the substance class represented by the current frame

Subclasses: references to the classes which belong to the current frame

. Instances: references to the instances (i.e., substances) of the substance
class represented by the current frame

. Actions: condition-action pairs, where the actions of an action part are car-
ried out if the frame receives a message which matches the corresponding
condition pattern.

The formal description of a frame is as follows:

(Class classname
(Explanation (<Verbal Information>))
(Superclasses (<List of Classnames>))
(Description (
(<Slotname>-2 <Filler>-2)

(<Slotname>-n <Filler>n)))

(Subclasses (<List of Classnames>))
(Instances (<List of Substances>))
(Actions (H <Condition Pattern>

Then <Action Part>)))

<Verbal Information> = InfoText represented by a list of words
<List of Classnames> = classname | classname <List of Classnames>
<List of Substances> = substance | substance <List of Substances>
<Slotname > = attribute of the represented class
<Filler> = (Class classname) |

(Value value) |

(default (Lisp s-expression)) |

($if-needed (Lisp s-expression)) |

($if-added (Lisp s-expression)) |

(g$if-changed (Lisp s-expression)) |

($if-deleted (Lisp s-expression))
<Condition Pattern> = (<Pattern>1 <Pattern>-2 ... <Pattern>-m)
<Pattern> = constant | ?variable | #

<Action Part> = (Lisp s-expression)
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As an example, two class-frames from the heterarchical knowledge base struc-
ture for phenols are given below:

(Class aromatics:

(Superclasses (Object))
(Description {(attribute-1 ..... )
(attribute-2 ..... )

{(attribute-n ..... )]

{(Actions (If (List your members)

Then (prog (ask self subclasses) (ask self instances))))
(Subclasses {aromatic_hydrocarbons aromatic__heterocyclics))
(Instances NIL)) ’

(Class mixed__hydrocarbons _substituted_with_two__chlorines

(Superclasses (aromatic_hydrocarbons_double_substituted
chlorinated_phenol
mixed_chlorinated_aromatic._hydrocarbons))

(Descriptions (attribute-o+1 ..... ) '

{(attribute-o+2 ..... )

(attribute-p ..... »
(Subclasses NIL)
(Instances (2,4-Dichlorophenol 2,6-Dichlorophenol)))

To retrieve information the user may directly enter the name of a substance
or of a substance class, or he may specify value ranges (numerical and/or sym-
bolic) for one or more substance (class) attributes. The Information System
transforms this specifications into messages for the top level classes (also called
viewpoints). By receiving these messages the frames which represent the
viewpoints are activated.

The frames then check if they are selected by the user’s specification, and if
they are, then proceed to create messages for their subframes which again per-
form their matching operations and create messages, and so on. This recursive
procedure does not need to search through the whole structure because it is
directed by the rules in the Actions slots and the references in the #if- slots, sup-
ported by the inherited information.

This procedure results in a substructure of valid substance classes which
represents the systems view of the user’s level of expertise. This substructure is
from then on used to guide the user to the more detailed information, if he agrees
to proceed with the interaction.

Then this recursive message sending and receiving can be applied again,
starting from the current top level(s) of the substructure using the additional
information provided by the user (based on the displayed status of the attributes
of the classes level reached), until either the user is satisfied by the given infor-
mation about the current substructure’'s attributes or until the level of instances
(a single substance) terminates the user’s attempts to get further information.
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Updating is quite similar to the retrieval of information. First, the substruc-
ture which will be affected is localized by an interframe message sending/receiving
sequence. Then the updates of the attribute values are entered and checked if
they are consistent within the selected substructure by using the $if-added and
the #if-needed slot fillers together with the rules of the Actions slot which deal
with consistency tests.

After the consistency of the substructure has been proved, the same pro-
cedure is used for the next higher aggregation levels until the whole structure has
been proved to be consistent with the new and/or changed attribute values.
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2.1.02 Industrial Accident Reports

The industrial accident reports data base contains narrative accounts of
major industrial accidents involving hazardous substances. A summary report, fol-
lowing the report format of the Seveso Directive, precedes each narrative
account.

FIIIASA Demonstratior. Prototype: Major Industrial Accidents Data Base
PEPOFPT OF MAJOP ACCIDENT

Mesber State: ltaly
Reporting authority: Regiomal Heslth Awthority N
Lombardy, Milano 3
’ . Pl
GENERAL DATA
Date and time: 1976 7 10, 12 brs
Location Seveso
1OKESA/Gi vandan/Hof fmann La Rocbe
ACtivity: chemical masufscturing

TYPE OF MAJOR ACCIDENT explosion/emission
Substances emitted:
various chlorimsated phemols
2,4,5-trichlorophencl
2,3,7,3-tetrachiorodibenzo-p-dioxin (250-500g)

site of accident and affected ares

‘WATURE AND EXTENT OF DAMAGES REPORTED:
circumstances of accident casualties: within essabiishuwat  ousside estabiishmens

cause(s) of the sccident aome mome  killed
aowe 200-300 iajured
mome 200-300 poisowed

persons exposed: mowe 5000

material damage: minor 15 Mill. EQU

enviroan. damage: 50,000 amimais killed, s0i] costamisated

Figure 2.6: Example page from the indusirial accidents data base (partially
Sictitious data).

Access to the data base is currently from a menu list of reports, where a
header line is shown for each of the reports in the system. Selecting an appropri-
ate header, the user will then read one or several screens of information, com-
posed of text and graphics. Within a given report, forward and backward paging is
supported.

The basic components of any accident descript.ion‘) include:
. Place, date and time of accident

6Bm;ed on Officia) Journal of the European Communities, No. L. 230/17, 5.8.82, Annex VI.
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. Type of accident (explosion, fire, -emission of toxic substance: substances
emitted);

. Description of circumstances
. Emergency measures taken (accident management)
. Causes of the accident
J Nature and extent of damage:
o Casualties
. Persons exposed to the accident
. Material damage
. Current status of danger
o Medium- and long-term measures (accident prevention).

Data Structures:

Reports are currently stored as individual sequential text files, access is by
file name, which includes the report-ID, e.g., rep.0121. ’

Possible Extensions:

As an extension, selection of subsets by keywords and operations on identif-
iers (e.g., show reporits on accidents in western Europe since 1980 involving
chlorinated phenols and causing damages of more than 1 Mill. US &) is under
development. This data base management is based on a straightforward implemen-
tation of a relational model.

In a further step of development, for the interactive querying of primarily
text-oriented data bases, we are developing a new concept, hypertezt, which is an
interactive visual representation of a list and frame-oriented knowledge represen-
tation. Most items on display (e.g., a page composed of text, numerical data in the
form of tables, and graphics) are like menu items, that is, if you pick them with the
mouse pointer, they will expand into an entire new page of information (overlaying
the current one at least in part) which again contains entries which are headlines
for further entries and so on).

For example, by pointing to the names of subsiances emitted, the correspond-
ing page from the chemical substances data base can be called; or, by pointing at
the factory's name, the corresponding entry in the chemical industry locations
data base will be displayed. The information accessible in the hypertext concept is
thus a mixture of numerical, textual, symbolic/graphical and dynamic entries,
related to each other by a heterarchical organization. First elements of this
approach are built into the current chemical substances and industrial waste
stream data bases.

With the introduction of optical disk technology, one could also combine high-
resolution images (e.g., detailed maps, photographs, etc.,) with the basic text-
oriented information, extending the information base of the hypertext concepts by
orders of magnitude.
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2.1.03 Legisletion and Regulations

Similar to the above accident reports, the text files accessible through this
module cover selected EC directives and other relevant European legislation. As
an example, part of the Seveso directive (82/501/EEC, L 230/1) is included.

COLNCIL DIRECTIVE of 24 June 1932
Ref: $2/501/7EEC, 0] No. L 230/1

oa: the major accident hazards of certain industrial activities

ARTICLE I:

1. This Directive is concerped with the prevention of major accidents which
might result from certain industrial activities and with the limitations of
their coaseguences for man and the environsent.

It is directed in particular towards the approximation of the measures taken by
Member States in this field.

2. For the purposes of this Directive:

(a) Industrial activity means:

-~ any operation carried out in an industrial installation referred to in
Annex | involving, or possibly involving, one or more dangerous substances
and capable of presenting major accidents hazards, and also transport
carried out within the establishment for internal reasons and the storage
associated with this operation within the establishment,

- any other storage in accordance with the conditions specified in Annex 1I;

(b) Manufacturer means:
- any person in charge of an industrial activity;

Figure 2.7: A sample page from the Seveso Directiive

Data Structures:
The text files are stored as simple sequential ASCII files.
Possible Extensions:

Similar to the Accident Data Base described above, an extension to the hyper-
text concept would be possible for a convenient and flexible access to related
information.
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Also, to connect relevant directives to other modules (other than through
direct reference, as, for example, in the case of the chemical substances data
base, see section 2.1.01), each directive can be augmented with a list of context-
oriented keywords, which can provide linkages to individual directives or parts of
directives. For example, when defining a scenario for simulation (e.g., with the
transportation risk/cost analysis model), a menu option Relevant Legislation
could be activated if a trans-boundary shipment is considered, and Council Direc-
tive 84/631/EEC, L 326/31 applies. Selecting this option will then allow the user to
read part or all of the relevant regulation which may or may not affect the
scenario options.
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2.1.04 Regional and Geographical Data Bases

The regional and geographical data base options provides a map-oriented
browsing feature for the spatially organized data.

IIASA Demonstration Prototype: Geographical Coverage and Scope ..
! T f H B

Milem 9.1F 4S.3N ' ;

Populations 1704,000 ] i

MAP COMPOSITION
aoveriay topics:

political bousderies

identify OVERLAY GBJECT
toggle ADD/DELEIE

select SUB AREA
SELECT TO QUIT

to select a TOPIC for OVERLAY ition the mowse poiater over it
.dpr-nthloftm-eh.tt’-’??. o= pe >

Figure 2.8: Map of Europe with major settlements displayed.

Based on a basic map of Europe at the highest level of aggregation, the
module supports the interactive composition of topical overlays (see Figure 2.8) on
the map.

Overlay topics include:
. national boundaries;
. major settlements;
. major industrial production sites;
. chemicals storage facilities;
. European highways and national roads network;
. major surface water systems (rivers, lakes).
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JASA Demonstration Prototype: Geographical Coverage and Scope ...

Milan 9.1E 45.3N
Popnltation’ 170§, 000

M S oMPOSITION
c.oertan tepics

political boundaries i i ; ; .

o sectiemnts ‘ z? Lk S ‘s\f
industry locatioms ) ; "J Q}//z

rail metwork .

road metwork

idewtify OVERLAY OBJECT
toggle ADD/DELETE .
select  SUB AREA ]
1]
SELECT TO QUIT ;

Figure 2.9: Major seitlements with overlay of road neitwork, rivers and lakes.

Data Structures:

The data accessible through the geographical data bases interface are of two
types: they are either preprocessed graphical segments, i.e., pictures, or data
files that contain spatially distributed information. For example, the display of
major settlements is achieved by loading a preprocessed graphical segment. Iden-
tifying a settlement, and consequently displaying its name, location, and number of
inhabitants, is based on a corresponding file (which, as a matter of fact, is also
used to generate the segment in the first place), where the relevant information is
found by matching the coordinates of the object identified on the map with the
city’s coordinates in the data base. This redundant procedure is installed for per-
formance reasons. Raw data files for cities, roads (divided in arcs between two
settlements), rivers, or lakes always consist of basic information (e.g., the name of
the settlement and its size, or the name of a river, its length, average flow, etc.)
followed by one or more sets of coordinates.

Possible Extensions:

Functionally, the most important extension of the current data base would be
an arbitrary zooming facility, which, at all but the highest level of resolution,
would allow the deafinilion of a sub-area in the current display which would subse-
quently be magnified to the full display size available.
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From an implementation point of view, the inclusion of raster-oriented image
data (e.g., as produced by aerial photography or satellite-based imagery) and sub-
sequent image-processing functions would be attractive and extremely powerful
options. The use of satellite generated data can solve the major problem of large-
scale geographical data bases, i.e., data acquisition and updating for several
categories of information (e.g., physiography and land use).

The use of dense raster images, however, would require substantial mass
storage facilities. With the emerging optical disk technology, this probliem could
be solved in a very attractive and cost-efficient way.




- 26 -

2.1.05 Chenmical Industry Data Bases

Two major data bases are currently provided: they cover major European
production sites (concentrating on phenol, chlorine, and related products) as well
as major storage facilities.

The material is accessible, in part, through the regional data base, or
through its own display module.

Sol & Cie sa

Cityr Aatwerp
Commtry: Belgium
Mnjor Prodect Growps:

Organic Chemicals

Feedstocks aad lotermediates

Polywer Prodacts (Plastics sad Resins)
Paiat & Allied Products

Amsusl Bulk Prodectiom: 185000 MY
Major Prodacts :
polypropylese & copolymershylene-diisocynate

caprolactas
carboa dioxide
complex fertilimers
cyclohexamol /cyclobexancn mixtwre o »
cyclobexanone
ethylbenzene
ethyleae glycols
ethylene oxide
kydrogea [ fluoroacetic acid
9 methyl isocyanate MIC
k*  @hydrogen fluoride
b *8% nydrogen sulphide

M b oclobeximide

dispiey next location 9 dimethyl pbosphorsmidocyanidic scid
iom techmologies

EXPLAIN CLRRENT OPTIONS Accideat Reports: nowe

Figure 2.10: Sample display from the indusirial producers daia base (dala
partly fictitious).

The information provided includes:

. name and location of the producer;
. major products or product groups;
. information on the size of the installation (production volume, financial turn-

over, number of employees);

. reference to the production technologies data base (see Chemical Process
Plant Analysis);

. reference to the accidents data base, if appropriate.
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Data Structures:

The industrial producers/sources data base contains information about major

industrial producers and chemical production plants.

The data elements of the data base structure for each firm/location are the

following:

name: name of the firm

city, country: where the firm is located

lat, Ing:- word coordinates of the firm’s location
employees: number of employees

refl: reference from where above data are taken
tonnage: annual production of chlorine and/or phenol
unit: measure for chlorine and/or phenol production
cl_ph: if either chlorine or phenol is produced

ref2: reference from where above data are taken
finance: capital (in most cases; in special cases turnover)
currency: currency unit

ex__year: basis year for exchange rate

ref3: reference from where above data are taken

ref4: reference from where the data about the chemicals involved in the pro-
duction process are taken

chemical: chemicals involved in the production process.

Possible Extensions:

In addition to several possible linkages, e.g., to the substances DB, industrial

waste streams DB, or accidents DB, the industrial producer/locations DB must be
merged with a generalized version used for the spatially extended PDA (Industrial
Structure Optimization) models. A design study for such a generalized industry
data base is underway at IIASA.
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2.1.06 Chemical Industry Analysis

For the analysis of the chemical industry, simulation of its behavior and
optimization of its structure, a linear optimization model was included in the sys-
tem. PDA (Production-Distribution Area), is an interactive optimization code
based on DIDASS and a linear problem solver, for chemical industry structures,
configured for the pesticide industry of a hypothetical region. The model is
described in detail in Zebrowski et al. (1985).

The basic model used is a form of input-output model, solved by means of a
linear programming package (MINOS, Stanford 1981). As a pre- and post-
processor for interactive problem definition using the reference point approach,
a version of the IIASA package MM (a package of the DIDASS family) is used (Kre-
glewski and LLewandowski, 1983).

FIIASA Demonstration Prototype: Chemical industry Structure Optimization £k~ B
Pestiaide S:mthesis and Formulation:

Main Prodects:
pesticidest 2
active substemces: $

formulatioa plaat

spresd plant
condux system

Ravw Maverials:
active ssbetasces: 16
others: 55

gas and dest: 12
solids weste: 7
liquid weste: »

syntbesis plants
Jiet myll
veanleth mixer
formulation plant
spread plant
condax systea

waiting fer data ispet .....

Figure 2.11: PDA stari-up informaiion

The chemical industry analysis includes a simplified behavioral model (cost
effectiveness) of selected sectors of the chemical industry, with special emphasis
on hazardous substances and the description of (hazardous) waste generation.

For the demonstration prototype, a Pesticide PDA was selected. The PDA was
assembled from the set of processes used by several factories. The corresponding
technological network includes some synthesis and formulation processes that are
carried out on the basis of active substances from domestic and foreign produc-
tion. The pesticide PDA comprises the following installations of chemical syntheses:
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3IIASA Demonstration Prototype: Chemical Industry Structure Optimization $ig=

states valae
maxinize

'lnd-ln

select criteria
jcomstrain criteria

constrain ities
| =Ily solutioas

di
ram lem solver

EXPLAIN _ OPTIONS . total waste
' C—
QIIT _ AND  RETURN

Figure 2.12: PDA Summary of results, selection of criteria, definition of refer-
ence point

. methoxychlor,

) akaritox (tetradifon),

o chlorofenwinfos,

. chlorofos (trichlorofon; dipterex),
. malathion,

J sodium trichloreacetate,

o copper oxychloride,

out of which only the last two are pesticides which can be used directly as final
products. The products of other syntheses provide semiproducts for the formula-
tion process. The PDA includes the following formulation plants:

. jet mill,

o Venuleth's mixer,

. active substances spread installation,
. formulation of liquid pesticides,

. condux system.
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SUMMARY OF RESULTS: .

efficiency 1542910 EQU
waste treatmest total cost 42091 ECU
esergy consmmption (electrical) 25561998 Wh.
gy consmmption (techmological) 185049 Gcal
water consmmption 3100253 K w3
waste water prodectiom 2396782 K 3
sales anxd export total 20000000 MECU

purchases sad import total 13457038 MECU .
) net  income from sales
STovs G 1pom o sales
material/productioa costs
waste ireatment costs

g waste: liquids

veste:  solids |
waste: _gas/dest
iom by t-ehololz
lisput: active ssbstamces
rew baterials
isales: active substances

Figure 2.13: Summary of results and result display menu

The version of the model presented describes all possible modes of produc-
tion, including alternative ranges of products made at a given installation, recy-
cling of semiproducts and coupled production of a number of chemicals at each
plant considered.

The model, based on the mass balance principle has been extended in order to
include a description of processing and treatment of hazardous substances. It
must, therefore, take into account:

. the processing and flows of chemicals with specification of hazardous
substances and hazardous processes within the PDA,

. the flows of chemicals (with specification of hazardous substances) into
and out of other areas and industries representing the marketing or
business activity of the PDA,

. means of treatment of wastes and hazardous substances within the PDA,

. the flow of investment, revenue and other resources such as energy,
manpower, etc.

The main assumptions of the basic model are that:
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q

PRODUCTION /
DISTRIBUTION

AREA

Figure 2.14: Basic input/output structure of the PDA model from Zebrowski et
al.

1. it represents the equilibrium state of the PDA,

2. it includes only easily quantifiable physical elements of the system

(without taking into account important but not quantifiable social or pol-
itical factors).

Before describing the network of the PDA, we define its links with the
environment. The following equation describes the outflow of any chemical j:

Yy =y -y +ry* -y, FE€J ,J DU, 1)

Y/ - market sale of chemical j,

v ;"’ - market purchase of chemical 7,

¥j® - coordinated sale of chemical j,

y,"” - coordinated purchase of chemical 7,

J - set of indices representing chemicals of the PDA,

Jp - set of indices of hazardous substances under consideration.
The variables in Figure .14 are defined as follows:




-32-

FIIASA Demonstration Prototype: Chemical Industry Structure Optimization e
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Figure 2.15: Display of resulls. liquid wastes.

2; - production level of PE;,

Z; - production capacity of PE;,

@y 2; - quantity of chemical 7 consumed by PE;,

by zx - quantity of chemical 7 produced by PE;,

ady 2z, - quantity of waste ! produced by PE,,

qx (2:) - necessary resources,

Ky - the set of indices of hazardous chemical processes.

VWithin X), there might be distinguished subsets of indices corresponding to kinds of
hazards or accidents which may possibly occur during a process (fire hazard,
explosion etc).

For the balance nodes the following equations are satisfied:

vi= Y bp oz - EK“Jk Zi

kek k €

w; = Edu,z,, , L el
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By combining the above results with (1) we obtain:

y™ —y™ +y°* —y®? =(B —-4)=z )
w=Dz 3)

To complete this description of the network we have to add the constraints
imposed on production capacity:

z2 <z (4)

For multi-process installations, where processes run simultaneously, instead of the
latter equation we use the following constrzint:

Y 2z, <2 ,i€l (4a)
k ek

where I, K, denote correspondingly the sets of indices of installations and
processes run on i-th installation. In addition, the model describes redevelopment
of installations, i.e., substitution of an old process by a new one run on the same
installation. For a given k-th process it is formulated as follows:

Loaprtapan ®)

Z¢ 2
where:
Z{ , Zf denote capacities of an old and new k-th process,
z¢ , zP denote production levels of an old and new k-th process.

The idea of new technologies is fundamental to this approach, as it opens the way
to technological restructuralization of the PDA.

It is obviously necessary to add some additional constraints on resource avai-
lability or waste production limits and a set of criteria which reflect the prefer-
ence or goals of the decision maker.

First, it is assumed that for a fixed production goal only efficiency (or reve-
nue) will be maximized. This leads to the problem:

@rev = Ll (UM +yf®) —cP (y® +y?) - max (6)
Jjed

with constraints given by market conditions and production capacities.

Following another decision strategy, resource consumption may be minimized,
which results in the set of criteria:

Qener = 2 ey 2y —+ mMmin (7a)
kek
Qv = ), 7 2 - min (7b)

kek
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Quabor = Y, Lx 2z, - min (7¢)
tex

One of the four objectives implemented is minimal cost of waste treatment i.e.,:

Qv =YY t{ w;, - min (8)
lel
where t; denotes unit cost of treatment of waste [.

From the above objective functions one may derive another useful optimiza-
tion problem based on linear fractional functions (e.g., @rev 7/ @ener) as well as
various multiobjective problems. Of course, any objective (6) - (8) can be tran-
sposed onto a corresponding constraint.

Structural Correctness Control Module

This module is aimed at automatic analysis of the PDA network structure for
the sake of formal correctness of the model. The module checks, for instance,
whether a given constraint exists in the MPS file regardless of a value of the con-
straint, hence the analysis is only qualitative.

Menu-driven Simulation Experiments

The interactive and menu-driven interface module performs the following
functions:

. it formulates a consistent and complete set of conditions of an experi-
ment, i.e., defines a simulation scenario;

. initiates the optimization procedure (calls the solver module);

. displays the results of optimization in a hierarchically structured tabu-
lar and graphical format.

The user may communicate with the module through the Menu System which
uses symbolic or linguistic variables instead of MPS codes. This makes the pro-
gram system directly usable for non-specialists, and assures higher robustness
through extensive input checking.

After initialization of the system, the present default scenario is displayed. A
scenario description consists of an objective and global constraints of the model.
The options on the top level include:

. modification of the probiem,

. optimization experiment,

. survey of results obtained from the last experiment,

. exit from the module.
Problem modification includes:

. choice of criteria/objectives;

. constraint modification;

. definition of preferred target solution (reference point).
Constraints can be formulated as:
. constraints on the criteria (objective) values;
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general constraints (energy, manpower, water);
constraints on amount of wastes;

constraints on raw materials availability;
constraints on production capacities.

Data Structures:

The data base of the PDA System consists of the following functional elements:
. data required for construction of the basic model of the PDA;

. data for construction of the extended (i.e., oriented toward management
of hazardous substances) model of the PDA;

. data (links) for communication with other data bases of the expert sys-
tem.

Note that all information concerning one PDA will be stored in one file of the

data base.

The data structure and semantics are set out in Zebrowski et al. (1985).

Possible Extensions:

The main features of the extended PDA version (a corresponding IIASA local

currency funds project has already been initiated) are the following:

spatially distributed structure, the central concept is a site or a location,
containing an industrial installation with one or several technologies
installed;

data base driven, flexible structure, that can configure (generate) an
appropriate model for the LP problem solver based on a site data base
(describing the locations (see 2.1.05) and a spatially distributed demand
structure), and a chemical technology data base (see 2.1.07);

extended list of criteria: the following criteria are required:
. economic criteria

. substance/waste criteria (for totals as well as for a few (3 to 5) specific
substances or substance classes)
. resource criteria (energy, water, labor, investmenl capital)

. risk: substance related
process related
equipment related

. transportation costs
. transportation risk
. cost of waste treatment and disposal.

Criteria apply globally, i.e., for the entire set of sites selected (which, however,
could be a single site), constraints can be set individually.

The main modules of the extended system are:

1) A SITE DATA BASE:

The site data base contains, for every site considered, the following entries:
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. ID and location (ID number, latitude, longitude, name of town, etc.);
. installed technologies and their design capacities;

. site-specific cost coefficients (e.g., unit costs for energy, labor, transporta-
tion cost array for all other nodes in the network etc.);

. site-specific risk coefficients (transportation);

. default set of constraints (on criteria as well as on technologies/capacities).

As a special case, or possibly an independent data base, demand nodes specifying

an array of product substance demands and distances to the individual production

nodes will be required.

2) A TECHNOLOGY DATA BASE:

The technology data base contains technology-oriented data that are assumed
to be site independent. At least three alternative sets of technologies (standard,
high efficiency, and poliution control) with correspondingly varying
cost/waste/risk coefficients should be provided for every production technology
considered.

In general, data base structures should be designed to accomodate a list- or
frame-oriented extension, with a DBMS implemented in Lisp.

3) MODEL GENERATOR:

The model generator will generate an appropriate model for the problem
solver, based on

1) the selection of an industrial sector (to be implemented as example test data
sets: pesticides, fuels & feedstocks);

2) the selection of an arbitrary set of sites (representing, e.g., a single installa-
tion, a region, a multi-national firm, a national industry, etc.).

A parallel pilot feasibility study for an extended version of CARBO (Industrial
Structure Optimization for the feedstocks and chemical intermediates) see Fedra et
al. (1985) has been initiated. The extended model system will include:

. spatially distributed representation of production facilities and correspond-
ing model coefficients;

. non-linear extension of the current model;
. detailed treatment of (hazardous) waste and process hazards;

. extension to several sectors/sub sectors and groupings of sub sectors of the
industry;

. linkage to transportation risk/cost analysis;

. linkage to OPTIMIZER for updating plant level data;

. inclusion of individual competing firms’ economic behavior;
. inclusion of multi-site and transnational firms.
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2.1.07 Chemical Process Plant Analysis
Chemical process plant analysis provides several related modules:

. a Chemical Technologies data base; here major manufacturing processes (e.g.,
chlorination of phenol, monochlorobenzene production of phenol) are
described in terms of:

o major feedstocks
. major products
. wastes and trace contaminants

. individual process stream information (chemical processes, substances
involved, pressure, temperature ranges, etc.)

o hazard rating (overall and for individual process streams);
o hardware configuration
o a simulation model (data set describing the chlorination of phenols), and

L an optimization model, which enables the cost minimizing process plant confi-
gurations and process parameters to be determined (example data set
describing phenol production by monochlorobenzene method).

The simulation model is based on a symbolic description of the chemical
processes involved (see Table in section 2.1.07.1) and is implemented in Lisp. Pro-
cess repr-esentation as well as the process risk description is based on Goldfarb et
al., (1981). A detailed description of the symbolic simulator and its implementation
in Common Lisp is in preparation (Winkelbauer, 1985).

The optimization code, based on a generalized reduced gradient method
(Grauer et al. 1980), is configured for the production of monochlorobenzene.

2.1.07.1 The Symbolic Process Simulator

Processes and substances involved in the simulator are summarized in the
Table below.

In the simulation module the production process is represented by Unit
Activities (Unit Processes [Herrick et al., 1979] and Chemical Processes) and
Units (Zanelli et al., 1984), where the Unit Activities take place.

The combination of a Unit Activity and a Unit, which is necessary if the pro-
cess is to occur, is called an Operating Untt.

In order to satisfy a special production goal the Operating Units are linked by
their input/output streams (direct or indirect recursive included).

The production process starts as soon as input material is provided to the
Operating Units which are connected to the external input streams. These Operat-
ing Units perform their Unit Activities depending on the input materials, the
operating conditions of the Unit and the constituents of the Unit, and by this pro-
duce some output material, which they send (via the linked input/output streams) to
other Operating Units, which are activated by getting input material. They too
perform their Unit Activities and produce output, this activates other Operating
Units and so on. After the production and the release of output material an
Operating Unit is deactivated until it gets new input material.
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JIASA Demonstration Prototype: Chemical Process Plant Simulation

Halogenation Process for Chloropbeno] Production

Alenimen Chloride
Products:
o-chloropheso)
p-chlorophesol
2, 4-dichlorophesol
2,4,6-trichlorophesol
2,3,4,6~tetrachlorophesol
pestachlorophenol
Trace Contaminants:
chlorodibemzodioxias
chlorodibeszofurans
Process Vaste Streams:
gaseous from sheorption tower:
water, HCl
gas aad particulstez from distillation colams:
chloropbenols
liquids from distillation colmmms 2:
chlorinated compomads, tars,
almimms chloride

— Process Hazard Rating:
simulate the process . Toxicityr very high
display process data Explsosioa: very low

Fire: very low
FXPLAIN OPTIONS
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Figure 2.16: Summary of process data and plant layout

ElIIASA Demonstration Prototype: Chemical Process Plant Simulation
Halogemation Process for Chlorophemol Productios .
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Figure 2.17: Dynamic simulation of the production process
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Process: Chlorination of Phenols
Sub- phenol + chlorine --> o-chlorophenol + HCl
processes: phenol + chlorine -—-> p-chlorophenol + HCl

o-chlorophenol + chlorine --> 2,4-dichlorophenol + HCl
o-chlorophenol + chlorine --> 2,6-dichlorophenol + HCl1
p-chlorophenol + chlorine —> 2,4-dichlorophenol + HCL
2.4-dichlorophenol + chlorine -(AIC13)—> 2,4,6-trichlorophenol + HCl
2.6-dichlorophenol + chlorine -(AIC13)—> 2,4,6-trichlorophenol + HCl

2,4,6-trichlorophenol + chlorine -(AIC13)—> 2,3,4,6-tetrachlorophenol + HCl

2,3,4,6-tetrachlorophenol + chlorine -(AlC13)—> pentachlorophenol

Substances: phenol, chiorine
o-chlorophenol
p-chlorophenol
2,4-dichlorophenol
2,6-dichlorophenol
2,4,6-trichlorophenol
2,3.4,6-tetrachlorophenol
pentachlorophenol
anhydrous aluminium chloride
hydrogen chloride, hydrochloric acid

This sequence of activation and deactivation of Operating Units by materials
terminates when there is no more input material for any of the Operating Units,
e.g., all external input has been transformed to the desired products, by-products
and waste.

During the simulation of the production process the Operating Hazards of
the Units and the hazards caused by the materials used and produced (e.g. input
materials, interim products, end products, waste materials), the Material Hazards,
are recorded and dynamically updated in the form of Hazard Ratings (NFPA, 1977;
AICE, 1973; Sax, 1975).

Model Input: A

. production goal: desired product (one of o-chlorophenol, p-chlorophenol,
2,4-dichlorophenoi, 2,6-dichlorophenol, 2,4,6-trichlorophenol, 2,3,4,6-
tetrachlorophenol, pentachlorophenol)

. input materials: the required input materials depend on the desired product
and are listed by the simulation module automatically; the user only has to
acknowledge that all materials can be assumed as being supplied

Model Qutput:

. product mix: a qualitative description of the desired product and by-
products

. waste, a qualitative description of wastes, including Hazard Ratings
. hazard description of the simulated process, represented by the Hazard
Ratings of all interim products with respect to the Operating Units.

The module is currently implemented in Franz Lisp on a VAX 11/750 under
Berkeley UNIX 4.2. It will be converted to SUN Common Lisp and integrated with
the graphical output and control modules as soon as an appropriate compiler is
available.
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2.1.07.2 Chemical Process Optimization

An optimization package specifically designed to assist in analyzing chemical
engineering problems at the process and plant level is provided as the second
major element in the plant level analysis. Within the framework of the management
of hazardous substances and industrial risk, the system can help determine trade
offs and interdependencies among and between design parameters of production
plants and process technologies. The model implemented is provided with one
specific example data set described below.

Phenol is one of the more important (interim) products of the chemical indus-
try. The chlorobenzene method is one of the three industrial processes for its
production. The specific cost of phenol produced in this way is high, so it is of the
utmost importance to design an optimal cost plant for producing monochloroben-
zene. The design of this plant is based on a general reactor-separator-system. The
optimization problem solver is the software package OPTIMIZER based on the GRG
(Generalized Reduced Gradient) method (Grauer et al., 1979).

The nonlinear, constrained optimization problem consists of designing a plant
processing a given input stream of benzene (15 kmol/h) with maximal profit.

The corresponding objective function is then

G(x)=E(x)-K(x) --> max

with K(x) costs, as a sum of the costs of the input product benzene, for heating and
cooling agents and the costs for equipment

E(x) proceeds from the sale of the output product obtained; the proceeds from the
by-products (dichlorobenzene and hydrogen chloride) are used for the reimburse-
ment of the cost of chlorine.

G(x) profit, where x is a vector of the decision variables (structure variables,
apparatus dimensions, process parameters).

The vector of the decision variables is made up of the following components:

(1) Structure variables x, and x,,; by the variation of these parameters all feasi-
ble reactor combinations may be obtained

(2) Structure variable xg; This variable identifies how much of the recycled raw
material stream will be used for regenerative preheating

(3) Mean residence time t, and t, for the reactors R1 and R2
(4) Reflux ratio for distillation columns C1 and C2
(5) Temperature difference in the heat-exchanger E3

Given a realistic set of constraints, the model can estimate optimal profit and
corresponding decision variables (design parameters).

Clearly, by extending and generalizing the existing demonstration example to
. accept arbitrary problem definitions from a process technology data base;
. include waste streams;
. include process risks,

the package could form a valuable and extremely powerful building block in the
overall system. From the point of view of waste/risk minimization, or the definition
of constraints on waste, emissions, or process risks as a regulatory agency might
have to formulate them, the system offers the possibility of determining:
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. what is technically feasible for a given technology;
. what is economically feasible with a given technology;

. what is the form of the trade-off relationship between economics and
waste/risk aspects of the technology.

Since several additional criteria (such as resource consumption, capital require-
ment and life-time, labor costs etc. can be included in the optimization framework,
a broad assessment of trade-offs is supported.

In terms of the overall system, OPTIMIZER can be used not only to study criti-
cal production processes in detail, but also to provide aggregate design variables
in the form of yield or waste coefficients for the industry structure analysis PDA
" (Production Distribution Area), Dobrowoliski et al., 1982, 1984. These coefficients
can than be selected to represent various levels of waste/risk reduction versus
economic efficiency trade offs.

Also, plant designs optimized for various criteria can be subjected to a more
detailed risk assessment, i.e., fault-tree and event-tree analysis (e.g., by the pack-
age SAFETI [Technica, 1984] or by means of automatic fault-tree
generator/analysis systems).

OPTIMIZER is currently implemented only at IIASA as a stand-alone program
with its original user interface. As soon as the necessary licences are available, it
can be integrated into the overall system

Data Structures:

The Chemical Technology Data Base is currently structured as a set of sequen-
tial files; the same random access conversions as described above can be used with
increasing volume of the data.

A generalized data base for OPTIMIZER is currently under construction; it will
supersede the current version of the Chemical Technologies data base and gen-
eralized to be used by several related program systems, including the PDA Indus-
trial Structure Optimization package.

Possible Extensions:

In the next step of development, the symbolic simulator as well as OPTIMIZER
will be integrated with the graphics based user interface to the Chemical Technolo-
gies Data Base. The extended system will contain:

. a generalized process technology data base (see section 2.1.07);
. an automatic input data preprocessor and model generator;
. a generalized problem solver.

As another extension, information required by fault tree analysis programs
such as SAFETI could be included in this data base, such that process risks or
overall plant risk can be estimated on a more detailed technical level. Clearly, the
coupling of the set of programs covering the entire range from detailed physical
simulation of individual physical/chemical processes (e.g., runaway reactions as
simulated by SAFIRE) to the overall industrial structure and location/capacity dis-
tribution (spatially extended PDA) driven by a generalized chemical technologies
DB and the industrial locations DB would provide a powerful package for industrial
risk assessment and management.
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2.1.08 Waste: Treatment and Disposal
The Waste Treatment and Disposal Option is based on EPA’s RCRA Risk/Cost

Analysis Model.

A simple access to the waste treatment technology data base is

under development, including a sideways-chaining mini-expert system to identify

appropriate treatment technologies.

[3IIASA Demonstration Prototype: Hazardous Substances Risk Management

Chemical Substasces Databases

lsdustrial Accideats Reports

B

WASTE: TREATMENT AND DISPOSAL:
Risk/Cost assesswewt for the T&8D sector.
This modele offers a simple interactive

role-based risk/cost estimstioa procedmre
based on EPA’s WET model.

Legislation aad Regulations

Regional aad Geographic Databases

Chemical Indmstry Databases

" |Chemical lsdmstry Asmalysis

Chemical Process Plaat Analysis

Yaste: Trestmewt and Disposal

Saste: lsdustrial Vaste Streams

Irmmsportastion Rizk/Cost Anmalysis

Eaviroamestal impect Assessaent

‘Multi-Criteris Deta Evaiwation

BDPLAIN QRRENT MENU OPTIONS

SELECT TO STOP AND QUIT

For individus) industrial vaste stresms,
applicable trestment aad disposal techmologies
are scanned and evalusted for a mmmber of
generic emvirommeatal situstioms.

Scores in terws of risk/cost combisstioms
can further be evaluated with the systea’s
multi-criteria deta evaluation moduie.

Several treatsent aad disposal techmologies
are simmlated and evalusted in more detail,
using rule-based vismlators that accept
sysbolic aad temtative comtrol informstioa
from the user.

The module is using extensive graphical impwt

and owtput techniqwes to handle symbolic
inforsation and uncertainty.

press eny mouse buttom to coatimme —>

Figure 2.18 EXPLAIN page for the waste T&D option.

Sideways chaining is based on the Bayesian approach to inferencing and allows
approved strategies for knowledge application and user interaction.

At first the system tries to identify the substances in the waste stream by ask-
ing the user about several attributes of the waste stream, in order to get the basis
for estimating what kinds of substances the user wants to dispose. The dialog is
structured by rule values, i.e., the system always asks the "most decisive' ques-
tions that would contribute most to resolving the diagnostic problem.

The user may not only answer 'Yes" or "No'. He can express uncertainty
about the evidence in question with a certain set of qualifiers. As an example, a
numerical range can be used (e.g., from +5 = '"Yes" to -5 = '"No", where 0
represents "Don’t know at all’’). More conveniently, values within this range can
be elicited on the basis of linguistic hedges, or graphically, by pointing to an
appropriate point within an interval representing the range from Definitely YES to
Definitely NOT. :
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On the basis of these user inputs and estimations the system deduces the set of
feasible treatment technologies and technology combinations which are appropri-
ate for the identified substances. This listing of technologies also contains infor-
mation about the Risk/Cost factors of the different technologies to enable the user
to decide according to his preference.

Model Input:

. Waste stream-specific information (e.g., source, heating value, biodegrada-
tion rate)

. Constituent-specific information (e.g., concentration, mass fraction,

molecular weight, vapor pressure)
The input values necessary to identify the waste stream and select appropriate
treatment technologies originate from three major sources, namely:

. from the systems waste stream/treatment technologies data base;
. elicited from the user in the interactive dialog;

. inferred from the system on the basis of its waste stream knowledge base and
the diagnostic user input.

Model Output:

. Appropriate treatment technologies depending on the outcome of the sub-
stance identification process

. Risk /Cost factors for the listed treatment technologies.

In the prototype version, this module is based on the USEPA RCRA Risk/Cost
Analysis Model (WET, Waste-Environment-Technology). Only a small subset of the
entire waste stream and treatment technologies data base is used. The module,
however, could serve as the starting point for an improved European version of
the model system.

Currently, only the waste stream identification part (see section 2.1.09) is
implemented as an integrated part of the Industrial Waste Streams Data Base.
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2.1.09 Waste: Industrial Waste Streams

Industrial waste streams (based on a subset of the RCRA data base) are
described in a similarly structured data base. Access to individual waste stream
descriptions is either from a list of waste streams, through industrial origin, waste
stream names (interpreted by an intelligent parser), or waste stream properties.

- Im Demonstration Prototype: Hazardous Waste Streams Data Base U B

SUMMARY of Database Contents:
Nember of Yeste Streams availsble

Basic Descriptors

ident i f ication (mame, Symonyms , EPA=Nr , RCRA-Nr) 154
indestrial sowrces (SIC-Nr) 154
prodoctioa volmee and use 140
bazard (toxicity,eplosive, flamsable,corrosive) 100
physical properties(solwbility,molecular -weight,..) 120
chemical properties(pH,...) 30
biological properties(biodegrstion rate,...) 50
directives sad regulations 70

list  waste streams

identify vaste by name e Kiaiysts Hatnl, Poumse 111, Mapart sarch 1, 1904,
list imdustrial sources tred Jol 18 Westa, cmmmtc Anatyste e,

identify by properties

RETURN _TO MASTER MENU

to select a menu item, position the mouse pointer sad press the left button ...

Figure 2.19: Top level of the Industrial waste sireams data base

The industrial Waste Stream Data Base is organized like the Chemical sub-
stances data base (section 2.1.01). Based on the EPA W-E-T or RCRA waste stream
data base, compiled by ICF (1984) for the US EPA, the data base provides informa-
tion on currentiy 154 industrial waste streams.

Data Structure:

The Waste Stream Data Base consists of 154 industrial waste streams. FEach
waste stream is described by a data structure which contains specific information
about the waste stream and a data structure with substance-specific information
for each of the constituents of the waste stream which pose the greatest risk in the
waste stream.

The data elements conlaining the waste stream-specific information are the
foliowing:
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Listiag of all 154 Vaste Streams

tond cluigns fren e dlapivugs aol! wumme in chierten productten
D cluige fren ennl
cantenter trestaast slulgs fren S Erewry esil prumms 1o chieries pruisetien
amltng sy cluige fren e podr val tetag v
ustaunter trevinmt chalge freo - by ehiurtie gpressss
tren o g of clress
niepster tvestusst sluipge freb umnl remwving sstng drusted ey sruvte
artes tpmadaest dreiged eslide frep prienry lond amsiting foxi)itten
[ & axid plamt fren ziam P
y anade o frep priamry ziex prodasties
ot olmigm fren battery prefestien
shuige fren tin plating o)) eparetions
shuige fren galveniztng ol ! epuretions
asxtd plant bicudmes shurey siuipe fren prionry epper prelmtien
cutntean plant loasiute restdur free griary Ztax prufucties
ren
shuige fren fwrventehe) prefesties v
antesies eandve! sluige frep sssundery lond amniting
vashsuster trestuasd siafges fres gy rolling and drasiey
sten siwmigem fren tentiien tatwstry
antesten eanive!l sluipge free Vo priowy pelties of siee! n olwsbris S
wied puriftesties umie fvep W swewy wo!)) presuse o shierins prebmtien
spant piekie Vigmr fren steel fistehing spwretions
pa—t Ld eplating
ren of

[l ]

-.s
rr
"

Laanide |

rryrrrrrryrrenr
R R R A SR A A R R R |

-
0 200 200 2 N N AR DN 0N AN AN N O IO 0NN OO UM OO N W R U M e

]
2
3
L
s
s
r
[
]
»
13
-4
- J
»
]
»
”
»
»
»
n
=
n
»
n

- ..
rr

CR RN

B EEC list C 17ev/4 * highly toxic
B EEC list C 16777 ¢ eplosive
& EEC list L 239/12 % weter polistast

Figure 2.20: Listing the waste streams

id: identification number for internal references

name: describes the waste stream name by wasle type, process type and pro-
duction chemical for process wastes; for non-process wastes the waste type
and source are indicated

rera, epa, sic: identification number from the RCRA-Report, the number(s)
assigned by EPA and the the standard industrial code

quantity_year: the total annual quantity of the waste stream generated in
thousands of metric tons

facilities: the total number of U.S. facilities that generate the waste stream
quantity_fac: the average waste generation per facility

uncertainty: an index used to denote the reliability of the information (1 =
data available, 2 = values calculated from partial data, 3 = crude estimations
obtained using minimal data)

sources: number of source references
source: list of sources from which the data is taken
fract_nonwater: the mass fraction of the waste that is not water

fract_suspended: the mass fraction of the waste that is or is not suspended
in the liguid phase .
solids__sg: the specific gravity of the solids in the waste stream
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BASA Demonstration Prototype: Hazardous Waste Streams Data Base
Industrial Sources of Waste Streams

Mamber of Seste Stresss svailsbie 154

Metals Nising 4
Textiles 16
Plastic Meterials & Symthetics 3
Chamical ¥Masufacturisg 6
Isorgmmic Chemicals 16
Primary Metals 17
Orgaaic Chamicals

Explosives

Pesticides

Paint & Allied Prodects

Electronic Compomests Mamufacturing
Storage Batteries

Primary Batteries

Electroplating amd Metal Finishing
Rubber

Lesther and Leather Products
Special Mechinery Masufactwring
Petrolemn Refining

Saste 0i) Re-Refining

-
~

Metals Mining

Plastic Materisls & Sywthetics
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Figure 2.21: Selection by indusirial origin

avg_sg: the average specific gravity of the waste stream, calculated as the
weighted mean of the liquid and solid fractions

heating._val: the heating value of incinerable wastes, calculated as Lhe
weighted mean of the heating values of the waste constituents

fract_cl: the organic chlorine content as a mass fraction of the waste stream
(only for incinerable waste streams)

fract_ash: the ash content as a mass fraction of the waste stream
ph: the pH of the waste stream

biodegradation: the first-order biodegradation rate per day for the waste
stream

bod: the ultimate biological oxygen demand of the waste stream, in milligrams
per liter

constituents: the number of wasle constituents

The data elements containing the constituent-specific information are the fol-

lowing:

name: name of the substance
concentration: concentration in the waste stream, in parts per miliion

uncertainty: an index used to denote the reliability of the information (1 =
data available, 2 = values calculated from partial data, 3 = crude estimations
obtained using minimal data)
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|JASA Demcrstraticr: Prototvpe Hazardous Waste Streams Data Base Hme

ser . aaste Strespas b Properties

Namber of Vaste Streams aveilable 154

Categories:

Aquecus Inorganics
Aquecas Orgamics
Concentrated Organics
Oily Vastes

Inorganic Solid Residoes

Aqueous Inorganics

Oily Vastes
Inorganic Solid Residues

to select a menu item, position the mouse pointer and press the left buttom ...

Figure 2.22: Seleciion by wasle siream properties

. sources: number of source references

. source: list of sources from which the data is taken

. mass_fract: mass fraction of the constituent in the waste stream on a wet
basis

. fract_dissolved: the mass fraction of the constituent in solution or in the
liquid phase

. mol_weight: molecular weight of the constituent

. vapor_pressure: the vapor pressure of the pure constituent in millimeters

of mercury at 25°C
. solubility: the solubility of the constituent at 25°C and pH 7.0

. biodegradation: the first-order biodegradation rate per day for the consti-
tuent of concern

. bod: the ultimate biological oxygen demand for the constituent of concern

Basically all information about hazardous waste streams which is available in
the Waste Stream Data Base is entered and updated in a specific directory of the
file system. Each file in this so called Edii-Directory contains all waste stream-
specific and constituent-specific information for one waste stream. These text
files contain a lot of redundant information and empty space (blanks) to keep the
editing of the information easy.

To reach a satisfying data base access speed these edit files are compiled to a
binary file by the binary data base generator, which not not only removes all the
redundant edit information and strips out the empty spaces to improve the storage
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Figure 2.23: Individual waste siream description page (partly fictitious data).

efficiency, but also allows the binary file to be accessed like a random access file.

This is done by appending an array of offsets at the bottom of the binary file.
These offsets are the starting positions of the information blocks which represent
the information for each waste stream. When the data base is to be accessed, the
binary file is opened and the offsets are read. Then the information about the
specified waste stream is read from the position indicated by the offset which
corresponds to the specified waste stream to the position indicated by the follow-
ing offset (i.e., the starting position of the next waste stream information block)
into a prepared buffer.

This reduces access time twice: once by avoiding the sequential reading of the
file every time information about a specific waste stream is required, and once by
transferring the whole information about one waste stream in one block into the
buffer instead of reading every single data element.
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2.1.10 Transportation System Analysis

The core part of the transportation system analysis model is currently under
development by the Ludwig Boltzmann Institute, Vienna, under contract to the
CEC/JRC (Study Contract No. 2684-85-04 ED ISP A). The model is described in
detail in Kleindorfer and Vetschera, 1986.

The user interface supports the interactive selection of starting and end
points for a transportation problem on the map. Substances can be defined by
class or name as well as in qualitative terms using the HAZCHEM code for toxicity,
fire hazard, and reactivity.

F1IIASA Demonstration Prototype: Transportation Risk/Cost Analysis
PEOPLEM DEFINITION

Milan

11D : . :
LIu 7 ‘

Py
-

\

display cerreat status
call selection module
cal] evalmation wodule
call path generator
select policy optioms
select destination
select source location

EXPLAIN MENU OPTIONS
QUIT AND RETURN TO MAIN|

to select a menu item ttion the mouse poi
and press the left ml'mzo:ut;on aee pointer,

Figure 2.24: Transportalion systems analysis: problem definition

The model generates all feasible routing aiternatives under a number of
heuristic constraints, evaluates in terms of risk/cost estimates, and calls on the
multi-criteria data post-processor and optimizer to identify non-dominated
(pareto-optimal) alternatives and finally to interactively select a preferred alter-
native.

Policy options include traffic restrictions and technical specifications (e.g.,
packaging, vehicles, accident management) as well as insurance and liability regu-
lations.
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FIIIASA Demonstration Prototype: Transportation Risk/Cost Analysis
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QUIT SELECTIC

pick an appropriste label for the three hazard groups

Figure 2.25: Transporiation systems analysis: subsiance descriplion by
HAZCHEM selecting codes

The model is based on

. a geographical representation of a given region (e.g., of Europe) which speci-
fies supply and demand points together with various routes connecting these
points,

. on regulatory policies such as risk minimization and

. on economic policies such as cost minimization.

The function of this model is to enable the user to solve the problem of choos-
ing the "best’ route and mode for the transportation of hazardous substances from
a certain supply point to a certain demand point, and in defining policies that
ensure the selection of these mode/route alternatives.

Overall Struqture of the Model

The model is designed as a policy-oriented tool. Its structure therefore, has
to closely follow the structure of decision variables open to regulators. In general
we can distinguish two different levels at which regulations might operate:

. a micro level, dealing with individual transport activities or connections,

. an aggregated level aiming at global regulations that can be applied to a large
class of shipments.

The model currently implemented in the framework system concentrates on the
micro level decision problem, e.g., individual shipments of hazardous substances.
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For analysis at the micro level the model will generate and evaluate possible
transportation alternatives for a given transport objective. A transport objective
is defined by the amount and type of hazardous substance to be transported and
the points between which the goods are to be transported.

A transport alternative in the model is represented by a geographical route
along which the transport is to occur and the choice of a transport mode, both
associated with risk-cost criteria. The possibility of mode changes along the route
is also considered in the model.

A detailed cost and risk analysis for all the alternatives generated is then
performed and the resuits of this evaluation are presented to the decision maker
for his final choice among the alternatives using the Interactive Data Post Proces-
sor.

From the perspective of software engineering the implementation of the model
consists of three main modules:

] The first module generates candidate paths and consequently generates dif-
ferent route/mode combinations. To limit the amount of alternatives to rea-
sonable numbers, the search area is restricted.

. The second module performs a risk-cost evaluation of the paths generated in
the first phase. The cutcome of the second phase is a list of criteria values of
all the alternatives for further evaluation.

. The third module selects the 'best’ transportation alternative with respect to
the criteria specified by the decision maker and the preferences expressed.

In most cases the number of alternatives is large and the selection of a pre-
ferred alternative from the set of feasible alternatives generated will require
computer-assisted information management and decision support.

Based on the data structure described below, all possible paths (within a heu-
ristically defined "window') are generated for each vehicle under consideration
from the specified support point to the specified demand point.

For these paths risk and cost are estimated, and finally they are compared
and evaluated.

Evaluation of Alternatives

Alternatives are evaluated in terms of cost and risk. The criteria of cost and
risk are incommensurable; for instance, the cost of transportation is measured in
monetary value and the risk of transportation is measured in the number of fatali-
ties in the event of an accident.

Sometimes cost and risk are contradictory, for example the shortest — and
thus usually the most cost-effective — connection is a highway that passes close to
densely populated areas, with a higher risk potential than more remote, and there-
fore more expensive, routes.

In this model cost evaluation is based on freight rate sampled from commercial
transport firms. The cost function is simply described by the following formula.

) This cost function is only & very crude first approximation and strictly speaking only
valid when the volume to be shipped is very large in relation to the capacity of any vehi-
cle to be used. Also, the linear distance dependency only holds for relatively large dis-
tances.
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C=cy +(cg+c,*X)*L

where
Cpt fixed costs
Co' initial part of the variable costs function
cg: slope of the variable costs function
X: amount of substance to be shipped
L: length of the path.

The risk analysis in the model covers both losses in the form of property dam-
age and losses in the form of injuries and fatalities. Considering the stochastic
nature of these losses expected values and the variance of losses are taken as
decision criteria.

A simplified lognormal distribution risk analysis submodel is employed to
evaluate the alternatives. As outcomes of risk analysis, the criteria of alterna-
tives are described in terms of expected losses and variance of losses to a given
group along a route in the network. Further on, the groups of objects that can be
affected by accidents (population, property values etc.) will be represented by g.

The formulations of these criteria are as follows. The expected loss E[Rg] of
group g along route (ry, ry,...,r}) is @ .

¢ N +io2
ER,] = 3 [T Palre)) . palre). Yame " 2o
=1 k<i n=1
where
pa(rk): the probability of an accident on arc k
q the probability of an accident, which happens for type n land
usage on arc r
738 crnzz parameters of lognormal distribution of conditional density function
for type n.

The variance of losses to a given group g along route (r‘l. r‘z,...,r‘l) is :

var(R;) = E[RF] —E[R]?

where

E[R?] = E qn.ez'(}‘"”’ﬁ

n=1
and

[
E[RF] = 'Z:I

N -
T] ADa(Te)) - Da(r) . Y gn.e= 0™
i=t ki n=1i
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Both the expected value and the variance of losses to several groups are charac-
teristic of a route/mode combination that will be used in evaluating the different
alternatives. For three risk groups (property damage, fatal and non-fatal injuries)
six risk-related objectives can be considered in the evaluation.

Combining these six objectives with cost, we can get a well-defined multiobjec-
tive decision problem with seven criteria.

Model Output

The output of the transportation model consists of a list of criteria for all the
alternatives:

The risk indicators are represented as follows:

o risk groups (e.g., damages, injuries, deaths);
o possibilities of accidents (a priori);
o consequences of an accident, depending on the substance involved, land usage

class and risk group.
The cost factors are described by the following variables:

. transport costs, fixed and variable;
. insurance costs, depending on the type of arc and the transportation medium
used.

Data Structures:

The data structure of the Risk-Cost Analysis Model for the Transportation of
Hazardous substances consists of four main parts:

. a description of the transportation network, i.e., the cities and the links
between them,

. risk indicators,
. cost factors,
. general information about the model.

The general information about the model is represented by the following ele-
ments:

. substances to be transported, described by their specific gravity,

o a description of the descriptors of the arcs,

. a list of risk groups: damages, injuries and deaths,

o a list of land usage classes: urban, suburban and agricultural,

. the vehicles (i.e., trucks, cars, trains, ete.), described by capacities.

The transportation network is described as follows:

The nodes describe the cities by their relative coordinates.

The arcs describe the links between the cities, e.g., the road or rail system by
their

o length,

. mode (e.g., road, railroad, etc.)
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descriptors (e.g., tunnel, bridge, etc.)
type (e.g., highway, minor road, etc.)

shares of land usage class, i.e., the kind of environment (e.g., urban, subur-
ban, agricullural) the road or rail passes through.
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2.1.11 Environmental Impact Assessment

Environmental impact assessment offers a choice among several environmen-
tal transport and impact models. Again, a direct connection of some of these
models to other modules (e.g., an atmospheric dispersion model connected to the
industrial process/accident simulation modules) is foreseen.

In the current prototype version the following models are implemented:
. TOXSCREEN Multi-Media Screening Level Model (river sub-model)
. FEFLOW 2D Groundwater Pollution
. LRAT Long-Range Atmospheric Transport.

2.1.11.1 Envirocnmental Models Master Menu

As an intermediate level, an environmental models master level allows selec-
tion among the models listed above. Two modes of selection are supported: the
user can either select a symbolic problem description from a collection of icons,
or he can compose a problem description along the following categories:

. Source spatial characteristics: point, multiple point, area;

. Source time characteristics: instantaneous, intermittent, continuous;

. Receiving system: atmosphere, soil, food chain, man, groundwater, surface
water (river, lake/reservoir, estuary, coastal marine);

. Spatial scale: local, regional, European;

. Time scale: short term, long term;

. Required resolution: screening level, high resolution;

From the composition of indicators selected by the user through simply pointing at
them, the system then selects the appropriate model based on a set of rules and
mappings. If no appropriate model is currently available in the system, a
corresponding diagnostic message is printed and the user is asked to modify his
problem description.

2.1.11.2 TOXSCREEN Multi-media Screening Level Model

A generic multi-media framework for substance evaluation is provided by TOX-
SCREEN (Hetrick and McDowell-Boyer, 1979, 1984). TOXSCREEN, developed at Oak
Ridge National Laboratory, is designed to assess the potential environmental fate
of toxic chemicals released to air, water, or soil. It evaluates the potential of
chemicals to accumulate in environmental media and is intended for use as a
screening device.

The model makes a number of simplifying assumptions and originally operates
on a monthly time step. Assumptions include a generic (worst case) positioning of
surface water bodies relative to atmospheric poliutant sources and contaminated
land areas. The data used are typical of large geographic regions rather than
site-specific. This multi-media screening tool will therefore be augmented by a
second layer of more detailed and site-specific models for the individual environ-
mental media. This results in a hierarchically organized system of models of vari-
ous degrees of resolution in time and space as well as in the complexity of the
model equations.
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F1lASA Demonstration Prototype: Environmental Impact Assessment i B
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Figure 2.26: Environmenial masier menu

In TOXSCREEN, the physical/chemical processes which transport chemicals
across air-water, air-soil, and soil-water interfaces are simulated explicitly.
Deposition velocities, transfer rate coefficients, and mass loading parameters are
used. Monthly poliutant concentrations in air, surface waters, and soil reflect
both direct input to any or all of the media from a specified source or sources, and
subsequent interaction via processes such as volatilization, atmospheric deposi-
tion, and surface runoff. Methods for estimating bioaccumulation in the food chain
are also included.

As one concrete example for this generic style, a river model based in part on
TOXSCREEN's river module, has been incorporated into the demonstration proto-
type. To simulate dispersion in a river or part of a river, the river is divided into
a number of geometrically equivalent reaches all of which have the same flow rate.
An equation similar to the one used in EXAMS (Smith et al., 1977; Burns et al., 1981)
is used to estimate the poliutant mass in each timestep in each reach. Instantane-
ous mixing of pollutants upon entry into each reach is assumed; pollutant concen-
trations are computed for dissolved neutral, dissolved ionic, and adsorbed forms,
according to chemical equilibria. Adsorption on sediment is also described. A
number of first-order rate constants (e.g., biodegradation, hydrolysis, volatiliza-
tion) are used to simulate decay phenomena. A more detailed description of the
river model, the models it is based on and various alternative models of higher
resolution is given in Fedra et al., 1986c.
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BHIIASA Envircnmental Impact Assessment:  River Water Quality
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Figure 2.27: TOXSCREEN: the river pollution module

Data Structure:

All default data for the river module are stored in the model code itself. They
only serve as reference points for the interactive definitions by the user.

Possible Extensions: v

In addition to the direct coupling to the chemical substances data base in
order to obtain model-specific properties for selected substances (rather than
defining these properties in terms of rate constants directly), the module should
be exchanged or augmented by a more sophisticated version, allowing for variable
river geometry and flows (e.g., TOXIWASP).

2.1.11.8 FEFLOW 2D Groundwater Pollution

FEFLOW is a sophisticated two-dimensional finite element model for the simula-
tion of contaminant transport in porous media (Diersch, 1980; Diersch and Kaden,
1984). It has been used successfully in several case studies.
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FIIIASA Demonstration Prototype:
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Figure 2.28: FEFLOW Master Menu, problem/site selection.

In the current implementation, FEFLOW can be used for a number of either

specific or generic problem situations. The demonstration data bases include:

L]

L]

landfill with observation wells and pumping gallery (horizontal);
bank filtration with pumping well gallery (horizontal);

landfill with deep and shallow well and interlayer (vertical);
deep well injection with interlayer (vertical);

landfill with recharge barrier (horizontal);

landfill with pumping barrier (horizontal);

There are numerous ways of describing or specifying problems that can be

addressed with the system described here. Control variables that can possibly be
modified by the user include:

selection of a specific site;

selection of a generic problem type (e.g., contamination from a landfill, bank
filtration, deep-well injection);

selection of basic hydrogeological conditions (affecting groundwater
recharge and flow regimes);
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Figure 2.29: Generic Problem: contaminant plume migration.

. selection of substance and contamination source characteristics (e.g., type of
substance, decay rate, sorption rate, mass flux or concentration at the
source);

. background concentration of contaminant;

. pumping rates for wells and well galleries.

In addition, for the simulalion of operational decisions, the user can either set the
maximum simulation time and then run the simulation like a movie, or he can
single-step through the dynamic part, and modify source characteristics as well as
pumping rates, at any time step.

Data Bases and Pre-processors

Once a certain method has been selected on the basis of the user’'s problem
specification, the system must then prepare the necessary input data. Every
method has its own set of data requirements, and since the component modules are
by and large based on existing software products, they also have their specific
formats and conventions.
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Background data for the model system are compiled for a number of fictitious
"specific' test sites as well as for a number of generic problem descriptions. For
all sites or problem descriptions, this information includes:

. finite element mesh with initial and boundary conditions, hydrogeological
data, and operational (well) data;

. control variables for numerical problem solution.

The Simulation Model

From the user’s point of view, the 2D subsurface transport simulation model
FEFLOW incorporated into the system generates predictions of groundwater con-
tamination consequences in terms of concentrations in time and space. The system
has to provide estimates to answer questions such as:

. how does a contaminated plume migrate from its source (e.g., waste dump,
waste-well injection, landfill) through a flowing groundwater field under given
hydrogeological conditions and, which is of particular interest here, under
the influence of technologies for water utilization (e.g., drinking water supply

wells)?

. in a given time, what extent of contaminant distribution can be expected?
What is the duration of the contaminant movement?

. will wells or galleries be influenced by waste water migration, and if so, at
what level of contamination?

. how can the contamination be stopped or decreased?

. which remediation strategies are recommended and how effective are they for

the decontamination of the aquifer?

To support the experimental nature of the system, each of the control vari-
ables determining a problem situation can be modified independently. For example,
once a certain problem is defined, the user can run it for several different
amounts of substances, or different substances. Pumping rates can be changed, a
hydraulic barrier can be introduced, or the dump site can be sealed off. In addi-
tion to the simulation of contaminant mass flow, the system also keeps track of the
costs (and benefits for water sold) of these control options.

For the basic simulation model, three different types of input data sets or
problem descriptions exist:

1) specific sites in existence;
2) generic problem descriptions;
3) user-generated problem descriptions. -

In the current version of the software system, only types 1 and 2 are fully sup-
ported, while type 3 is limited to problem modifications that do not require changes
in the geometry of the finite element idealization. For user-generated problems,
the system currently only supports modifications on the basis of any of the generic
problem descriptions, but not from scratch.

For existing specific sites, the user can choose any location either from a list
of available locations or from a map with these locations, the problem type they
represent depicted by the color of the marker symbol on the map. The completely
specified problem description is then loaded from an input file, one for each
specific site. The control variables available to the user depend on the specific
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Figure 2.30: Generic Problem: bank filtration from polluted river.

case, but always include operational decisions (modification of the contaminant
flow, activating/deactivating wells, modification of wunconirollable assumptions
(hydrometeorology, substance properties). These variables can be modified within
pre-defined limits, which are also part of the site-specific input file.

For generic problem descriptions, the user can choose from a list of cases
supported. Again, his control variables are the same as above. However, in the
generic cases many options are built into the problem descriptions. For example,
most cases include a large number of wells at different locations, the majority of
which, however, are not active. By activating/deactivating them through prescrib-
ing appropriate pumping rates, changes in well locations can be performed without
having to modify the geometry of the problem.

Finally, the user-defined problems are either based on

. modifications and reconfiguration of existing descriptions, starting from any
of the generic or specific problem descriptions, or
. completely generated from scratch.

In the latter case, the user starts by defining the mesh and the elements of his
problem, specifying boundary conditions by identifying their type from a menu of
available types and then picking the nodes to which they should apply, picking
appropriate elements such as wells and well galleries and positioning them in the
mesh, specifying hydrogeological parameters for a set of nodes/elements by just
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FIIASA Demonstration Prototype: 2D Groundwater Quality Simulation
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Figure 2.31: Generic Problem: shallow-well injection.

pointing at them or circumscribing them with the pointing device, etc. Design con-
siderations for these options are currently underway.

The Simulation Model:

Basic Equations, Parameters, Initial and Boundary Conditions
Groundwater Flow

The flow processes in a two-dimensional (horizontal) aquifer are described by
the following differential equation (for more details see also Diersch and Kaden
1984, Fedra et al., 1986c).

oh (3]

oh . _
S at az‘ (Tﬁ 631) -—Qh (1)

for solving of h = h(=z;,t) with the parameters to be prescribed as aquifer
storage coefficient

S=n, +S, M (2)

transmissivity tensor
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IJIIASA Demconstration Prototype: 2D _Groundwater Queality Simulation
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Figure 2.32: Generic Problem: recharge barrier.

T‘j = K;j M
or for isotropic conditions which are used practically

Ty =T é; =KMoy (LPT™Y)

where
h = hydraulic head (L);
n, = drainable or fillable porosity (L°’;
S, =1 specific storage coefficient (Z™!);
M= aquifer thickness (L);
Q= known source/sink function (I T71);
T(Ty) = transmissivity €Ty,
K(Ky) = hydraulic conductivity (L T™1);

1 for i=j
6y = 0 for iwj Kronecker tensor;

z, = spatial coordinates;

(3a)

(3b)
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FIIASA Demonstration Prototype: 2D _Groundwater Quality Simulation
“Sim Isterception by pmping wells

Problesz Special Saste Dmmp Site

Climstic conditioas: sormsl

Sismlation Period: 1500 duys
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Figure 2.33: Generic Problem: pumping barrier.

i,7=1,2 (summation indices).
Following initial (Z.C.) and boundary (B.C.) conditions are given

IC. h (:CLO) = h.o (I{,O)

BC h(zit)=hp on ¢, (first kind)
qn = qrg = Ty aa—:; Ls on G (second kind)
qQy =Lp(hop —h) on Gg (third kind)

where

h, = prescribed initial distribution of hydraulic head (L);

hr = prescribed Dirichlet-type boundary hydraulic head (L);

@y = prescribed Darcy volumetric flux (L% T71);

¢nr = prescribed Neumann-type boundary volumetric flux (L% T71!);

L, = directional cosines (L°)

hgp = prescribed Cauchy-type boundary hydraulic head (L);

(4)
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L, = so-called colmation (transfer) coefficient describing the aquifer-surface
waters interactions (. 771).

The flux g, is positive if the fluid flux is outward and negative if the fluid
flux is inward directed on the sectionn ¢; of the entire boundary ¢ . The parame-
ter L, is so introduced that it is always positive if along the boundary G5 an
inflow for (hgg — h) > 0 is to be simulated (h gy is a reference boundary hydraulic
head, e.g., the water table of an adjoining river or lake).

--> Summary:
Model equation (1)
for solving hydraulic head h
necessitates the knowledge of
* four parameters/functions T.S,@x L, and
* initial (h,) and boundary (kg Qux hgg) conditions.

Mass Transport

The governing field equations for describing the movement of dissolved chemi-
cal species in flowing groundwater is given by (see also Diersch and Kaden 1984)

ac 8 3 ac B
MR ot +6x{ (g; C) azi (D{j axj)+MR)\C—Mch (5)
for solving of C = C(x;,) with the specific Darcy flux
8h
= - Ty— 5
Q4 iy oz, (6)

known from the solution of fiow equation (1), and the parameters to be prescribed
as retardation factor (assuming a linear isotherm equilibrium adsorption)

R=n+{1-n)« (7)
the dispersion tensor written for isotropic conditions
9 9y

Dy =(n Dy M+ B7rVy 6y + (B —Br) vV
14

(8)

where further

C = concentration of chemical species (M L79);

n = kinematic porosity (L°);

x = sorption coefficient (1);

D; =molecular diffusion coefficient (L2771);

B, B8r=coefficients of longitudinal and transverse dispersivity, respectively (L);
V, = (g ¢;)'/? absolute specific flux (L2 T~1);

A= 1 concentration decay rate (T™!);

Q. = known source/sink function (ML ~3T71).

The following initial and boundary conditions hold:

LC.  C(x 0)=C, (z4,0)

B.C. C(xzt)=Cg on G4 (first kind)

@ =q: R = — Dq:—zi L on Qg (second kind) (9)
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Qe =—L (Car—C) on Gg (third kind)
where
C, = prescribed initial distribution of species concentration (ML ~3);
C,g= prescribed Dirichlet-type boundary concentration (ML™3);
Q.= prescribed normal concentration flux (ML T71);
¢.x= Dprescribed Neumann-type boundary concentration flux (ML 'T"1);
Cer= prescribed Cauchy-type boundary concentration (ML =3y,
L,= concentration transfer coefficient (L271).

The signs of the normal fluxes and transfer coefficients have the same
meaning as the fluid fluxes discussed in.

--> Summary:
Model equation (5)
for solving species concentration C
necessitates the knowledge of
* nine parameters/functions M, n. &, Dy 8; Br A, @, L, and
* initial (C,yand boundary (Cip, Qcg, Ceg) conditions.

Possible Extensions:

An automatic mesh generator that wiil allow the interactive (CAD) construc-
tion of a complete problem description including arbitrary specifications of wells,
boundary conditions, mesh geometry and geomorphological properties of the
aquifer, is under construction.

Also, a second layer of a simplified model that can be subjected to optimiza-
tion procedures (e.g., to minimize pumping losses in a pumping barrier while keep-
ing in-well concentrations below a specified standard) is under construction.

Finally, the model describing the sources of contaminations (i.e., rivers, see
section 2.1.11.2) and landfill operations should be linked with the groundwater
modules. In particular, models for transport through the unsaturated (soil) zone
are of importance (e.g., SESOIL).

2.1.11.4 LRAT Long-Range Atmospheric Transport

The Long-Range Atmospheric Transport Model describes the pathways and
deposition patterns of clouds of toxic material, emitted in a major industrial
accident, on a European scale, covering a window from 15°W 35°N to 45°E 72.5°N.
Simulations of individual trajectories extend from one to a maximum of six days or
until the cloud moves outside the above window.

The model used ‘is a Lagrangian transport model, based on Eliasson(1978). It
is driven by B-hourly synoptic wind-field data for Europe (EMAP data), specified on
a 150 x 150 km grid, interpolated for the current simulation time and period.
These data are used as the seed for a Markov-type synthetic time-series genera-
tor, that uses the user-specified weather conditions (storm/normal/calm) for scal-
ing.

Similarly, precipitation data are generated based on overall probabilities
(seasonal dependency) and the user choice of a weather situation (only affecting
the weather at and around the point of release). The model considers the exten-
sion of the vertical mixing layer (depending on season and time of the day), and a
time variable dispersion of the cloud. It simulates wet and dry deposition (as a
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[JIIASA Demonstration Prototype: Long-Range Atmospheric Transport

Major Imdmstrial Accideat Sceasrio:
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Simmlation per

Figure 2.34: Long-Range Atmospheric Transport: selecting a weather patiern by
selecting ils symbolic icon representation

function of the specific gravity and, in the case of solids (dust) the average parti-
cle size of the substance emitted. A detailed description of the model and its
extension is under preparation (Fedra and Bartnicki, 19864d).

The user specifies the following control variables:

L ]

type and amount of substance emitted;

location of the accident;

season of the year and time of the day;

weather pattern (sun/rain,.and calm/normal/storm);
duration of simulation.

The model calculates and displays the following information:

L ]

initial concentration and concentration after 6 hrs;
area contaminated with more than 1 microgram per square meter;

mass of toxic substance still remaining in the cloud at the end of the simula-
tion run;

travel path of the cloud and its spatial extension are indicated on the map.
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:IASA Demonstration Prototype: Long—Range Atmospheric Transport
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Figure 2.35 Long-Range Atmospheric Transport: run comparison

Paossible Extensions:

An important extension of the model would be the development of a Monte-
Carlo simulation framework, that can, given an accident description (i.e., some
location, substance, amount) generate risk contours by automatically soiving the
model repeatedly for certain aggregate season/weather scenarios.

The resulting probabilistic information, together with the analysis of indivi-
dual technologies (from this probabilistic set) would greatly increase the useful-
ness of the model. The probabilistic version, run for alternative sites, can then be
directly examined with the post-processor/optimizer for e.g., siting aiternative
selection.

A basic prerequisite for the probabiliét.ic multi-run version would be a largely
extended wind field data base or the inclusion of a spatially distributed synthetic
time-series generator.

A complex atmospheric modeling system, integrating several models ranging
from simple analytical techniques to various Eulerian models and the Lagrangian
approach described above, is under design. This system will feature a Problem
Generator for specifying problems that can be addressed with the system under
design.
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Entry points are

. type of emission to be considered:
. accidental release (instantaneous)
. routine release (continuous)
. the source type:
. single point source
. multiple point source
. area source
. the type of substance emitted:
. dust
. vapor
. gas, heavy gas;

. the type of facility emitting (type of plant and technologies used)
. the location of the facility (existing or planned).
. the type of analysis:

. simulation of a single event

o integration over all possible events (risk contours).

Selection of combinations of these descriptors is again menu based, i.e., the
user identifies textual and/or symbolic representations of the case descriptors
that fit his problem best. For most descriptors, successive refinement down to
detailed numerical values or by calling upon other modules of the system (e.g., the
chemical substances data bases) is an option.

Data Bases and Pre-processors

Once a certain method has been selected on the basis of the user’'s problem
specification, the system must then prepare the necessary input data. Every
method has its own set of data requirements, and since the component modules are
by and large based on existing software products, they also have their specific
formats and conventions.

Required background data for the model system include:

. Climatic data, i.e., spatially and seasonally distributed wind speeds and direc-
tions, and precipitation data;

. Geographical data, that include population, land use, and topographical infor-
mation;

) Chemical substances data (Fedra et al., 1986b), which include basic physical
and chemical characteristics relevant for transport and impact modeling such
as specific mass, solubility in water, biodegradation rates, toxicity etc.;

. Chemical technology information, that links production technologies and end
products with an array of feedstocks, interim, by- and waste products;

. Chemical industry data, comprising process plant and storage facility sizes
and locations, production technologies used at each location, etc.

In addition to these background data bases, each of the models the system
supports has its own model-specific data and knowledge base, which contains the
default values, ranges, or algorithms (rules) that allow the necessary input data
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required by the model to be generated. Since most of these data are interdepen-
dent, rules specifying dependencies and how the selection of a given value influ-
ences others, are part of this information.

Depending on the information available, which describes the problem situation
or context (provided by the user by means of the menu-driven problem generator
or editor), the pre-processor has to then generate an appropriate input file for
the method selected by the model-selection procedure.

Clearly, all these sleps are not as orderly and sequential as the linear discus-
sion suggests. Since backtracking and randomly sequenced specifications are sup-
ported, the consistency of the specifications has to be checked before any model
can be used. All user-determined values however have default values that are used
in lieu of an explicit specification.

Simulation Models

Froom the user’s point of view, the simulation models incorporated into the sys-
tem generate estimates of accident or routine release consequences in terms of
ground-level concentrations or depositions in time and space. The system has to
provide estimates to answer questions such as:

. for a given location, substance, and amount released, what will be the size of
the area affected by depositions above a certain threshold ?

. what will be the spatial distribution of depositions for various weather situa-
tions ?

. what will be the (probabilistic) spatial distribution for the entire range of
likely weather situations ?

. how far will a cloud of toxic material travel under wor=i- case assumptions ?

. how far, under the most likely weather conditions ?

. which maximum and average concentrations can be expected around the site
of an accidental release ?

. for how long will these concentrations persist under various weather condi-
tions ?

. what is the size of the population exposed to a certain concentration, or

range of concentrations, for a given weather situation, or for all likely
weather situations ?

. for a number of locations, how will the surrounding area and population be
affected under various scenarios of weather conditions (worst case, most
likely case, etc.) or substance/amount combinations ?

To support the experimental nature of the system, each of the control vari-
ables determining a problem situation can be modified independently. For example,
once a certain problem is defined, the user can run it for several different
amounts of substances, or different substances. Or, using the same worst-case
definition, he can directly compare various locations. As a post-processor, the
discrete optimizer (see 2.1.12) can be used.
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2.1.12 Multi-Criteria Data Evaluation and Optimization

The multi-criteria data evaluation and optimization post-processor is avail-
able from the top level through this menu option. It can also be made accessible
from several other options, notably the transportation risk/cost analysis module.

FIUASA Demonstration Prototype: Hazardous Substances Risk Management k= [

MBTI-CRITERIA DATA EVALLATION:

Intarsctive evalustion/optinizstion of discrete
onts of slternstives, refereace peint sppreach.
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Legislation and Regulatioas 1t G: : wwec] t:lul'n “optisnl” cases frem a
- st acrete altersatives, described
|Regional and Geographic Detsheses| . .0} criteria and mltiple ﬁml‘w
Chemical lIndustry Detasbases
Chemical Indestry Amalyzis The progren allows to:
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Iramsportation Risk/Cost Asslysis| — delete domisated alterastives,
Envircameatsl Ispect Assessmest — find altersstive closcst to referemce poist.
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Figure 2.36: EXPLAIN page for the multi-criteria data evaluation opiion.

The module is based on features of several decision-support packages, and in par-
ticular on a discrete version of the reference-point method (Grauer et al., 1984,
Majchrzak, 1985). This approach combines the analytical power of a 'hard’ com-
puter model with the qualitative assessments of the decision maker, moving from
the classical OR approach closer to the human thinking process. As a decision-
support system, the main task of the module is to solve multicriteria optimization
problems with discrete criteria values, a finite number of alternatives and usually
incommensurable criteria.

An overview of the state of the art of interactive decision-support packages
and a description of the DSS module implemented here is given in Zhao et al.
(1985). The report contains a detailed discussion of the underlying mathematics
and a detailed treatment of an example session using the transportation risk/cost
analysis model output.

The module supports the seiection of criteria (minimize/maximize/ignore), the
setting of constraints (maximum/minimum vaiues of criteria to be considered),
various display options (2D projections and frequency distributions), and finally
the identification of non-dominated (pareto-optimal) alternatives. Extensions
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Figure 2.37: Multi-criteria dala evaluation: selection of data set

include the definition of reference points and the display of complete alternative
descriptions in terms of the original model generating them, e.g., transportation
route alternatives displayed on the map.

The decision-support system can also be used as a post-processor for other
multi-criteria optimization programs such as the plant and industry structure
models. Here, a number of experiments involving the same number of criteria but
various settings for constraints and reference points can generate data sets for
post processing.

In general, the package is a powerful post-processor as well as optimization
package for any discrete set of multi-criteria data, which is to say, any set of
model outputs generated by repeated scenario analysis of a single model.

In a discrete, multiobjective decision problem all feasible alternatives are
explicitly listed in the finite set x°=§x Xoiion X {, and the values of all criteria of
each alternative are known and listed in the set Q= if(xl),f(x ).....f(xn) {. There are
many tools which could be employed to solve this problem %e. ., Korhonen, 1985,
Majchrzak, 1984). We have drawn on the method developed by Majchrzak (1985).

) This section is based on the Reference Point Approach developed by Wierzbicki (1979,
1980) and draws on the DISCRET package developed by Majchrzak (1984, 1985).
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Usually, the procedure of problem solving is divided into two stages. The first
stage is the selection of elements of a nondominated set from all the alternatives of
set x°% In the second stage, the "best" solution is identified as the decision
maker’s final solution to the problem under consideration, in accordance with his

preferences, experience etc., as the basis for his decision.

In the discrete, multicriteria optimization module of the overall system, at the
first stage of problem solving, the dominated approximation method is used to
select the elements of the pareto set, because of its calculation efficiency and its
ability to solve relatively large scale problems. For instance, this method can be
used to solve a problem with 15-20 criteria and more than a thousand alternatives,
which is sufficient for processing the data arising from scenario analysis in the
framework system.

In the second stage, an interactive procedure based on the reference point
theory is employed to help the user to find his final solution. This approach com-
bines the analytical power of the "hard" computer model with the qualitative
assessments of the decision maker in the decision process. It makes the decision
process more reasonable and closer to the human thinking process. In the follow-
ing, the methodology used in these two stages will be described briefly.

Selection of the Nondominated Set of Alternatives
Problem Formulation

We may describe the problem considered as a minimizing (or maximizing or
mixed) piroblem of m criteria with discrete values of criteria and a finite number of
alternatives n. ‘

Let x° be the set of alternative admissiblie decisions. For each of the elements
of x9, all criteria under consideration have been evaluated. Let Q be the criteria
values set for all feasible discrete alternatives in the space of criteria F. Let a
mapping f: x% > Q be given.

Then the problem can be formulated as follows:
min f(z) zez?
z°% = {z,,x,,...2, ) CR®
F(z) =)oz ) ™ (2
rz°-Q

Q = If () S (Z)...f (Tny} F=R™
Ther:n partial pre-ordering relation in space @ is implied by the positive cone A =
e f,f, €Q f, <f, <==>f, €f,-A
This means f 1 dominates f2 in the sense of partial pre-ordering.

Element f* € Q is nondominated in the set of feasible elements Q, if it is not
dominated by any other feasible element. Let N = N(Q) C Q denocte the set of all
nondominated elements in the criteria space and let N, = N (xo) c x° denote the set
of the corresponding nondominated alternatives (decisions) in the decision space.

To solve this problem means to delete all the dominated alternatives — that is,
alternatives for which a better one can be found in the sense of the natural partial
ordering of the criteria — or to find the set N of nondominated elements and the
corresponding set N, of nondominated alternatives. Eventually, a final solution
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should be found from the set of nondominated alternatives.

The Algorithm to Select the Nondominated Set of Alternatives

The algorithm to select the nondominated set of alternatives is quite simple.
The method implemented in our system is of the explicit enumeration type. It is
called the method of dominated approximations and is based on the following
notion.

Def. 1: Set A is called a dominated approximation of N if, and only if
NcC A-A

i.e., if for each fl € N there exists f‘1 € A such that f1 < f‘1 in the sense of partial
pre-ordering induced by A.

Def. 2: The A, approximation dominates the A; approximation of the nondom-

inated set N if, and only if
A CA+ A

The method of dominated approximations generates a sequence of approxima-

tions Ak' k=0,1,2,...1 such that
Q=A; DA D...0A D... DA =N

given Q@ and A select N = N (Q), and assuming that all criteria are to be minimized.
Then the procedure of problem solving can be described as follows.

StepO:let A, =Q,N= % K=0

Step 1:If ALNN= ¢ then stop,
else choose any index i € I={1,2, ... ,m{ and find f° € Q such that
f* = min f!
set N =N v { f* { and go to step 2.

Step 2: Create the new approximation Ak-g,i by £
A1 S AL NN I+ A)N(A NN UN
set K = K + 1 and go to step 1.

As a result of the above procedure the nondominated set N of alternatives is
found when the stopping condition A, \ N = ¢ is satisfied.

The Reference Point Approach

After the system eliminates, by the method mentioned above, all the dominated
alternatives, the set of remaining nondominated alternatives is usually large and
its elements are incomparable in the sense of natural partial ordering. To choose
from among them, additional information must be obtained from the decision maker.
The main problem of multicriteria optimization is how and in what form this addi-
tional information may be obtained, such that it satisfactorily reflects the decision
maker’s preferences, experience and other subjective factors.

There are many methods for obtaining that additional information and to then
find the final or the "best” solution according to the decision maker’s preference.
The most common method is the weighting coefficients method, which plays a cen-
tral role in the basic classical theory of multi-objective decision analysis. It
represents a traditional method of multi-criteria optimization.
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However, certain difficulties often arise when applying the weighting coeffi-
cients method to real-world decision processes: Decision makers usually do not
know how to specify their preferences in terms of weighting coefficients. Before
running a multiobjective model, some of them do not even have an idea about their
weighting coefficients.

Most of them are not willing to take part in psychometric experiments in order
to learn about their own preferences. Sometimes the decision maker has variable
preferences as time, and the information available to him changes. The applicabil-
ity of the weighting coefficients method to real world problems is severely res-
tricted by these factors.

It is obvious that decision makers need an alternative approach for multicri-
teria optimization problems. Since 1980 many versions of software tools based on
reference point theory have been developed at IIASA, such as DIDASS/N,
DIDASS/L, MM, MZ, Micro DIDASS etc. These tools can deal with nonlinear prob-
lems, linear problems, dynamic trajectory problems, and committee decision prob-
lems. Recently many application experiments have been reported by numerous
scientific papers and reports (e.g., Grauer, et al. 1982, Kaden, 1985,).

The reference point approach is based on the hypothesis that in everyday
decisions individuals think rather in terms of goals and aspiration levels than in
terms of weighting coefficients or maximizing utility. This hypothesis is quite close
to the real-world decision-making process.

Using the reference point approach, the decision maker works with a com-
puter interactively. There are two distinct phases in the approach:

In the first stage, the exploratory stage, the decision maker may acquire
information about the range and the frequency distribution of the alternatives thus
giving him an overview of the problem to be solved. The decision maker may also
set some bounds for the criteria values of the alternatives set to focus his
interests on a certain area.

In the second stage, the search stage, at first the decision maker is required
to specify his preferences in terms of a reference point in the criteria space. The
values of the criteria represented by the reference point in the criteria space are
the values the decision maker wants to obtain, i.e., the goal of the decision maker,
which reflects his experience and preferences.

Next, the system identifies an efficient point, which is one of the alternatives
closest to the reference point. The efficient point is the 'best” solution of the
problem under the constraints of the model and with respect to the reference point
specified by the decision maker.

If the decision maker is satisfied by this solution, he can take it as a basis for
his final decision. If the decision maker is not satisfied by this solution, he may
modify his goal, i.e., change the reference point or change the constraints, i.e.,
change the bounds he had set before, or both, or create some additional alterna-
tives in order to obtain a new efficient point. In the case of continuous variables
problems, i.e., the problems described by continuous models (linear or nonlinear
programming models or dynamic control models), the reference point method is
able to generate new alternatives by running the model again.
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The Mathematical Description of the Approach

The approach currently implemented in the framework system is as follows:
for the sake of computability, it is necessary to define an achievement scalarizing
function which transforms the multiobjective optimization problem into a single
objective optimization problem. After having specified his preferences in terms of
a reference point, which need not be attainable, the decision maker obtains an
efficient point which is the nondominated point nearest to the reference point in
the sense of the scalarizing function.

In our data post-processor the Euclidean-norm scalarizing function is used.
Let g be the reference point specified by the user. Then assuming that the optimi-
zation problem under consideration is a minimization problem for all criteria (for
maximizing problems one may easily transform it into a minimizing problem by
changing the sign of the related criteria), the following scalarizing function is
minimized:

S(f-q) = - [[(F-a)|? + p (|(f-a),|I?
where (f-q), denotes the vector with components max(0.f-q), [|.|[ denotes the
Euclidean norm and p >1 is a penalty scalarizing coefficient.

The solution f® for minimizing the scalarizing function S is an efficient point of
the problem with respect to the specified reference point.

If necessary, this procedure can be repeated until the decision maker is
satisfied by an efficient point.

Module Implementation

While the current package stresses multi-criteria optimization, a more statist-
ically oriented extension or counterpart (featuring various data display options,
regression and time-series analysis, clustering etc.) is proposed for the next stage
of development (see below).

In the overall software system, the multi-criteria optimizer or post-processor
is implemented as an independent module as well as an optional function of several
other modules, notably the transportation risk-cost analysis model. The only
difference is in terms of access — either from the system’'s master menu level, or
from the appropriate level of other models. If used as a stand-alone module, the
program first examines its data directory and lists all data sets by a one-line iden-
tification in a sequence depending on modification dates, i.e., the data set gen-
erated last is offered as the first choice. The user then simply points at the
desired data set, which is then loaded for further analysis.

Wherever the multi-criteria optimization package is used as an integrated
post-processor, this step is not necessary, as only one data set, namely the one
generated with the current model, will be examined.

In case of the transportation risk-cost analysis model, this data set, one
record for each feasible alternative generated, consists of:

. an alternative identification;
. an array of criteria for each feasible transportation alternative;
. additional model output for each alternative, e.g., the node-arc sequence of

the path;
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. an array of control and policy variables corresponding to each alternative.

All interaction with the system is menu-driven. At the top level, summary informa-
tion on the set of alternatives loaded is provided (Figure 2.38).

EIIIASA Demonstration Prototype: Multi—Criteria Evaluation/Optimization

DATA SET: Trsmsportatioa Systems Bumple: test deta
Namber of alterastives: 25
Nambver of criteria: ]

CRITERIA AND DESCRIPTORS: states
Comstructioa Cont Qtillios IS B minimize
Operstional Cost Qtillice IS © minimize
Normal ized Capecity lmdex maximize
Employmswt Comtribwtion (1000) maximize
Normal ized Risk Index minimize
Normalised Esvircesswtal Demege ignore
Resowrce Comsmmptios: emergy (TW) minimize
Resowrce Comsmmptios: lesd Gm2) minimize

statistical amalysis
displsy data set
select criteria set
criteria
find sow—comi d set
find efficiemt poimt
define referesce poist
EXPLAIN MENU OPTIONS

Figure 2.38: Summary of current data set

This information includes:
. the number of alternatives;
. the number of criteria considered;

. a listing of criteria, together with their status information (default settings
for the three possible status indicators minimize, maximize, ignore), and
basic statistical information (average, minimum, maximum) for the individual
criteria.

At that level, the menu offers the following choices:
. display data sets available for analysis:

. select criteria: this allows the user to modify the status characterization, i.e.,
change the dimensionality of the problem by ignoring or including additional
criteria from the list;
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. display data set: this invokes the second level menu for the display options,
discussed below;

. consirain criteria: here upper and lower bounds for the individual criteria
can be defined, based on a graphical representation of the range and distri-
bution of the criteria values (Figure 2.39); setting these constraints resuits in
the reduction of the set of alternatives considered; the bounds are defined by
dragging, with the mouse graphical input device, a vertical bar within the
range of criteria values, and cutting off alternatives left or right of the bar.
The system displays the current vaiuve of the constraint, and indicates how
many alternatives will be deleted whenever the user sets a constraint. If the
constraint setting is verified by the user, the alternatives excluded are
deleted from the data set and new values for the descriptive statistics are
computed.

HASA Demonstration Prototype: Multi—Criteris Evaluation/Optimization g~

DATA SET: Irsmsportstios Systems Exmmple: test data
Mmber of alterastives: 23 .

Mmber of criteris:

CRITERIA AND DESCRIPTORS: states
Constrection Cost Glillice US 8 niaimize
Opersticsal Cost Gtillics US 8 minimize
Norms! ized Capecity Iadex saximize
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Norma) ized Risk Imdex minimize
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Resowrce Consmmption: emergy (TW) ninimize
Rescarce Consmmption: lamd Gkm2) ainimize

Coustraint valve: 4719
Alternatives deleted: 4 of 25

statistical analysis
display data set

select criteria set

comstrain  criteria

find sow—cdominated set
find efficient point
define reference point
EXPLAIN MENU OPTIONS ML :

RETURN TO TOP LEVEL Cenetruction Cost (Miltion UUS §)

press the LEFT mouse button to CONFIRM, the RIGHT mouse botton to CANCEL !

Figure 2.39: Setting constraints on criteria

. find pareto set: this option identifies the set of nondominated alterna-
tives, and indicates how many nondominated alternatives have been iden-
tified;

. another feature at this, as well as any other, level in the system is an
explain function that provides a more detailed explanation of the menu
options currently available.
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The option: display data sel generates a new menu of options. The display options

are:

default scattergrams: the default scaltergrams provide 2D projections of the
data set, using pairwise combinations of the relevant criteria (Figure 2.40).
The first three combinations are displayed in three graphics windows. If the
set of nondominated alternatives has already been identified, the pareto-
optimal points will be displayed in yellow and will be larger than the small,
red, normal (dominated) alternatives;

default distributions: this option displays the first three relevant criteria
as discretized frequency distributions (Figure 2.41); again, three criteria dis-
tributions can be displayed simultaneously;

display selectlion, select z-axis, select y-axis: these three options are used
to display criteria combinations other than the default selections. Defining
the x-axis only, by identifying one of the crileria lines by pointing at it, and
then selecting one of the graphics windows for display, a frequency distribu-
tion will be displayed; if x and y axis are idenliified, a scattergram will be pro-
duced. Thus, any combination of distributions and scattergrams can be gen-
erated (Figure 2.42), allowing the user to gain some insight into the geometry
and structure, e.g., dependencies of criteria, of the data set. Also, on the
basis of the graphical display, it is much easier to define constraints (by
returning to the previous level and invoking the appropriate menu option), if
solutions are obviously clustered, i.e., distributions are multi-modal.
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Figure 2.41: Dala display: default distributions
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SHASA Demonstration Prototype: Multi—Criteria Evaluation/Optimization e[

DATA SET: Irsssportstion Systass Example: test dsta
Nmber of altersstivam: 28 soe-cdomisated: 6
Nmbar of critarias ]

CRITERIA AND DESCRIPTORS:
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Normalized Capecity Isdex
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Figure 2.42: Data display: mized scattergrams and frequency distributions
with a cross-referenced alternative

o identify alternative: one individual alternative can be identified by pointing
at one of the dots in either of the graphics windows. The dot will be marked
by a large blue dot in all the scattergrams currently on display. Repeating
this identification process several times, changes in the relative position of
these identifiers along the individual axes support some intuitive impression
on trade-offs among criteria. Parallel to marking the selected alternative on
the scattergrams, numerical values for the individual criteria are displayed
(Figure 2.42).

The most powerful option in this system, however, is the selection of a refer-
ence point'and the resulting identification of an efficient point.

Depending on the level at which a reference point is defined, two techniques
for its identification are supported, namely a numerically oriented one, consider-
ing all criteria simultaneously, and a graphically oriented one based on a sequence
of pairwise trade-off specifications (Figure 2.43).

In the first case, the (extended) range for each of the criteria is displayed
besides the listing of the criteria. Thus, while all criteria as well as the utopia
points and the possible ranges for a reference point are in view, the user can
specify the desired level (aspiration level) for each or a few of the criteria by
selecting the respective criterion and then entering either a number or pointing at
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HASA Demonstration Prototype: Multi—Criteria Evaluation/Optimization
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stsiver of axterastives: 24 soe-domissted: 6
sasber of critariss 3
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\ reference poist

A efficient point
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Reference Point: 23

statistical amalysis
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find efficieat point
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EXPLAIN MENU OPTIONS
RETURN TO TOP LEVEL

drag the arrow by moving the mouse,

press ANY BUTTON to set valoe.

Figure 2.43: Defining a reference point with criteria list

an appropriate position within the interval displayed (Figure 2.43). For the dimen-
sions (i.e., criteria) not explicitly specified by the user, the reference point value
defaults to the utopia point’s value.

In the second case, the user can have up to six scattergrams on the screen
(covering up to a total of twelve criteria simultaneously). For each pairwise com-
bination of criteria, he can then specify a reference point in this 2D projeclion,
thus defining two dimensions at a time. Since the same dimension can be displayed
in more than one scattergram, more than one value could be specified for any one
dimension. Therefore, as soon as a value for a dimension that is represented more
than once is set, a vertical or horizontal line, indicating this setting, is displayed
in all other scattergrams with this dimension. This serves as a reminder to the
user that this dimension was already defined. If the user sets another value for
this dimension anyway, all previous settings are updated accordingly, since the
last specification always supercedes any previous one.

Once all or a subset of the criteria dimensions deemed important by the user
have been defined, this reference point will then be used to find an efficient point
as the solution to the selection procedure. Several rounds of iteration, however,
may be used to find a satisfying solution. With each efficient point, the user has
the option of returning to the model that generated the alternative selected.
There he can re-simulate the alternative, and thereby generate additional descrip-
tive information on his choice. This may lead to yet another setting for the
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reference point, another efficient point and so on.

In summary, the discrete optimizer or post-processor is a tightly coupled
option of several simulation models used for scenario analysis and/or generating a
larger set of alternatives to be evaluated. Providing a combination of analysis and
display options, powerful decision support can be made available to a non-expert
user in a very efficient and effective way. Due to the ease of use, the high degree
of flexibility and responsiveness, and the immediate understanding of results based
on symbolic and graphical display combined with numerical information, the system
invites a more experimental style of use. Complex models, which usually produces
a confounding amount of output, can thus be made available as a direct information
basis for decision making.

Data Structures:

When called from the Master Menu Level, the data files used by this module
are organized as simple sequential files, with a header block containing title and
number of alternatives and criteria, names of criteria and default status
(ignore/minimize/maximize) information, followed by one record for each alterna-
tive with the set of criteria values. These files should be generated by the respec-
tive simulation models.

Possible Extensions:

o statistical analysis: here statistical information on the data set other than
the minima, maxima, and average values displayed by default can be generated
and displayed. In particular, this includes standard deviations and median
values as well as pairwise and multiple correlation coefficients, indicating
relationships of indicators. Also, a cluster analysis option is foreseen, allow-
ing a similarity ranking of alternatives and subsets of alternatives.

. ranking by individual criteria: here the alternatives are ranked according
to the individual criteria, resulting in a table of color-coded relationships.

o robusiness and sensitivity of the solution: Robustness can be tested at the
DSS level: here the system successively increases a noise term added to the
raw data, until the efficient point, as defined by the current reference point,
switches to another alternative. The noise level, (in percentage) is then
displayed to the user. The indication is that with an assumed error of the
model output up to the level indicated, the solution would stay the same and
not be affected, i.e., robust. The higher the noise level indicated, the more
confidence may be placed in the selection of the alternative.

Sensitivity analysis, on the other hand, could be performed by switching back
to the original model and exploring the neighborhood of the preferred solu-
tion. Small changes in critical control variables and parameters should not
result in drastically different model outcomes, that, if re-introduced into the
DSS system, would be dominated and far from the efficient solution.
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2.1.13 Explain Current Options

Explain Current Options provides explanations on the currently available
options. Whenever these explanations are more extensive, a second level of
choice can be provided, allowing selection of an individual menu item for further
explanation.

[3IIASA Demonstration Prototype: Hazardous Substances Risk Management 5~
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Figure 2.44: EFxzplain page at the Master Menu Level.

Thus, all the necessary documentation can be made part of the software itself,
so that cross-referencing with printed documentation is no longer necessary.

Data Structures:

The explanatory text is stored in simple sequential ASCII text files in the
/data/explain directory and referenced by (option)ID-number. Storing the text in
external files that can easily be modified, greatly simplifies the task of keeping
relevant information current. Also, adaptations to different user groups or dif-
ferent languages are easily possible.

Possible Extensions:

While currently the responsibility for formatting the explanatory text is at
the level of the input text file, this will be extended to include a minimal text pro-
cessing system that allows for multi-page explain text, as weil as for multi-color
and multi-font highlighting within the text. Processing the text according to
appropriate control information in the input files will, however, slow down the




FILASA Demonstration Prototype: Multi—Criteria Evaluation/Optimization

DATA SET: Tremsportatiea Systess Bumple: test deta
Nasher of alterwstives: 25 CUNRENTLY AVAILABLE OPYIONS:
Nasher of criverias

CRITERIA AND DESCRIPTORS: ppulbydire ot et
Cosstrection Cout GHilliow US © minimize in owe or two-dissmsiosal projecties
Operaticaal Cost Gfillioe US © minimize Vith wwer-selectsd mms (crivaria).

Norsalized Capecity Imdex meximize SFIECT CRITERIA:
Esployment Comtribution (1008) maximize allows to modify the 2:-:. statx,

R i.e., nininize/maxinize/igaore by
Normalized Risk Imdex winimize poil;iq at the appropriate sysbol to
Norss)ised Esviromsewtal Demege ignore rotate through the three possibilities.

i am inimi
Resource Cousmmption: emergy minimize G IN CRITERIA:

Resowrce Comsmmption: lamd (km2) Binimize get ginimm or maxiwam valwes for criteria,
limiting analysis to this ramge.
Limits can be defised ssmerically
or grephically.

FIND PARETO SEI:

eliminste dominated alterustives
statistical amalysis Cidestify pareto set).
display data set
select criteris set QIT AND RETURN:

reain__ criteria stop this prograa and retws to the

find mow-dominated set previous wesu level.
find efficiemt poist
defise referemce point
BXPLAIN MENU  OPTIONS
RETURN TO TOP LEVEL

press amy mowse buttom to coatiswe —>

Figure 2.45: Explain page for the Decision Support Module.

speed of displaying the information. Alternatively, pre-processed text can be
loaded as stored image segments. This however, will require considerably larger
disk space than the current system uses.

At the next level of development, more detailed explain pages, combining text
and pictures, can be used. This will require the introduction of high-capacity
high-speed mass storage devices such as optical disks.
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2.2 Implementation Structure: File Systems

The system is implemented on the /usr partition of the root file system under
UNIX 4.2 bsd. The top level directory contains the executable modules (currently
RUN and ATM). The master modules RUN (that contains most of the currently avail-
able modules linked into one element) starts automatically when the user logs in as
demo. RUN is started from demo’s login file in /usr/IIASA. A few smaller, execut-
able modules are resident in /usr/bin. They are called via the shell command
interpreter through the system() call from any C routine.

The top directory contains the following subdirectories:

. data, where all input data files are kept;
. segments, where the graphical segments to be loaded by core are located;
o include, where all inciude files required by the preprocessors of the various

compilers used are found;

. src, where all the sources and related files are kept. src contains the
makefile that can be used to compile, assemble, load and install the system,
e.g., after changing any of the routines or include files.
src contains one subdirectory for each functional module integrated;
currently these are:

. menw: menu system and top level control programs;

. maps: data base managers and display facilities for the geographical data;

. chem: chemicals data base managers and display facilities;

. acc: accident data base manager and display programs,

. loc: industrial establishments and storage facilities data base manager and

display programs,

. prod: technology and hardware data base, display programs for the chemical
process level simulators/optimizers;

. pda: pesticide production system optimization programs;

. wsdb: waste streams data base manager and display programs,

. env: environmental master menu level,

. gwd: groundwater guality model,

. river: TOXSCREEN river water quality module,

. atm: LRAT, the long-range atmospheric transport model;

. trans: transportation risk-cost analysis model;

. dss: interactive decision support system, post-processor and multi-criteria

optimizations routines;
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2.3 Software Tools and Libraries

The major graphics software package used for this implementation is the CORE
graphics package of 2D and 3D graphic primitive routines.

Within CORE, the pixrect layer is also used for more machine-dependent high-
efficiency graphics operations.

Some of the modules yet to be implemented will be using the CGI (Computer
Graphics Interface) package for high-efficiency dynamic graphics.

In addition to the software that is integrated into the demonstration proto-
type, various other programs had to be developed for e.g., data entry and visual
control, data base generation; design and generation of graphical segments used
by other models, etc.

A group of libraries is used, including:

. /usr/lib/libispra.a, containing general interface routines;

. Jusr/lib/libminos.a, containing a general-purpose linear problem solver;

. /usr/lib/libdidas.a, containing various pre- and post-processor routines
for the DIDASS related elements of MM and DISCRETE, and DIDASS;

. /usr/lib/libopt.a, containing the set of non-linear problem solvers used for

OPTIMIZER.
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3. PROJECT STATUS AND OUTLOOK
3.1 Components of the Demonstration Prototype: Operational Modules

For the demonstration prototype, we have chosen to inciude as many different
modules and features as possible, at the expense, where necessary, of a complete
integration and detailed finalization of individual modules. Some features of cer-
tain modules, although offered by several menus, are thus not yet supported.

At the time of publishing this report, the following elements of the system are
operational and implemented on a SUN-2/160 workstation:

3.1.01 Graphical User Interface, Menus:

For the overall system, the hierarchical control program and a set of menus
including an explain function (see 2.1) have been built. The current structure pro-
vides an open architecture hierarchical framework for all the layers and modules
of the system as described in the design report. Individual modules are either
linked with the main control program, or are implemented as stand-alone program
units, activated through appropriate systems calls.

3.1.02 Data Bases:

Structures, test implementations, and integration with either interactive
browsing programs, graphical display options, or operational simulation models
have been completed for the following data bases:

. Geographical data: the basic background map of the demonstration proto-
type is a contour map of Europe; the contents of various data bases used in
one or several of the simulation models can be viewed as interactively con-
structed map "overlays''. They include:

. political boundaries

. major settlements (>100,000 inhabitants; the actual settlements data
base is more than twice as large, including more than 1000 entries,
which are used in the transportation network data base);

. European highway and national roads network (the complete European
highway network as well as selected national roads, connecting the
above settlements and numerous auxiliary towns; this data base also
provides direct input to the transportation risk/cost analysis module);

. major industrial plant locations (concentrating on phenol and chlorine
as major feedstocks or products);
. chemical storage facilities (concentrating on phenol and chlorine);
. major water bodies (rivers, lakes).
. Chemical data bases: the chemical substances data base includes a subset of

the ECDIN data base. Its structure and contents are specifically geared
towards the data requirements of the simulation models used. The preparation
of a useful operational subset requires considerable input from the end user,
in particular for compiling and processing the physical properties of selected
substances, according to the substance description questionnaire developed.
Detailed descriptions for a few individual substances as well as the allocation
of substances to a few substance classes (organized largely by chemical




-89 -

taxonomy), defined together with the end user, have been included in the data
base (Fedra et al., 1986b).

An interactive query and display facility for the existing substance and sub-
stance classes structure and the subset of individual substances included is
implemented and linked to the overall framework. It provides access to indi-
vidual substance descriptions either from a listing of substances or from sub-
stance classes.

Several auxiliary programs to manipulate these data (e.g., transformation of
a directly readable form, accessible with the systems editor, to an indexed
random access form), and an interactive DBMS for data entry have been
developed.

Industrial Waste Streams data base: Industrial waste streams (based on a
subset of the RCRA data base) are described in a similarly structured data
base. Access to individual waste stream descriptions is either from a list of
waste streams, through industrial origin, waste stream names (interpreted by
an intelligent parser), or waste stream properties.

Chemical processes/unit equipment data base: The structure of a chemi-
cal processes (unit processes, combined process technologies, unit equip-
ment) data base has been developed. A test example describing phenol chlori-
nation including plant hardware configuration has been c~ompleted. This exam-
ple program is the graphical output component for the plant simulation
modules described in section 2.1.06.

Industrial production sites: A small subset of European producers (mainly
related to phenol and/or chlorine production) has been compiled and
integrated in a structure similar to the industrial waste stream DB.

Chemical storage facilities: Chemical storage facilities provides a similar
structure as the production facilities DB, concentrating, however, on major
storage rather than production facilities.

Major industrial accidents: A simple display program for text files struc-
tured according to Appendix VI of the Seveso directive has been developed.
As an example, a short description of the Seveso accident is included.

Regulations and legislation: Similar to the above accident reports, the text
files accessible through this module cover selected EC directives and other
relevant European legislation. As an example, the Seveso directive is
included. '

3.1.03 Simulation/Optimization Models:

Several simulation and/or optimization models have been prepared for

integration into the demonstration prototype. They include:

PDA (Production-Distribution Area), an interactive optimization code
based on DIDASS and a linear problem solver, for chemical industry struc-
tures, configured for the pesticide industry (12 processes, 13 major pro-
ducts) of a hypothetical region.

Industrial Process Simulation: the industrial process simulation provides a
simple database-driven dynamic extension of the corresponding data base. It
features an animated display of the basic steps in the chemical manufacturing
technology described in the data base.
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As a more advanced and flexible companion product, a symbolic simulator
implemented in Franz Lisp on a VAX 11/750 has been developed. It will be con-
verted to SUN Common Lisp as soon as the required systems software is avail-
able with the necessary operating systems upgrade.

LRAT (Long-Range Atmospheric Transport), a Lagrangian trajectory model
based on Eliasson (1978), using a subset of the EMAP European synoptic wind
data has been completed and is implemented on a European scale with com-
plete interactive problem definition, context driven auto-startup feature, and
extended (animated) graphical display for the simulation (2.1.05.4).

RIVER, extracted from the generic screening level EPA model system TOX-
SCREEN, simulates pollutant dispersion in an arbitrary river segment. The
model features extensive interactive input modification based on predefined
default values as well as animated graphical display.

FEFLOW, a 2D finite element groundwater contamination model, configured for
a set of 9 generic problem situations. Problem descriptions can be modified
interactively; the model generates animated graphical output of flow fields
and time-varying concentrations in the observation or pumped wells defined in
a given problem.

HASTM (Hazardous Substances Transportation Model), a transportation
risk/cost analysis (final operational version of the basic software elements to
be supplied by the Ludwig Boltzmann Institute, Vienna). The graphics-based
interface developed for the model allows interactive definition of a transpor-
tation problem. The model is to be used in conjunction with the discrete
optimization system described below.

Multi-criteria Discrete Optimization (Data-post processor, DIDASS based),
which is available as a data post-processor accessible from the main menu
level as well as from selected simulation models. The first stage of the module
is completed with interactive problem definition and extended graphical
display options.
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APPENDIX:
Al. SUMMARY PROJECT DESCRIPTION:

ADVANCED DECISION-ORIENTED SOFTWARE
FOR THE MANAGEMENT OF HAZARDOUS SUBSTANCES

Al1.1. Background

Many industrial products and residuals such as hazardous and toxic sub-
stances are harmful to the basic life support system of the environment. In
order to ensure a sustainable use of the biosphere for present and future
generations, it is imperative that these substances are managed in a sgfe and
systematlic manner. The aim of this project is to provide software toois
which can be used by those engaged in the management of the environment,
industrial production, products, and waste streams, and hazardous substances
and wastes in particular.

Al1.2. Project Objectives

The objective of the project is to design, develop, and implement in a
demonstration prototype version an integrated set of sofiware tools, building
on existing models and computer-assisted procedures. This set of tools is
designed for non-technical users. Its primary purpose is to provide easy
access and allow efficient use of methods of analysis and information manage-
ment which are normaily restricted to a small group of technical experts. The
use of advanced information and data processing technology shouid allow a
more comprehensive and interdisciplinary view of the management of hazar-
dous substances and industrial risk. Easy access and use, based on modern
computer technology, software engineering, and concepts of Artificial Intelli-
gence (Al) now permit a substantial increase in the group of potential users of
advanced systems analysis methodology and thus provide a powerful tool in
the hand of planners, managers, policy and decision makers and their techni-
cal staff.

To facilitate the access to complex computer models for the casual user,
and for more experimental and explorative use, it also appears necessary to
build much of the accumulated knowledge of the subject areas into the user
interface for the models. Thus, the interface will have to incorporate a
knowledge-based expert system that is capable of assisting any non-expert
user to select, set up, run, and interpret specialized software. By providing a
coherent user interface, the interactions between different modeis, their data
bases, and auxiliary software for display and analysis become transparent to
the user, and a more experimental, educational style of computer use can be
supported. This greatly facilitates the design and evaluation of alternative
policies and strategies for the management of industrial risk.

The system design combines several methods of applied systems analysis
and operations research, planning and policy sciences, and artificial intelli-
gence into one fully integrated software system (Figure Al.1). The basic idea
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is to provide direct and easy access to these largely formal and complex
methods for a broad group of users.

USER _INTERFACE

DIALOG - MENU  SYSTEM

SYMBOLIC / GRAPHICAL DISPLAY SYSTEM

1 $

CONTROL PROGRAMS TASK SCHEDULER

PROBLE EVALUATION
DBMS || IM -
GENERATION COMPARISON
SCENARIC ANALYSIS
DB KB > i Te
STMULATION —— rnmzanon{
CONTEXT/FRAME
INFORMATION SYSTEM STMULATION SYSTEM

PRODUCTION SYSTEM

Figure A1.1: Elements of the inlegrated sofitware system

Conceptually, the main elements of the system are:

. an Intelligent User Interface, which provides easy access to the sys-
tem. This interface must be attractive, easy to understand and use,
error-correcting and self-teaching, and provide the translation between
natural language and human style of thinking to the machine level and
back. This interface must also provide a largely menu-driven conversa-
tional guide to the system’s usage (dialog - menu system), and a number of
display and report generation styles, including color graphics and
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linguistic interpretation of numerical data (symbolic/graphical display
system);

. an Information System, which includes the system’s Knowledge and Data
Bases (KB, DB) as well as the Inference Machine and Data Base Manage-
ment Systems (IM, DBMS), which not only summarize application- and
implementation-specific information, but also contain the most important
and useful domain-specific knowledge. They aiso provide the information
necessary to infer the required input data to run the models of the sys-
tem and interpret their output. The Inference and Data Base Management
Systems (which are at the same time part of the Control Programs and
Task Scheduler level) allow a contexi- and application-oriented use of
the knowledge base. These systems should not only enable a wide range
of questions to be answered and find the inputs and parameters necessary
for the models, but must also be able to explain how certain conclusions
were arrived at- For a given application, the data base systems must aiso
perform the more trivial tasks of storing and organizing any interim or
final results for display and interpretation, comparison, and evaluation;

- the Simulation System, which is part of the Production System and con-
sists of a set of models (simulation, optimization), which describe indivi-
dual processes that are elements of a problem situation, perform risk
and sensitivity analyses on the relationship between control and manage-
ment options and criteria for evaluation, or optimize plans and policies in
terms of their control variables, given information about the user's goals
and preferences, according to some specified model of the system's work-
ings and rules for evaluation.

These eiements are transparently linked and integrated. Access to this sys-
tem of models is through a conversational, menu-oriented user interface, which
employs natural language and symbolic, graphical formats as much as possibie.
The systems must be error-correcting and self-teaching, and provide not only a
low-cost entry for the casual user, but also have the potential to be custom config-
ured for day-to-day use by users of growing expertise.




